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DECODING OF FORWARDERROR 
CORRECTION CODES IN THE PRESENCE 
OF PHASE NOISE AND THERMAL, NOISE 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

This application is a continuation of U.S. application Ser. 
No. 1 1/973,464, filed Oct. 9, 2007, now allowed, which is 
incorporated herein by reference in its entirety. 

FIELD OF THE INVENTION 

Background of the Invention 

Many communication systems use Forward Error Correc 
tion (FEC) codes to improve their performance in the pres 
ence of noise and distortion. Some block FEC codes are 
commonly decoded using iterative decoding processes. Itera 
tive decoding methods are described, for example, by 
Worthen and Stark in “Unified Design of Iterative Receivers 
using Factor Graphs.” IEEE Transactions on Information 
Theory, (47:2), February, 2001, pages 843-849, and by Rich 
ardson and Urbanke in “An Introduction to the Analysis of 
Iterative Coding Systems.” Proceedings of the 1999 Institute 
for Mathematics and its Applications (IMA) Summer pro 
gram: Codes, Systems and Graphical Models, Minneapolis, 
Minn., Aug. 2-6, 1999, which are incorporated herein by 
reference. Iterative FEC decoding processes often accept as 
input metrics of received bits and/or symbols. Some FEC 
metrics are bit-related, such as, for example, likelihood ratios 
(LRs) or log-likelihood ratios (LLRs) of individual bits in the 
received symbols. 
Two families of codes that are commonly decoded using 

iterative processes are Low Density Parity Check (LDPC) 
codes and turbo codes. LDPC codes were first introduced by 
Gallager in “Low-Density Parity Check Codes. IRE Trans 
actions on Information Theory, Volume 7, January, 1962, 
pages 21-28, which is incorporated herein by reference, and 
are also described by Ryan and Vasic in “An Introduction to 
LDPC Codes. GlobeCom 2003, San Francisco, Calif., Dec. 
5, 2003, which is incorporated herein by reference. 

In many Radio Frequency (RF) communication systems, 
the received signal is distorted by phase noise. Phase noise 
may be contributed, for example, by Local Oscillators (LOs) 
and other frequency and clock sources in the transmitter 
and/or receiver, by analog-to-digital and digital-to analog 
converters, as well as by other sources. Some communication 
receivers and reception methods, and in particular methods 
for decoding FEC codes, are designed for receiving signals in 
the presence of phase noise. 

For example, U.S. Patent Application Publication 2006/ 
0.107179, whose disclosure is incorporated herein by refer 
ence, describes a method in which a magnitude metric of 
received signals is amplified during iterative decoding of 
LDPC code and LDPC coded modulation. The method 
selects a metric coefficient value that is used to calculate the 
initial conditions when decoding LDPC coded signals, 
depending on the particular Signal-to-Noise Ratio (SNR) at 
which the communication system is operating. By adjusting 
the metric coefficient value according to the given LDPC 
code, modulation, and noise variance, the convergence speed 
of the decoding process is slowed down so that the decoder 
will not converge to the wrong codeword. The range of the 
outputs of the decoder is restricted so that the output will not 
oscillate, and will eventually converge to the correct code 
word. 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

2 
Colavolpe et al. propose iterative decoding algorithms for 

channels affected by strong phase noise in Algorithms for 
Iterative Decoding in the Presence of Strong Phase Noise.” 
IEEE Journal on Selected Areas in Communications, (23:9), 
September, 2005, pages 1748-1757, which is incorporated 
herein by reference. The proposed algorithms apply the Sum 
product algorithm to the factor graph representing the joint 
a-posteriori probability mass function of the information bits, 
given the channel output. Problems caused by the presence of 
continuous random variables in the factor graph are addresses 
by applying canonical distributions. Two proposed algo 
rithms are based on a Fourier series expansion of the phase 
probability density function, and on the Tikhonov canonical 
distribution. 

SUMMARY OF THE INVENTION 

Embodiments of the present invention provide a commu 
nication receiver, including: 

a front end, which is arranged to receive a Radio Frequency 
(RF) signal, which includes modulated symbols carrying data 
that have been encoded by a block Forward Error Correction 
(FEC) code, and to convert the RF signal to a sequence of soft 
received symbols, wherein the soft received symbols are sub 
ject to distortion by at least first and second noise components 
having respective at least first and second statistical distribu 
tions; 

a metric calculation unit, which is arranged to process the 
Soft received symbols so as to extract parameters indicative of 
the at least first and second statistical distributions, and to 
compute FEC metrics based on the extracted parameters; and 

a FEC decoder, which is arranged to accept the FEC met 
rics as input, and to process the metrics in an iterative FEC 
decoding process so as to decode the FEC code and recon 
struct the data. 

In some embodiments, one of the first and second noise 
components includes thermal noise. Additionally or alterna 
tively, one of the first and second noise components includes 
phase noise. The FEC code may include one of a Low Density 
Parity Check (LDPC) code, a turbo code and a Turbo Product 
Code (TPC). 

In an embodiment, for a soft received symbol that is 
received responsively to a modulated symbol and for a target 
bit in a group of bits represented by the modulated symbol, 
the metric calculation unit is arranged to approximate a first 
probability that the target bit equals “1” given the soft 
received symbol, and a second probability that the target bit 
equals “O'” given the soft received symbol, and to compute the 
FEC metrics based on the first and second probabilities. In a 
disclosed embodiment, the metric calculation unit is arranged 
to compute one of Log-Likelihood Ratios (LLRs) and Like 
lihood Ratios (LRs) based on the first and second probabili 
ties. 

In another embodiment, the modulated symbols are 
selected from a predetermined constellation of nominal sym 
bols, and the metric calculation unit is arranged to compute 
the FEC metrics by comparing the soft received symbols to 
only two nominal symbols per each of the at least first and 
second noise components. In yet another embodiment, the 
Soft received symbols and the nominal symbols are repre 
sented by respective coordinates in an In-phase/Quadrature 
(I/O) plane, the at least first and second noise components 
have respective at least first and second distance metrics in the 
I/Q plane, and, for a soft received symbol that is received 
responsively to a modulated symbol and for a target bit in a 
group of bits represented by the modulated symbol, the two 
nominal symbols corresponding to a noise component 
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include a first nominal symbol that is nearest to the soft 
received symbol in accordance with a respective distance 
metric of the noise component within a first Subset including 
the nominal symbols whose target bit equals “0”, and a sec 
ond nominal symbol that is nearest to the Soft received sym 
bol in accordance with the respective distance metric of the 
noise component within a second Subset including the nomi 
nal symbols whose target bit equals “1”. 

In still another embodiment, the first noise component 
includes thermal noise, the first distance metric includes 
Euclidean distance, the second noise component includes 
phase noise, and the second distance metric includes a Euclid 
ean distance metric adjusted by a correction factor derived 
from the second statistical distribution. 
The metric calculation unit may be arranged to compute 

the FEC metrics by multiplying a first function of the first 
statistical distribution by a second function of the second 
statistical distribution. The FEC metrics may depend on a 
timing of the soft received symbols. In an embodiment, the 
metric calculation unit is arranged to compute the FEC met 
rics by evaluating the metrics responsively to the first statis 
tical distribution over a range of values of the second noise 
component assuming the second noise component is con 
stant, weighting the evaluated metrics using a weighing func 
tion, and integrating the weighted metrics over the range of 
values of the second noise component. The weighting func 
tion may include a Probability Density Function (PDF) of the 
second noise component. In some embodiments, the metric 
calculation unit is arranged to compute the FEC metrics 
responsively to parameters of the reconstructed data that are 
fed back from the FEC decoder. 

There is additionally provided, in accordance with an 
embodiment of the present invention, a communication 
receiver, including: 

afront end, which is arranged to receive a Radio Frequency 
(RF) signal including modulated symbols, which carry data 
and are selected from a predetermined constellation of nomi 
nal symbols that correspond to respective decision regions in 
an In-phase/Quadrature (I/O) plane, and to convert the RF 
signal to a sequence of soft received symbols, wherein the soft 
received symbols are subject to distortion by at least first and 
second noise components having respective at least first and 
second statistical distributions; and 

a slicer circuit, which is arranged to convert the soft 
received symbols to respective hard symbol decisions based 
on the decision regions in which the soft received symbols 
fall, to reconstruct the data from the hard symbol decisions, 
and to modify the decision regions in the I/O plane respon 
sively to the at least first and second statistical distributions. 

In some embodiments, the constellation is divided into 
multiple cosets and each of the nominal symbols represents a 
respective group of bits, such that one or more of the bits in the 
group select a coset from among the cosets and the other bits 
select the nominal symbol within the selected coset, and the 
slicer circuit is arranged to separately modify the decision 
regions per each coset. In an embodiment, the slicer circuit is 
arranged to select a configuration of the decision regions from 
a predetermined set of configurations responsively to the at 
least first and second statistical distributions. 

There is also provided, in accordance with an embodiment 
of the present invention, a method for communication, 
including: 

receiving a Radio Frequency (RF) signal, which includes 
modulated symbols carrying data that have been encoded by 
a block Forward Error Correction (FEC) code: 

converting the RF signal to a sequence of Soft received 
symbols, wherein the soft received symbols are subject to 
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4 
distortion by at least first and second noise components hav 
ingrespective at least first and second statistical distributions; 

processing the soft received symbols responsively to the at 
least first and second statistical distributions, so as to extract 
from the soft received symbols parameters that are indicative 
of the first and second statistical distributions; 

computing FEC metrics based on the extracted parameters; 
and 

processing the FEC metrics in an iterative FEC decoding 
process that uses the FEC metrics as input, so as to decode the 
FEC code and reconstruct the data. 

There is further provided, in accordance with an embodi 
ment of the present invention, a method for communication, 
including: 

receiving a Radio Frequency (RF) signal including modu 
lated symbols, which carry data and are selected from a 
predetermined constellation of nominal symbols that corre 
spond to respective decision regions in an In-phase/Quadra 
ture (I/O) plane; 

converting the RF signal to a sequence of Soft received 
symbols, wherein the soft received symbols are subject to 
distortion by at least first and second noise components hav 
ingrespective at least first and second statistical distributions; 

converting the soft received symbols to respective hard 
symbol decisions based on the decision regions in which the 
soft received symbols fall, so as to reconstruct the data from 
the hard symbol decisions; and 

modifying the decision regions in the I/O plane respon 
sively to the at least first and second statistical distributions. 
The present invention will be more fully understood from 

the following detailed description of the embodiments 
thereof, taken together with the drawings in which: 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram that schematically illustrates a 
communication link, in accordance with an embodiment of 
the present invention; 

FIG. 2 is a flow chart that schematically illustrates a 
method for decoding Forward Error Correction (FEC) codes 
in the presence of thermal noise and phase noise, in accor 
dance with an embodiment of the present invention; and 

FIGS. 3, 4A and 4B are diagrams that schematically illus 
trate symbol constellations, in accordance with embodiments 
of the present invention. 

DETAILED DESCRIPTION OF EMBODIMENTS 

Overview 
Embodiments of the present invention that are described 

herein below provide improved methods and systems for 
decoding FEC codes in the presence of various types of noise. 
In some of these embodiments, a receiver receives a Radio 
Frequency (RF) signal comprising modulated symbols, 
which carry data that has been encoded by a block FEC code. 
The FEC code typically comprises a code that lends itself to 
iterative decoding, such as an LDPC code, a turbo code or a 
Turbo Product Code (TPC). 
The receiver down-converts and digitizes the received sig 

nal, to produce soft received symbols. The soft received sym 
bols may be corrupted by two or more different noise com 
ponents, such as thermal noise and phase noise. Each noise 
component has a respective statistical distribution. The soft 
received symbols are processed by a metric calculation unit, 
whose output is fed to a FEC decoder. The metric calculation 
unit accepts the soft received symbols and computes FEC 
metrics to be used by the FEC decoder. The metric calculation 
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unit computes the FEC metrics by extracting parameters that 
are indicative of the statistical distributions of the different 
noise components from the soft received symbols, and com 
puting the metrics based on the extracted parameters. 
The FEC decoder decodes the FEC code in an iterative 

decoding process using the FEC metrics, so as to recover the 
transmitted data bits. Since the FEC metrics are computed 
based on the actual noise distributions, the error performance 
of the decoding process is optimized per the specific noise 
statistics encountered by the receiver. 

Several exemplary FEC metrics and metric calculation 
methods are described below. In some embodiments, the out 
put of the FEC decoder is fed back to the metric calculation 
unit and used to adjust the FEC metrics in an iterative manner. 

In some embodiments, some of the transmitted data bits are 
coded and other bits are left uncoded. Such as using a multi 
level coding scheme. Several methods for optimizing the 
demodulation of such schemes in the presence of different 
types of noise are described herein. 

System Description 

FIG. 1 is a block diagram that schematically illustrates a 
communication link 20, in accordance with an embodiment 
of the present invention. Link 20 may comprise a microwave 
link, a millimeter wave link, or any other suitable link. Link 
20 comprises a transmitter (TX)24, which transmits data over 
a wireless channel to a receiver (RX) 28. 
TX 24 comprises a Forward Error Correction (FEC) 

encoder 32, which encodes the input data using a FEC code. 
Typically, the code comprises a block code that lends itself to 
iterative decoding, such as an LDPC or turbo code. In some 
embodiments, the encoderuses a coding scheme that encodes 
only some of the data bits and leaves other bits uncoded. 
The encoded data is modulated by a modulator 36. The 

modulator converts the data bits to a sequence of modulated 
symbols, in accordance with a certain modulation scheme, 
such as Binary Phase Shift Keying (BPSK), Quaternary 
Phase Shift Keying (QPSK), Quadrature Amplitude Modula 
tion (QAM) or any other suitable modulation. In accordance 
with the modulation scheme used, modulator 36 maps bits, or 
groups of bits, to nominal symbols selected from a predeter 
mined symbol constellation. 
A Digital-to-Analog Converter (DAC) 40 converts the 

sequence of modulated symbols into an analog baseband 
signal. A Transmitter Analog Front End (TX AFE) 44 up 
converts the baseband signal to a Suitable Radio Frequency 
(RE), and performs functions such as filtering and power 
control. A Power Amplifier (PA) 48 amplifies the RF signal, 
and the signal is then transmitted via a transmit antenna 52 
over the wireless channel. 
The radio signal transmitted by transmitter 24 is received at 

receiver 28 by a receive antenna 56 and provided to a Receiver 
Analog Front End (RXAFE) 60. The RXAFE down-converts 
the received RE signal to a suitable intermediate frequency 
(IF) or to baseband, and usually performs functions such as 
filtering and analog gain control. The signal produced by the 
RX AFE is digitized by an Analog-to-Digital Converter 
(ADC) 64, which produces a sequence of soft received sym 
bols. 

Although FIG. 1 shows a single ADC, the receiver some 
times comprises two parallel ADCs that respectively produce 
In-phase and Quadrature (I/O) samples. Each pair of I/O 
samples corresponds to a soft received symbol. Each received 
symbol can be represented as a coordinate in a two-dimen 
sional signal space spanned by the I and Qaxes. The nominal 
symbols of the modulation scheme used by link 20 are rep 
resented by respective nominal signal points in the I/O space. 
In the absence of noise, phase/frequency offset and other 
distortion, each soft received symbol theoretically falls on a 
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6 
nominal signal point that represents the symbol that was 
transmitted by the transmitter. In practical scenarios, how 
ever, the received symbols deviate from the nominal signal 
points due to noise and distortion. 
RX 28 comprises a metric calculation unit 68 and a FEC 

decoder 72. The FEC decoder decodes the FEC code used by 
transmitter 24 in an iterative decoding process, using FEC 
metrics that are computed by unit 68. Any suitable iterative 
decoding process can be used for this purpose, such as the 
exemplary processes described in the above-cited references. 
Metric calculation unit 68 accepts the soft received symbols 
produced by ADC 64 and produces the FEC metrics that are 
used as input by the iterative decoding process carried out by 
FEC decoder 72. 

In some embodiments, the FEC metrics comprise bit-re 
lated likelihood metrics, which estimate the likelihoods that a 
given coded bit in the corresponding transmitted symbol was 
“1” or “0”. Exemplary FEC metrics are Likelihood Ratios 
(LRs) and Log-Likelihood Ratios (LLRs), as are known in the 
art. Alternatively, any other suitable FEC metric can also be 
used. FEC decoder 72 decodes the FEC using the metrics 
provided by unit 68 and produces a sequence of decoded bits, 
which reconstruct the data input to TX 24. 

In some embodiments, RX28 further comprises a slicer 76, 
which demodulates the sequence of soft received symbols to 
produce a sequence of hard symbol decisions. Typically, the 
slicer determines, for each received I/O sample, which of the 
nominal constellation symbols is most likely to have been 
transmitted. The slicer produces the symbol decisions based 
on distances between the I/O coordinates of the received 
symbols and the coordinates of the nominal constellation 
symbols. The slicer produces a sequence of bits, which recon 
struct the sequence of encoded data bits produced by FEC 
encoder32. In some embodiments, the slicer configuration is 
optimized with respect to the noise statistics present in the 
received signal. Several exemplary slicer configurations are 
shown in FIGS. 3, 4A and 4B below. 
A controller 80 manages and controls the operation of RX 

28. Typically, unit 68, FEC decoder 72 and slicer 76 are 
implemented in hardware, Such as in one or more Applica 
tion-Specific Integrated circuits (ASIC) or Field-Program 
mable Gate Arrays (FPGA). In some embodiments, some or 
all of the functions of metric calculation unit 68 are carried 
out in software, for example using controller 80. 

FEC Metrics Based on Thermal and Phase Noise 

As noted above, the soft received symbols may be distorted 
by different noise components, such as thermal noise orphase 
noise. The different noise components generally have differ 
ent properties and different statistical distributions. Thermal 
noise, for example, is typically modeled as an Additive White 
Gaussian Noise (AWGN) process. Phase noise is usually a 
multiplicative noise, whose spectral density decays rapidly as 
a function of distance from the carrier frequency. 

Other types of noise may comprise Inter-Symbol Interfer 
ence (ISI) and various other types of distortion caused by the 
transmitter, receiver or communication channel. In the con 
text of the present patent application and in the claims, all of 
these types of distortion are referred to herein as “noise com 
ponents.” 

In the description that follows, the received symbols are 
assumed to be distorted by both thermal noise and phase 
noise. The thermal noise is assumed to be Gaussian and white, 
with a spectral density denoted No. The phase noise (typi 
cally, the residual phase noise after carrier recovery process 
ing) is assumed to be Gaussian with a variance denoted O. 
In some embodiments, metric calculation unit 68 computes 
bit-related LLR metrics based on the distributions of the 
thermal noise and phase noise components that affect the 
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received symbols. Since the FEC metrics are optimized per 
the specific noise statistics encountered by the receiver, the 
error performance of the decoding process is improved. 
The LLR of a particular received bit c is defined as 

LLR = logPro - 17) 

whereiny denotes the soft received symbol. Thus, the LLR is 
defined as the log ratio between the probability that, given the 
received symboly, the received bit c should be decoded as “O'” 
and the probability that bit c should be decoded as “1”. 

Assuming that “0” and “1” bit values occur at equal prob 
abilities, Equation 1 above can be written as 

When only thermal noise is present, Equation 2 above 
can be written as 

wherein S, indexes the nominal constellation symbols, S' 
denotes a Subset of the nominal constellation symbols in 
which the decoded bit c equals “0”, and S denotes the subset 
of the nominal constellation symbols in which bit c equals 
“1”. Equation 3 above can be approximated by 

Equation 4 shows that for thermal noise the LLR can be 
approximated by calculating the Euclidean distances between 
the received symbol y and the nearestnominal constellation 
symbol in each of subsets S" and S', Equations 3 and 4 
above can also be used to approximate the LLR values when 
phase noise is present, but is negligible with respect to the 
thermal noise. 
When the received signal is also affected by phase noise, 

the LLR can be written as 

XPry/So). Pr(S) 
LLR = lod = 

Priy/s). Pr(s) 

X Pry/So) XE. Pry/So,0) 
So So log - Y - = log- Y - 
X Pr(y | S) XEEPr(y | S1.6) 
Sl Sl 

wherein 0 is a random variable representing the phase error. 
Equation 5 applies not only to phase noise, but to any other 
random variable that affects the received signal. Such as other 
types of noise and distortion components. 
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8 
Using the principle of Equation 5 above, Equation 4 

above can be generalized for cases in which the received 
signal is affected by both thermal noise and phase noise. It can 
be shown that in these cases, the LLR can be approximated by 
considering only four of the nominal constellation symbols: 
The two nearest constellation symbols assuming only ther 

mal noise is present (i.e., the constellation symbol hav 
ing the Smallest Euclidean distance to the received sym 
bol in each of subsets SandS). These two constellation 
symbols are denoted AOO and Boo, respectively. 

The two nearest constellation symbols, selected with a 
modified Euclidean distance metric, which is adjusted 
by a correction factor to account for the phase noise. The 
calculation of the distance metric assumes that phase 
noise is dominant. These two constellation symbols are 
denoted A and Bo, respectively. 

The four constellation symbols Ao, Bo, A. and B. are 
given by 

(ly||Sol sin(po)) 2 6 
An E argma - -W-S 0 = argm * { ly. So y - So 

(ly||S| sin(p)) 
Bo = argmaxs (Italier -ly - S1’ y:S 

A = argmaxso {-ly - Sol) 
B. = argmaxs {-ly -Si 

wherein arg max So denotes the member of set So that 
maximizes the bracketed expression, and (po (p denote the 
angular differences between the received soft symbol and the 
constellation symbol being evaluated. 

It can be shown that the LLR can be approximated using 
these four constellation symbols as 

(ly||Aol sin(pan)) (7) 
Nirst- -ly - Ao’, 

... An y Ao 2. Of 
LLR as -max 2 

No (ly. As sin(pA)) 2 
- -ly - A. |y||A|+ 

2. Of 

(ly||Bol sin(PB) 
in 2- -ly - Bo’, 

. Bn 1 y Bo 2. Of 

No" cyl-IB.I. since.) O (ly B-. Sin(pB. yer, a -y-B. 
B+ y: B 2. Of 

Metric calculation unit 68 computes the FEC metrics using 
Equations I6 and 7 above. Note that in order to compute the 
FEC metrics, unit 68 does not necessarily select the four 
nearest constellation symbols defined in Equation 6 above 
in an explicit manner. For example, unit 68 may evaluate 
Equation 7 above for all constellation symbols, without 
explicitly identifying or selecting the nearest symbols. 

Although Equations I6 and 7 above refer to thermal 
noise and phase noise, the principles of the method described 
herein can be used to approximate the LLR for signals that are 
distorted by other types of noise. Each noise type (noise 
component) is characterized by an appropriate distance met 
ric, e.g., Euclidean distance for thermal noise, and a modified 
Euclidean distance, as described above, for phase noise. 



US 8,351,552 B2 
9 

When the received signal is corrupted by two separate 
noise components having two separate statistical distribu 
tions, the LLR of a certain bit can be approximated by calcu 
lating the distances from the received symbol to four nominal 
constellation symbols: The two nearest constellation symbols 
selected using a first distance metric that depends on the first 
statistical distribution, and the two nearest constellation sym 
bols selected using a second distance metric that depends on 
the second statistical distribution. Thus, each distance calcu 
lation is performed using a distance metric that Suits the noise 
type in question. 

Generally, when the received signal is corrupted by N 
separate noise components having respective N statistical 
distributions, the LLR can be approximated by calculating the 
distances from the received symbol to 2 N nominal constel 
lation symbols. For each noise component, two constellation 
symbols are selected using a distance metric that depends on 
the respective statistical distribution of the noise component. 

Although the description above refers to the calculation of 
LLRs, the principles of the method can be used, mutatis 
mutandis, to calculate other types of FEC metrics, as well. 

Note that in Some cases, a certain constellation symbol may 
have the Smallest distance to the received symbol using two 
different distance metrics. For example, in some cases, when 
determining the nearest constellation symbols using Equa 
tion 6 above, symbol Ao may be the same constellation 
symbol as Bo. In these cases, the actual number of constella 
tion symbols considered may be Smaller than four. 

Further alternatively, the FEC metrics can be calculated 
using any other Suitable method, which extracts parameters 
that are indicative of the statistical distributions of the differ 
ent noise components and computes the metrics based on the 
extracted parameters. 

FEC Code Decoding Methods 

FIG. 2 is a flow chart that schematically illustrates a 
method for decoding FEC codes in the presence of thermal 
noise and phase noise, in accordance with an embodiment of 
the present invention. The method begins with RX 28 receiv 
ing the RF signal transmitted from TX 24, at a reception step 
90. The signal is assumed to comprise modulated symbols, 
which carry data that has been encoded using an iterative 
block FEC code, such as an LDPC or turbo code. RXAFE 60 
down-converts the RF signal to baseband. ADC 64 digitizes 
the baseband signal and provides the soft received symbols to 
metric calculation unit 68. 
The soft received symbols are affected by phase noise, as 

well as by thermal noise. Unit 68 computes estimated LLR 
values of the received bits, taking into account the statistical 
properties of the two noise distributions, at a metric compu 
tation step 94. In some embodiments, unit 68 calculates LLRs 
of the received bits in accordance with Equations I6 and 7 
above. FEC decoder 72 decodes the FEC code using the FEC 
metrics, at a decoding step 98. The decoded data is then 
output by the receiver, at an output step 102. 

In some embodiments, the receiver comprises a carrier 
recovery loop, which estimates the transmitter carrier phase 
based on measurements performed on the received signal. In 
these embodiments, the phase noise that affects the UR cal 
culation of Equation 6 and 7 above is the residual phase 
noise, after the receiver has corrected the phase errors to the 
best of its ability using the carrier recovery loop. This residual 
phase noise may be caused by variations in phase noise over 
time, or by the limited accuracy and residual errors of the 
carrier recovery loop. 
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10 
Alternatively to using Equations 6 and 7 above, metric 

calculation unit 68 can sometimes compute an FEC metric 
having the form Metric=Metric(ThermalNoise)"c(Phase 
Noise). In other words, unit 68 can evaluate an ECC metric 
assuming only thermal noise, and multiply it by Scaling factor 
that is a function of the phase noise. In some embodiments, 
the scaling factor can depend on the symbol timing. For 
example, when a carrier recovery loop is used, the residual 
phase noise may be small in some symbols (e.g., symbols in 
which the loop performs phase corrections) and larger for 
other symbols. Unit 68 can account for these differences by 
Scaling the FEC metric accordingly. 

in another alternative embodiment, unit 68 computes the 
joint thermal/phase noise metric by calculating the metric for 
thermal noise, assuming the current phase noise is fixed at a 
value of 0. This metric is denoted Metrice. Then, unit 68 
integrates Metrice over the range of possible values of 0, and 
weighs the integration by f(0), the probability density func 
tion (PDF) of 0. The FEC metric is thus given by 

Metric = f(0)-Metricide G 

Alternatively to weighting the integration by the PDF of 0. 
unit 68 may use other weighting functions, such as various 
estimates or approximations of the PDF. 

In some embodiments, parameters of the reconstructed 
data are fed back from the output of FEC decoder 72 to metric 
calculation unit 68 and used in the metric calculation process. 
In these embodiments, the LLR calculation process is itera 
tive, and uses the feedback from the i'th decoded codeword in 
the (i-1)'th iteration. Unit 68 may thus calculate an FIR 
having the form LLR-LLR,+Correction (feedback). 

For example, the decoder output can provide information 
regarding the actual bit probabilities, i.e., Pr(c=0) and Pr(c=1) 
at each iteration. As noted above, the LLR is given by 

LLR = 1 Pr(c = 0/y) Pr(y | c = 0). Pr(c = 0) (9) 

In the first iteration, the LLR is calculated by 

Pry? c = 0). Pric = 0) Pr(y/c = 0) 10 LLR = logp, 1. p - 1 = logo?, 1, 

In subsequent iterations, however, the factor Pr(c=0)/Pr 
(c=1) in Equation 9 above can be updated based on the 
actual probabilities at the FEC decoder output. 

Multilevel FEC Code Decoding Based on Phase 
Noise Statistics 

In some embodiments, only some of the data bits are 
encoded at the transmitter using the FEC code, and other bits 
are left uncoded. For example, the data may be encoded using 
a coset coding scheme, in a process that is also referred to as 
multilevel encoding. Techniques that use combinations of 
coded and uncoded bits and other multilevel coding methods 
are described, for example, in U.S. Patent Application Publi 
cation 2005/0010853 A1, whose disclosure is incorporated 
herein by reference. Coset codes are also described by Pottie 
and Taylorin"Multilevel Codes Based on Partitioning.” IEEE 
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Transactions on Information Theory (35:1), January, 1989, 
pages 87-98, which is incorporated herein by reference. 

In Such coding schemes, the nominal symbol constellation 
is partitioned into several subsets of symbols, referred to as 
cosets. When encoding or decoding a certain symbol, the 
coded bits select the coset to be used, and the uncoded bits 
select a specific constellation symbol within the selected 
COSet. 

FIG. 3 is a diagram that schematically illustrates an exem 
plary symbol constellation partitioned into cosets, in accor 
dance with an embodiment of the present invention. The 
exemplary constellation shown in FIG. 3 is a 16-QAM con 
Stellation, which comprises sixteen constellation symbols 
110. The symbols lie on a regular square grid in the I/O plane, 
as well as on three concentric circles 114 centered at the 
origin. 

Constellation symbols 110 are partitioned into four cosets, 
with four symbols in each coset. The different cosets are 
marked with different icons in the figure. Typically, the par 
titioning attempts to maximize the distances between sym 
bols within each coset. In the present example, each transmit 
ted symbol represents four bits. Two bits of each symbol are 
encoded, and indicate which coset is to be used for decoding. 
The other two bits are left uncoded, and indicate the specific 
symbol within the selected coset. 
The intra-coset demodulation process, i.e., the process of 

determining which of the nominal constellation symbols 
within a certain coset is most likely to have been transmitted 
given a certain soft received symbol, is typically carried out 
by slicer 76. Typically, the slicer divides the I/O plane into 
regions, referred to as decision regions, that surround the 
nominal constellation symbols. The lines that divide the I/O 
plane into the decision regions are referred to as decision 
lines. When a soft received symbol falls in the decision region 
of a particular constellation symbol, the demodulator 
assumed that this constellation symbol was transmitted. 

In some embodiments, slicer 76 can set the geometrical 
properties of the decision regions based on the statistical 
distribution of the different noise processes that affect the 
signals. 

FIGS. 4A and 4B are diagrams that schematically illustrate 
a coset with decision regions, in accordance with embodi 
ments of the present invention. The figures show four symbols 
118A... 118D, which belong to one of the four cosets shown 
in FIG. 3 above. The assumption is that the two coded bits 
have already been decoded (e.g., using the method of FIG. 2 
above), so that the appropriate coset has been selected. At this 
stage, the demodulator has the task of selecting one of the 
symbols within the selected coset. 

FIGS. 4A and 4B demonstrate two different divisions of 
the I/O plane into decision regions. The decision regions 
shown in FIG. 4A are particularly suited to scenarios in which 
the thermal noise is dominant, while the decision regions 
shown in FIG. 4A are advantageous when phase noise domi 
nates. 

In FIG. 4A, the I/O plane is divided into four decision 
regions by two orthogonal decision lines 122A and 12213. 
The decision lines are positioned at equal Euclidean distances 
from symbols 118A . . . 118D. (Line 122A is positioned 
mid-way between symbols 118A and 118C, and between 
symbols 118B and 118D. Similarly, line 122B is positioned 
mid-way between symbols 118A and 118B, and between 
symbols 118C and 118D.) Since thermal noise is assumed to 
have a two-dimensional Gaussian distribution, the division 
shown in FIG. 4A is best-suited for scenarios in which ther 
mal noise is strong with respect to phase noise. 
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In FIG. 4B, the decision regions are optimized for domi 

nant phase noise. When phase noise is dominant, the majority 
of the distortion is caused to the phase of the signal. Thus, the 
deviation of the soft received symbols from the nominal con 
Stellation points are primarily angular, along an arc having the 
radius of the constellation point with respect to the origin of 
the I/O plane. Magnitude deviations, i.e., radial deviations, 
are usually small. 

Using this property of phase noise distortion, the I/O plane 
in the example of FIG. 4B is divided by decision lines 126, 
which comprise three concentric circles and two straight 
diagonal sections. The radii of the circles are selected so that 
the radial distances from a particular circle to the nearest 
symbols on either side of the circle are equal. 

Consider, for example, the innermost circle. Symbol 118D 
is located inside this circle and its radial distance from the 
circle is denoted 134C. Symbols 118B and 118C are located 
on the outside of this circle, and their radial distances to the 
circle are denoted 134B and 134A, respectively. The radius of 
the innermost circle is chosen so that radial distances 134A, 
134B and 134C are equal to one another. 

Similarly, considering the middle circle, symbol 118A is 
located on the outside of the circle and its radial distance to 
the circle is denoted 130A. Symbols 118B and 118C are 
located on the inside of this circle, and their radial distances to 
the circle are denoted 130B and 130C, respectively. The 
radius of the middle circle is chosen so that three radial 
distances 130A... 130C are equal to one another. The middle 
ring, between the innermost and middle circles, is divided 
into two decision regions by two straight diagonal sections, 
located symmetrically between symbols 118B and 118C. 
The decision region configuration of FIG. 4B makes use of 

the fact that, when phase noise is dominant, angular errors 
may be large but radial errors are usually Small. Using this 
configuration, even when the soft received symbols have very 
large phase errors, they are likely to remain within the correct 
decision region. Note that the decision regions are not sym 
metric with respect to the I/O origin, since the coset itself is 
positioned asymmetrically. 

FIGS. 4A and 4B above show configurations that are best 
Suited for extreme scenarios of dominant thermal noise and 
dominant phase noise, respectively. In some cases, however, 
the different noise components are of similar or comparable 
magnitudes. In these cases, different configurations of deci 
sion regions, which balance the contribution of each noise 
component, can be used. 

In some embodiments, slicer 76 can modify the division of 
the I/O plane into decision regions in an adaptive manner, 
based on the current estimated noise statistics. For example, 
the slicer can hold two or more predetermined decision Zone 
configurations, and Switch from one configuration to another 
based on the estimated noise statistics. In some cases, con 
troller 80 makes the decisions to switch between slicer con 
figurations, selects the appropriate slicer configuration and 
controls slicer 76 accordingly. 

Although the embodiments described herein mainly 
address wireless communication links, the principles of the 
present invention can also be used in other types of links that 
use radio frequencies, such as RF cable links. 

It will thus be appreciated that the embodiments described 
above are cited by way of example, and that the present 
invention is not limited to what has been particularly shown 
and described hereinabove. Rather, the scope of the present 
invention includes both combinations and Sub-combinations 
of the various features described hereinabove, as well as 
variations and modifications thereof which would occur to 
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persons skilled in the art upon reading the foregoing descrip 
tion and which are not disclosed in the prior art. 
What is claimed is: 
1. A communication transceiver unit, comprising: 
a front end assembly configured to receive a Radio Fre 

quency (RF) signal, and to process the RF signal to 
produce a sequence of Soft received symbols, 
wherein the soft received symbols are subject to distor 

tion by at least first and second noise components 
each having respective at least first and second statis 
tical distributions, and 

wherein the RF signal includes a plurality of modulated 
symbols carrying data that has been encoded by a 
block Forward Error Correction (FEC) code: 

a metric calculation unit configured to compute a plurality 
of FEC metrics using a combination of a first function of 
the first statistical distribution and a second function of 
the second statistical distribution; and 

a FEC decoder assembly configured to accept the plurality 
of FEC metrics as input, and to process the FEC metrics 
in an iterative FEC decoding process so as to decode the 
FEC code and reconstruct the data. 

2. The transceiver unit according to claim 1, wherein one of 
the first and second noise components includes thermal noise, 
and another of the first and second noise components includes 
phase noise. 

3. The transceiver unit according to claim 1, wherein the 
FEC code includes one of a Low Density Parity Check 
(LDPC) code, a turbo code and a Turbo Product Code (TPC). 

4. The transceiver unit according to claim 1, wherein, for a 
soft received symbol that is received responsively to a modu 
lated symbol and for a target bit in a group of bits represented 
by the modulated symbol, the metric calculation unit is 
arranged to approximate a first probability that the target bit 
equals “1” given the Soft received symbol, and a second 
probability that the target bit equals “0” given the soft 
received symbol, and to compute the FEC metrics based on 
the first and second probabilities. 

5. The transceiver unit according to claim 4, wherein the 
metric calculation unit is configured to compute one of Log 
Likelihood Ratios (LLRs) and Likelihood Ratios (LRs) based 
on the first and second probabilities, wherein the LRs and the 
LRs define the log ratio between a probability that, given the 
soft received symbol, the target bit should be decoded as “O'” 
and a probability that the target bit should be decoded as “1”. 

6. The transceiver unit according to claim 1, wherein the 
modulated symbols are selected from a predetermined con 
Stellation of nominal symbols, and wherein the metric calcu 
lation unit is arranged to compute the FEC metrics by com 
paring the soft received symbols to only two nominal symbols 
per each of the at least first and second noise components, 

wherein the two nominal symbols per the first noise com 
ponent are two nearest nominal symbols when only ther 
mal noise is present, and 

wherein the two nominal symbols per the second noise 
component are two nearest nominal symbols when only 
phase noise is present. 

7. The transceiver unit according to claim 6, wherein the 
Soft received symbols and the nominal symbols are repre 
sented by respective coordinates in an In-phase/Quadrature 
(I/O) plane, wherein the at least first and second noise com 
ponents have respective at least first and second distance 
metrics in the I/O plane, and wherein, for a soft received 
symbol that is received responsively to a modulated symbol 
and for a target bit in a group of bits represented by the 
modulated symbol, the two nominal symbols corresponding 
to a noise component comprise a first nominal symbol that is 
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14 
nearest to the soft received symbol in accordance with a 
respective distance metric of the noise component within a 
first Subset comprising the nominal symbols whose target bit 
equals “0”, and a second nominal symbol that is nearest to the 
soft received symbol in accordance with the respective dis 
tance metric of the noise component within a second Subset 
comprising the nominal symbols whose target bit equals “1”. 

8. The transceiver unit according to claim 7, wherein the 
first noise component comprises thermal noise, wherein the 
first distance metric comprises Euclidean distance, wherein 
the second noise component comprises phase noise, and 
wherein the second distance metric comprises a Euclidean 
distance metric adjusted by a correction factor derived from 
the second statistical distribution. 

9. The transceiver unit according to claim 1, wherein the 
FEC metrics are computed using a scaling factor, and wherein 
the scaling factor depends on a timing of the soft received 
symbols. 

10. The transceiver unit according to claim 1, wherein the 
1 metric calculation unit is arranged to compute the FEC 
metrics by evaluating the metrics responsively to the first 
statistical distribution over a range of values of the second 
noise component assuming the second noise component is 
constant, weighting the evaluated metrics using a weighing 
function, and integrating the weighted metrics over the range 
of values of the second noise component. 

11. The transceiver unit according to claim 10, wherein the 
weighting function comprises a Probability Density 1 Func 
tion (PDF) of the second noise component. 

12. The transceiver unit according to claim 1, wherein the 
metric calculation unit is arranged to compute the FEC met 
rics responsively to parameters of the reconstructed data that 
are fed back from the FEC decoder. 

13. The transceiver unit according to claim 1, further com 
prising a carrier recovery loop configured to estimate a trans 
mitter carrier phase based on measurements performed on the 
RF signal. 

14. A communication transceiver unit, comprising: 
a front end assembly configured to receive a Radio Fre 

quency (RF) signal that includes a plurality of modu 
lated symbols, and to process the RF signal to produce a 
sequence of Soft received symbols, 
wherein the plurality of modulated symbols carry data 

and are selected from a predetermined constellation 
of nominal symbols that correspond to respective 
decision regions in an In-phase/Quadrature (I/O) 
plane, and 

wherein the soft received symbols are subject to distor 
tion by at least first and second noise components 
having respective at least first and second statistical 
distributions; 

a slicer circuit configured to convert the soft received sym 
bols to respective hard symbol decisions based on the 
decision regions in which the soft received symbols fall, 
to reconstruct the data from the hard symbol decisions, 
to modify the decision regions in the I/O plane respon 
sively to the at least first and second statistical distribu 
tions, to hold at least a first and a second predetermined 
decision Zone configuration, and to Switch from the first 
configuration to the second configuration based on cur 
rent estimated noise statistics; and 

a controller module configured to control the front end 
assembly, and to determine when to switch between the 
first configuration and the second configuration. 

15. The transceiver unit according to claim 14, wherein the 
constellation is divided into multiple cosets and wherein each 
of the nominal symbols represents a respective group of bits, 
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Such that one or more of the bits in the group select a coset 
from among the cosets and the other bits select the nominal 
symbol within the selected coset, and wherein the slicer cir 
cuit is arranged to separately modify the decision regions per 
each coset. 5 

16. The transceiver unit according to claim 15, wherein the 
slicer circuit is arranged to select a configuration of the deci 
sion regions from a predetermined set of configurations 
responsively to the at least first and second statistical distri 
butions. 

17. The transceiver unit according to claim 14, wherein the 
modulated symbols are converted using at least one of a 
Binary Phase Shift Keying (BPSK), Quaternary Phase Shift 
Keying (QPSK), and Quadrature Amplitude Modulation 
(QAM). 

18. The transceiver unit according to claim 14, further 
comprising at least two parallel Analog-to-Digital Converters 
(ADCs) that respectively produce In-phase/Quadrature (I/Q) 
samples, wherein each pair of I/O samples corresponds to one 
of the soft received symbols. 

19. The transceiver unit according to claim 14, wherein the 
slicer circuit modifies the decision regions in the I/O plane in 
an adaptive manner based on the estimated noise statistics. 

20. A method for communication, comprising: 
receiving a Radio Frequency (RF) signal that includes a 

plurality of modulated symbols carrying data that has 
been encoded by a block Forward Error Correction 
(FEC) code: 

converting the RF signal to a sequence of Soft received 
symbols, wherein the soft received symbols are subject 
to distortion by at least first and second noise compo 
nents having respective at least first and second statisti 
cal distributions; 

processing the soft received symbols responsively to the at 
least first and second statistical distributions, so as to 
extract from the soft received symbols parameters that 
are indicative of the first and second statistical distribu 
tions; 

computing FEC metrics based on the extracted parameters, 
wherein the processing the Soft received symbols com 

prises evaluating the FEC metrics responsively to the 
first statistical distribution over a range of values of 
the second noise component assuming the second 
statistical distribution is constant, weighting the 
evaluated FEC metrics using a weight function, and 
integrating the weighted FEC metrics over the range 
of values of the second noise component; and 

processing the FEC metrics in an iterative FEC decoding 
process that uses the FEC metrics as input, so as to 
decode the FEC code and reconstruct the data. 

21. The method according to claim 20, wherein, for a soft 
received symbol that is received responsively to a modulated 
symbol and for a target bit in a group of bits represented by the 
modulated symbol, processing the Soft received symbols 
comprises approximating a first probability that the target bit 
equals “1” given the Soft received symbol, and a second 
probability that the target bit equals “0” given the soft 
received symbol, and computing the FEC metrics based on 
the first and second probabilities. 

22. The method according to claim 20, wherein the modu 
lated symbols are selected from a predetermined constella 
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16 
tion of nominal symbols, and wherein computing the FEC 
metrics comprises comparing the soft received; symbols to 
only two nominal symbols per each of the at least first and 
second noise components. 

23. The method according to claim 22, wherein the soft 
received symbols and the nominal symbols are represented by 
respective coordinates in an In-phase/Quadrature (I/O) plane, 
wherein the at least first and second noise components have 
respective at least first and second distance metrics in the I/O 
plane, and wherein, for a soft received symbol that is received 
responsively to a modulated symbol and for a target bit in a 
group of bits represented by the modulated symbol, the two 
nominal symbols corresponding to a noise component com 
prise a first nominal symbol that is nearest to the soft received 
symbol in accordance with a respective distance metric of the 
noise component within a first Subset comprising the nominal 
symbols whose target bit equals “0”, and a second nominal 
symbol that is nearest to the soft received symbol in accor 
dance with the respective distance metric of the noise com 
ponent within a second Subset comprising the nominal sym 
bols whose target bit equals “1”. 

24. The method according to claim 20, wherein processing 
the soft received symbols comprises computing the FEC met 
rics by multiplying a first function of the first statistical dis 
tribution by a second function of the second statistical distri 
bution. 

25. The method according to claim 20, wherein processing 
the soft received symbols comprises computing the FEC met 
rics responsively to parameters of the reconstructed data that 
are fed back from an output of the iterative decoding process. 

26. A method for communication, comprising: 
receiving a Radio Frequency (RF) signal including a plu 

rality of modulated symbols, which carry data and are 
Selected from a predetermined constellation of nominal 
symbols that correspond to respective decision regions 
in an In-phase/Quadrature (I/O) plane; 

converting the RF signal to a sequence of Soft received 
symbols, wherein the soft received symbols are subject 
to distortion by at least first and second noise compo 
nents having respective at least first and second statisti 
cal distributions; 

converting the soft received symbols to respective hard 
symbol decisions based on the decision regions in which 
the soft received symbols fall, so as to reconstruct the 
data from the hard symbol decisions; 

modifying the decision regions in the I/O plane respon 
sively to the at least first and second statistical distribu 
tions; 

storing at least a first and a second predetermined decision 
Zone configuration; and 

determining, by a controller module, when to Switch 
between the first configuration and the second configu 
ration. 

27. The method according to claim 26, wherein the first and 
second predetermined decision Zone configurations are 
stored by a slicer circuit. 

28. The method according to claim 27, further comprising 
Switching, by the slicer circuit, from the first configuration to 
the second configuration based on current estimated noise 
statistics. 
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