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EQUIPMENT IN A DATA NETWORK AND
METHODS FOR MONITORING,
CONFIGURING AND/OR MANAGING THE
EQUIPMENT

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application relates to and claims the priority to
and the benefit of PCT/ES2009/070047 filed Feb. 27, 2009,
which claims priority to and the benefit of Spanish Patent
Application No. 200800646, filed Mar. 5, 2008.

TECHNICAL FIELD

[0002] The inventions relate to apparatus and methods for
monitoring, managing and/or configuring equipment con-
nected in data networks.

BACKGROUND

[0003] As data networks have been growing in equipment
numbers, so has the complexity and diversity of the equip-
ment connected. This has caused an increase in the difficulty
and cost of monitoring, management and configuring data
networks.

[0004] Standardized tools are needed to control these types
of networks, tools that can be used with equipment from
different manufacturers, including routers, switches and
other telecommunication equipment, as well as computers or
other final network equipment such as PDAs and mobile
telephones. Hereinafter, the terms host or device will be used
to refer to data network equipment.

[0005] As a response to this need, the “Simple Network
Management Protocol” or SNMP was developed, which is a
tool that allows the maintenance and configuration of network
equipment from different manufacturers.

[0006] SNMP is a set of standards for managing network
equipment. SNMP was adopted years ago as a standard for
TCP/IP networks and has become the most widely used tool
for managing networks and network-connected devices.

[0007] In 1991, a supplement was added to the SNMP,
called Remote Network Monitoring (RMON). RMON
extends SNMP capacities to include the management of local
area networks (LANs) as well as managing the devices con-
nected to those networks.

[0008] There are many updates and new versions of the
SNMP protocol. In 1995 an update was published called
SNMPv2. In 1998 the last version of this set of standards was
published, called SNMPv3, which improved aspects related
to security.

[0009] An SNMP management system may comprise the
following elements:

[0010] At least one control or management station, tradi-
tionally called “SNMP Manager” or “management station”.
Henceforth, the term “control station” will be used to refer to
an SNMP Manager or to other types of management systems.
[0011] Several nodes (potentially many), each of which
uses one application, traditionally called an SNMP agent, to
communicate with the control station. The SNMP agent has
access to the configuration information for its node and can
send and receive messages from the control station. Other
types of management systems may use different types of
agents.
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[0012] A communications protocol to communicate
between the control station and the SNMP agents. Other types
of management systems may use other types of protocols.
[0013] SNMP agents manage the resources for nodes by
using objects that represent these resources. The object is
generally a variable with data that represents an aspect of the
managed node. The set of objects for a specific network node
is called the “Management Information Base” or MIB.
[0014] MIBs are standardized for each type of network
device. For example, a particular MIB is used for various
switches from different manufacturers.

[0015] An SNMP control station monitors the operation of
equipment by obtaining the value of the objects found in the
equipment’s MIB. To do so, the SNMP control station com-
municates with the SNMP agent and requests that informa-
tion.

[0016] An SNMP control station can also modify values
from the objects found in this equipment’s MIB, sending a
message to the SNMP agent for that equipment so it modifies
the values.

[0017] MIBs are specifications that contain definitions to
manage and maintain information for a specific type of net-
work equipment so that network equipment, even being from
different manufacturers, can be monitored, configured and
controlled remotely.

[0018] The rules that set the language used to write MIBs
are defined in specifications RFC2578 (McCloghrie et al.,
Internet Engineering Task Force, Request for Comments
2578, “The structure of Management Information Version 2,
SMIv2”, April 1999, currently available on the Internet at
http://www?3.tools.ietf.org/html/rfc2578) and specifications
RFC2579 (McCloghrie et al., Internet Engineering Task
Force, Request for Comments 2579, “Textual Conventions
for SMIv2”, April 1999, currently available on the Internet at
http://www?3.tools.ietf.org/html/rfc2579).

[0019] SMIv2 uses a small part of the instructions from a
language called Abstract Syntax Notation One (ASN.1).
[0020] ASN.1 is a formal, standardized language and is
important to the SNMP protocol for many reasons. Firstly, it
is used to specify data syntaxes. It is also used to define SNMP
protocol messages, also called “Protocol Data Units”
(PDUs). Lastly, it is used to define the MIB.

[0021] Although SNMP is the most widely used protocol to
manage network devices, It has a few disadvantages.

[0022] The first disadvantage is the complexity. An overall
view of the operation of SNMP protocols and the equipment
which implements it is described in specifications RFC3411
(D. Harrington et al., Internet Engineering Task Force,
Request for Comments 3411, “An Architecture for Describ-
ing Simple Network Management Protocol (SNMP) Man-
agement Frameworks”, December 2002, currently available
on the Internet at http://www?3.tools.ietf.org/html/rfc3411).
In Section 10, references for these RFC3411 specifications
list another 22 RFC documents (“Request for Comments™)
that describe this operation of the SNMP protocol.

[0023] A sample of the complex nature of the SNMP pro-
tocol is the free software project “Net-SNMP” which is avail-
able at http://net-snmp.sourceforge.net/ which provides the
source code for an SNMP agent. This source code may be
downloaded for free and the available version in January 2008
for that SNMP agent totals 878 source code files using the C
programming language (files ending in “c” or “h”) incorpo-
rating a total of 316,435 lines of code.
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[0024] This complexity is a problem for two reasons. The
first problem is financial due to the time, knowledge and
human resources needed to implement an SNMP agent. The
second problem is technical due to the storage capacity and
process capacity required by devices that have to incorporate
SNMP agents. This technical resource problem is not a prob-
lem for equipment such as routers, switches or computers that
have enough processing capacity to incorporate SNMP
agents. However, this technical complexity is a problem for
many other items of equipment that have less processing
capacity and where also power consumption can be an impor-
tant factor in their design, such as for example in mobile
phones or in systems that are controlled by microcontrollers
with limited memory and processing capacity.

[0025] Another limitation of the SNMP protocol is that the
SNMP control station must establish a direct communication
with every SNMP agent. This gives rise to many problems, as
it increases the number of SNMP agents it must control. The
first problem is that the SNMP control station can manage a
limited number of SNMP agents and may not have sufficient
processing capacity if the number of agents is many thou-
sands or hundreds of thousands. The second problem is the
amount of traffic generated in the network due to SNMP
messages between the SNMP control station and SNMP
agents as the number of managed devices grows.

[0026] A technology that could be used to solve these
SNMP limitations is multicast technology. There are some
scientific studies that investigate the use of multicast technol-
ogy using the SNMP protocol.

[0027] The following document describes the practice of
sending multicast packets between SNMP agents. Fhab Al-
Hshaer, Yongning Tang. “Toward Integrating IP Multicasting
in Internet Network Management Protocols”. Computer
Communications, Volume 24, Number 5, 15 Mar. 2001, pgs.
473-485, Publisher: Elsevier, currently available on the Inter-
net on http://citeseer.ist.psu.edu/447658 . html.

[0028] Multicast technology makes it possible to send data
from only one source to many recipients over a data network,
without having to establish unicast communications, which
means a one-on-one communication between the source and
each of the recipients. To do so, the source sends data, in the
form of data packets, to only one address related to a multicast
group to which the equipment interested in being recipients of
the data may subscribe. This address, called the multicast
address or the multicast group address, is an IP address (Inter-
net Protocol) selected within a range that is reserved for
multicast applications. Data packets that have been sent by
the source to the multicast address are therefore replicated by
the different network routers so that they reach the recipients
that have joined the multicast group.

[0029] The messages exchanged between a host and the
closest router to manage membership to amulticast group use
the IGMP protocol (Internet Group Management Protocol) or
the MLD (Multicast Listener Discovery) protocol, according
to whether or not the router works with version 4 (IPv4) or
version 6 (IPv6) of the IP protocol (Internet Protocol), respec-
tively.

[0030] When there is a proxy between the host and the
router, the proxy also uses the IGMP/MLD protocols to
exchange with the host, the closest router or other intermedi-
ate proxy, the multicast group membership messages. Inthese
cases, the proxy can receive from different hosts requests to
subscribe to or to unsubscribe from a multicast group, and it
assembles them to thus reduce IGMP/MLD message traffic it
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sends to the router. Hereinafter, the generic term IGMP proxy
will be used to designate a proxy using the IGMP/MLD
protocols.

[0031] In addition, routers exchange messages with one
another for the purpose of defining the routing which allows
efficiently routing the data from the sources to the hosts that
have subscribed to a multicast group. To that end, the routers
use specific protocols, including the very well known PIM-
SM (Protocol Independent Multicast—Sparse Mode).
[0032] All the mentioned protocols are defined and docu-
mented by the Internet Engineering Task Force (IETF).
[0033] The IGMP protocol version currently being used is
IGMPv3, which is described in the RFC 3376 specifications
published on line by the IETF (B. Cain et al., Engineering
Task Force, Network Working Group, Request for Comments
3376, October 2002; currently available at Internet address
http://tools.ietf.org/html/rfc3376).

[0034] With regard to the MLD protocol, the version cur-
rently being used is MLLDv2, which is described in the RFC
3810 specifications published on line by the IETF (R. Vida et
al., Engineering Task Force, Network Working Group,
Request for Comments 3810, June 2004; currently available
at Internet address http://tools.ietf.org/html/rfc3810).

[0035] The operation of an IGMP proxy is described in the
RFC 4605 specifications published on line by the IETF (B.
Fenner et al., Engineering Task Force, Network Working
Group, Request for Comments 4605, August 2006; currently
available at Internet address http://tools.ietf.org/html/
rfc4605).

[0036] The PIM-SM protocol used for the communication
between routers is described in the RFC 4601 specifications
published on line by the IETF (B. Fenner et al., Engineering
Task Force, Network Working Group, Request for Comments
4601, August 2006; currently available at Internet address
http://tools.ietf.org/html/rfc4601).

[0037] Multicasttechnology was initially implemented pri-
marily to be applied to the many-to-many communication
model, known as ASM (Any Source Multicast), in which
many users communicate with one another and any of them
can send data and also receive data from everyone else. A
typical ASM application is multiparty calling via Internet.
[0038] Multicast technology was then implemented to be
applied to the one-to-many communication model known as
SSM (Source Specific Multicast), in which a single source
sends data for many recipients. Radio and television via Inter-
net are SSM applications. This is why SSM is currently very
interesting.

[0039] In earlier IGMP protocol versions, a host could not
choose the data sending sources it wanted to subscribe to
within a multicast group, rather the host could only subscribe
to or unsubscribe from the group for all the sources. The
messages a host sent to a router were very simple: Join (G) to
receive traffic from the multicast group G and Leave (G) to
stop receiving it. Therefore, earlier IGMP protocol versions
did not allow SSM, where hosts can choose the multicast data
sources.

[0040] The possibility that the hosts could choose the
sources within a multicast group was introduced in the
IGMPv3 version of the IGMP protocol to allow SSM. To that
end, a host can send IGMP messages containing data blocks
referred to as Group Record in which the host defines the
sources from which traffic is to be received for each multicast
group. These Group Record data blocks in an IGMP message
can be of several types:
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[0041] An INCLUDE type Group Record data block con-
taining information on source IP addresses from which the
host wishes to receive data sending. According to the termi-
nology of the RFC 3376 specifications, the sources chosen by
means of an IGMP message containing an INCLUDE type
Group Record are referred to as INCLUDE sources.

[0042] An EXCLUDE type Group Record data block, con-
taining information on source IP addresses from which the
host does not wish to receive data sending. In this case, it is
interpreted that the host wishes to receive data sent by all the
sources of said multicast group except the sources indicated
as excluded in the message. According to the terminology of
the RFC 3376 specifications, the excluded sources by means
of an IGMP message containing an EXCLUDE type Group
Record are referred to as EXCLUDE sources.

[0043] For clarity’s sake, the term INCLUDE message will
beused hereinafter to designate an IGMP message containing
an INCLUDE type Group Record, and the term EXCLUDE
message will be used hereinafter to designate an IGMP mes-
sage containing an EXCLUDE type Group Record.

[0044] It was decided in the IGMPv3 version that each
network interface could operate for each multicast group only
in one of the following two modes, being able to switch from
one to the other: an INCLUDE mode in which the network
interface defines an INCLUDE source list or an EXCLUDE
mode in which the network interface defines an EXCLUDE
source list.

[0045] Each network interface and multicast group has a
state record storing the information on said interface and
group and said state record contains a field referred to as
filter-mode which can only be of the INCLUDE type, con-
taining only INCLUDE sources, or of the EXCLUDE type,
containing only EXCLUDE sources. The rules that are tran-
scribed below are applied when the network interface record
must result from the combination of different records:

[0046] Rule 1. If any of the data sources of a group G1 is
EXCLUDE, then the network interface will have an
EXCLUDE filter-mode for the group G1 and the source list of
the network interface is the intersection of the EXCLUDE
source lists minus the sources of the INCLUDE lists.

[0047] Rule 2. If all the sources are INCLUDE type
sources, then the network interface will have an INCLUDE
filter-mode for the group G1 and the source list is the union of
all the INCLUDE sources.

[0048] These rules are applied in a network interface of
equipment operating as an IGMP proxy and receiving
INCLUDE messages or EXCLUDE messages from different
hosts or from different IGMP proxies located on the down-
stream side of the network interface (i.e. in the direction going
from the router to the hosts). These same rules are also applied
in a network interface of equipment, such as a personal com-
puter for example, provided with several sockets receiving
different INCLUDE source or EXCLUDE source requests
from different applications.

[0049] Channel (S, G) is used hereinafter, and according to
the common nomenclature in SSM technology, to refer to the
sending of source S of the multicast group G.

[0050] In the current state of the art, to save memory, rout-
ers using the IGMPV3 protocol store only the minimum mul-
ticast traffic information that they must transmit. This mini-
mum information consists of storing, for each network
interface of the router and multicast group, a state reflecting
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if, for a specific channel (S,G) or multicast group (*,G) there
is at least one host interested in receiving said multicast
traffic.

SUMMARY

[0051] According to one or more implementations pro-
cesses and apparatus to monitor and/or manage equipment
connected to a data network are provided where:

[0052] the data network is equipped with a control station
that monitors and/or manages the equipment,

[0053] the equipment may be in one or many different
states,
[0054] the equipment sends messages using a multicast

routing protocol to request the receipt of multicast traffic,
[0055] the requested multicast traffic consists of multicast
groups and multicast channels that correspond to the status of
each equipment,

[0056] the control station knows the status of equipment
from the multicast groups and multicast channels requested
for each item of equipment.

[0057] According to one or more implementations pro-
cesses and apparatus to monitor and/or manage equipment
connected to a data network are provided where:

[0058] there is at least on multicast router in the data
network connected to the equipment,

[0059] the equipment sends messages using a multicast
routing protocol to the multicast router,

[0060] a multicast router transmits the multicast group
and multicast channel information requested by the
equipment to the control station.

[0061] In one or more implementations the control station
sends to at least one of the equipment, information to config-
ure or modify the status of the equipment.

[0062] Inone or more implementations a router connected
to the equipment is an IGMP router.

[0063] Inone or more implementations a router that trans-
mits the information to this control station is a PIM-SM
router.

[0064] In one or more implementation processes are pro-
vided that comprise a multicast router transmitting this infor-
mation to the control station, the multicast router having an
SNMP agent, and the information is stored in an MIB data-
base and is transmitted to the control station using an SNMP
protocol. In one or more implementations the IGMP router
takes the information about the multicast groups and channels
requested by the equipment and stores it in records associated
with the IGMP protocol, associating the multicast groups and
channels requested by each item of equipment with an iden-
tifier from each item of equipment.

[0065] In one or more implementations the IGMP router
stores this information from multicast groups and channels
requested by each equipment in an MIB database.

[0066] In one or more implementations the IGMP router
transmits the information stored in each MIB database to the
control station.

[0067] In one or more implementations the IGMP router
transmits the information stored in the MIB database using
the SNMP protocol.

[0068] In one or more implementations methods are pro-
vided in which a PIM-SM router that transmits the informa-
tion to the control station is an improved PIM-SM router that
stores in records associated with the PIM-SM protocol, the
information from the multicast groups and channels
requested by each multicast router, associating the multicast
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groups and channels to an identifier from each router request-
ing those multicast groups and channels.

[0069] Inone or more implementations the PIM-SM router
stores this information from multicast groups and channels,
requested by each multicast router in an MIB database.
[0070] Inone ormore implementations the PIM-SM router
transmits the information stored in each MIB database to the
control station.

[0071] Inone or more implementations the PIM-SM router
transmits the information using the SNMP protocol.

[0072] In one implementation a router is provided having
one or more downstream interfaces and situated in a data
network system between sources that send multicast data
packets to at least one multicast group address and multiple
hosts that request data from the multicast group address and
sources, the router having a management system agent and an
associated management system agent database, the router
storing for each network interface, each multicast group
address and each host information in the management system
agent database derived from one or more data requests made
by the hosts. In one implementation the management system
agent is a SNMP agent and the associated management sys-
tem agent database is an SNMP database.

[0073] In one implementation a router is provided having
one or more downstream network interfaces and situated in a
data network system between sources that send multicast
packets to at least one multicast group address and one or
more hosts that request data from the multicast group address
and the sources, the router having a management system
agent and an associated management system agent database,
the router storing for a downstream network interface and
multicast group address at least one INCLUDE source record
containing information about include source lists derived by
data requests made by the one or more hosts and at least one
EXCLUDE source record containing information about
exclude source lists derived by data requests made by the one
or more hosts in the management system agent database, the
router using a host-router multicast routing protocol based on
the IGMP (Internet Group Management Protocol) or the
MLD (Multicast Listener Discovery) protocol to communi-
cate with the one or more hosts, the router using a different
protocol to communicate with a management system control
station information stored in the management system data-
base. In one implementation the management system agent is
a SNMP agent, the associated management system agent
database is a SNMP database, the different protocol is based
on the SNMP (Simple Network Management Protocol), and
the management system control station is a SNMP control
station.

[0074] Inone implementation a process is implemented in
a router having one or more downstream network interfaces
and situated in a data network system between sources that
send multicast packets to at least one multicast group address
and one or more hosts that request data from the multicast
group address and the sources, the router having a manage-
ment system agent and an associated management system
agent database, the router storing for a downstream network
interface and a multicast group address at least an INCLUDE
record having an include source list containing a source or set
of sources derived by data requests made by the one or more
hosts and atleast an EXCL.UDE record having a requested list
containing a source or set of sources and an exclude list
containing a source or set of sources derived by data requests
made by the one or more hosts in the management system
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agent database, the process comprising modifying the
INCLUDE record upon receiving a MODE_IS_INCLUDE
type message from a host without modifying the EXCLUDE
record. In one implementation the process further comprises
transmitting by use of the management system agent infor-
mation from the management system agent database to a
management system agent control station. In one implemen-
tation the management system agent is a SNMP agent, the
associated management system agent database is a SNMP
database and the management system control station is a
SNMP control station.

[0075] In one implementation method is provided for
updating a database associated with a management system
agent of a router having one or more downstream network
interfaces, the database storing for a particular downstream
network interface and a particular multicast group address an
INCLUDE record having an include source list containing a
source or set of sources A and an EXCLUDE record having a
requested list containing a source or set of sources X and an
exclude list containing a source or set of sources Y, the method
comprising: receiving through the particular downstream net-
work interface a MODE_IS_INCLUDE message having an
include source list containing a source or set of sources B of
the multicast group address and; changing the INCLUDE
record source list to contain the union of the sources or sets of
sources A and B (A+B) without modifying the EXCLUDE
record. In one implementation the process further comprises
transmitting by use of the management system agent infor-
mation from the database to a management system agent
control station. In one implementation the management sys-
tem agent is a SNMP agent, the database is a SNMP database
and the management system control station is a SNMP con-
trol station.

[0076] Inoneimplementation a process is implemented in
a router having one or more downstream network interfaces
and situated in a data network system between sources that
send multicast packets to at least one multicast group address
and one or more hosts that request data from the multicast
group address and the sources, the router having a manage-
ment system agent and an associated management system
agent database, the router storing for a downstream network
interface and a multicast group address at least an INCLUDE
record having an include source list containing a source or set
of sources derived by data requests made by the one or more
hosts and an EXCLUDE record having a requested list con-
taining a source or set of sources and an exclude list contain-
ing a source or set of sources derived by data requests made by
the one or more hosts in the management system agent data-
base, the process comprising modifying the EXCLUDE
source record upon receiving a MODE_IS_INCLUDE type
message from a host without modifying the INCLUDE
record. In one implementation the process further comprises
transmitting by use of the management system agent infor-
mation from the management system agent database to a
management system agent control station. In one implemen-
tation the management system agent is a SNMP agent, the
associated management system agent database is a SNMP
database and the management system control station is a
SNMP control station.

[0077] In one implementation a method is provided for
updating a database associated with a management system
agent of a router having one or more downstream network
interfaces, the database storing for a particular downstream
network interface and a particular multicast group address an



US 2013/0188498 Al

INCLUDE record having an include source list containing a
source or set of sources A and an EXCLUDE record having a
requested list containing a source or set of sources X and an
exclude list containing a source or set of sources Y, the method
comprising: receiving through the particular downstream net-
work interface a MODE_IS_EXCLUDE message having an
exclude source list containing a source or set of sources B of
the multicast group address and; changing the EXCLUDE
record source list to have a requested list containing the set of
sources B minus the sources of B that are also in the set of
sources Y (B-Y) and an exclude list containing the intersec-
tion of the sets of sources Y and B (Y*B) without moditying
the INCLUDE record. In one implementation the process
further comprises transmitting by use of the management
system agent information from the database to a management
system agent control station. In one implementation the man-
agement system agent is a SNMP agent, the database is a
SNMP database and the management system control station
is a SNMP control station.

[0078] In one implementation a method is provided for
updating a database associated with a management system
agent of a router having one or more downstream network
interfaces, the database storing for a particular downstream
network interface and a particular multicast group address an
INCLUDE record having an include source list containing a
source or set of sources A and an EXCLUDE record having a
requested list containing a source or set of sources X and an
exclude list containing a source or set of sources Y, the method
comprising: receiving through the particular downstream net-
work interface an ALLOW message containing a source or set
of'sources B of the multicast group address and; changing the
INCLUDE record source list to contain the union of the
sources or sets of sources A and B (A+B) without modifying
the EXCLUDE record. In one implementation the process
further comprises transmitting by use of the management
system agent information from the database to a management
system agent control station. In one implementation the man-
agement system agent is a SNMP agent, the database is a
SNMP database and the management system control station
is a SNMP control station.

[0079] In one implementation a method is provided for
updating a database associated with a management system
agent of a router having one or more downstream network
interfaces, the database storing for a particular downstream
network interface and a particular multicast group address an
INCLUDE record having an include source list containing a
source or set of sources A and an EXCLUDE record having a
requested list containing a source or set of sources X and an
exclude list containing a source or set of sources Y, the method
comprising: receiving through the particular downstream net-
work interface an ALLOW type message containing a source
or set of sources B of the multicast group address and; chang-
ing the INCLUDE record source list to contain the union of
the sources or sets of sources A and B (A+B) without modi-
fying the EXCLUDE record. In one implementation the pro-
cess further comprises transmitting by use of the management
system agent information from the database to a management
system agent control station. In one implementation the man-
agement system agent is a SNMP agent, the database is a
SNMP database and the management system control station
is a SNMP control station.

[0080] In one implementation a method is provided for
updating a database associated with a management system
agent of a router having one or more downstream network
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interfaces, the database storing for a particular downstream
network interface and a particular multicast group address an
INCLUDE record having an include source list containing a
source or set of sources A and an EXCLUDE record having a
requested list containing a source or set of sources X and an
exclude list containing a source or set of sources Y, the method
comprising: receiving through the particular downstream net-
work interface an ALLOW type message containing a source
or set of sources B of the multicast group address and; chang-
ing the EXCLUDE record source list to have a requested list
containing the union of the set of sources X and B (X+B) and
an exclude list containing the set of sources Y minus the set of
sources Y that are also in the set of sources B (Y-B) without
modifying the INCLUDE record. In one implementation the
process further comprises transmitting by use of the manage-
ment system agent information from the database to a man-
agement system agent control station. In one implementation
the management system agent is a SNMP agent, the database
is a SNMP database and the management system control
station is a SNMP control station.

[0081] In one implementation a method is provided for
updating a database associated with a management system
agent of a router having one or more downstream network
interfaces, the database storing for a particular downstream
network interface and a particular multicast group address an
INCLUDE record having an include source list containing a
source or set of sources A and an EXCLUDE record having a
requested list containing a source or set of sources X and an
exclude list containing a source or set of sources Y, the method
comprising: receiving through the particular downstream net-
work interface a BLOCK type message containing a source or
set of sources B of the multicast group address and in
response not modifying the INCLUDE or the EXCLUDE
record. In one implementation the process further comprises
transmitting by use of the management system agent infor-
mation from the database to a management system agent
control station. In one implementation the management sys-
tem agent is a SNMP agent, the database is a SNMP database
and the management system control station is a SNMP con-
trol station.

[0082] In one implementation a method is provided for
updating a database associated with a management agent of a
router having one or more downstream network interfaces,
the database storing for a particular downstream network
interface and a particular multicast group address an
INCLUDE record having an include source list containing a
source or set of sources A and an EXCLUDE record having a
requested list containing a source or set of sources X and an
exclude list containing a source or set of sources Y, the method
comprising: receiving through the particular downstream net-
work interface an BLOCK type message containing a source
or set of sources B of the multicast group address and; chang-
ing the EXCLUDE record source list to have a requested list
containing the union of the set of sources X and the set of
sources B minus the set of B sources that are also in the set of
sources Y (X+(B-Y)) and an exclude list containing the set of
sources Y without modifying the INCLUDE record. In one
implementation the process further comprises transmitting
by use of the management system agent information from the
database to a management system agent control station. In
one implementation the management system agent is a
SNMP agent, the database is a SNMP database and the man-
agement system control station is a SNMP control station.
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[0083] Inoneimplementation a process is implemented in
a router having one or more downstream network interfaces
and situated in a data network system between sources that
send multicast packets to at least one multicast group address
and one or more hosts that request data from the multicast
group address and the sources, the router having a manage-
ment system agent and an associated management system
agent database, the router storing for a downstream network
interface and a multicast group address at least an INCLUDE
record having an include source list containing a source or set
of sources derived by data requests made by the one or more
hosts and an EXCLUDE record having a requested list con-
taining a source or set of sources and an exclude list contain-
ing a source or set of sources derived by data requests made by
the one or more hosts in a first memory not associated with the
management system agent and in the management system
agent database, the process comprising modifying the
INCLUDE record upon receiving a MODE_IS_INCLUDE
type message from a host without modifying the EXCLUDE
record. In one implementation the process further comprises
transmitting by use of the management system agent infor-
mation from the management system agent database to a
management system agent control station. In one implemen-
tation the management system agent is a SNMP agent, the
associated management system agent database is a SNMP
database and the management system control station is a
SNMP control station.

[0084] In one implementation a method is provided for
updating a state transition table of'a router having one or more
downstream network interfaces, the router having a manage-
ment system agent and an associated management system
agent database, the transition table and management system
agent database storing for a particular downstream network
interface and a particular multicast group address an
INCLUDE record having an include source list containing a
source or set of sources A and an EXCLUDE record having a
requested list containing a source or set of sources X and an
exclude list containing a source or set of sources Y, the method
comprising: receiving through the particular downstream net-
work interface a MODE_IS_INCLUDE message having an
include source list containing a source or set of sources B of
the multicast group address and; changing the INCLUDE
record source list to contain the union of the sources or sets of
sources A and B (A+B) without modifying the EXCLUDE
record. In one implementation the method further comprises
transmitting by use of the management system agent infor-
mation from the management system agent database to a
management system agent control station. In one implemen-
tation the management system agent is a SNMP agent, the
associated management system agent database is a SNMP
database and the management system control station is a
SNMP control station.

[0085] Inoneimplementation a process is implemented in
a router having one or more downstream network interfaces
and situated in a data network system between sources that
send multicast packets to at least one multicast group address
and one or more hosts that request data from the multicast
group address and the sources, the router having a manage-
ment system agent and an associated management system
agent database, the router storing for a downstream network
interface and a multicast group address at least an INCLUDE
record having an include source list containing a source or set
of sources derived by data requests made by the one or more
hosts and an EXCLUDE record having a requested list con-
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taining a source or set of sources and an exclude list contain-
ing a source or set of sources derived by data requests made by
the one or more hosts in a first memory not associated with the
management system agent and in the management system
agent database, the process comprising modifying the
EXCLUDE source record upon receiving a MODE_IS_IN-
CLUDE type message from a host without modifying the
INCLUDE record. In one implementation the process further
comprises transmitting by use of the management system
agent information from the management system agent data-
base to a management system agent control station. In one
implementation the management system agent is a SNMP
agent, the associated management system agent database is a
SNMP database and the management system control station
is a SNMP control station.

[0086] In one implementation a method is provided for
updating a state transition table of a router that receives mul-
ticast packets from one or more multicast group addresses and
having one or more downstream network interfaces, the
router having a management system agent and an associated
management system agent database, the state transition table
and management system agent database storing for a particu-
lar downstream network interface and a particular multicast
group address an INCLUDE record having an include source
list containing a source or set of sources A and an EXCLUDE
record having a requested list containing a source or set of
sources X and an exclude list containing a source or set of
sources Y, the method comprising: receiving through the par-
ticular downstream network interface a MODE_IS _EX-
CLUDE message having an exclude source list containing a
source or set of sources B of the multicast group address and;
changing the EXCLUDE record source list to have a
requested list containing the set of sources B minus the
sources of B that are also in the set of sources Y (B-Y) and an
exclude list containing the intersection of the sets of sources
Y and B (Y*B) without modifying the INCLUDE record. In
one implementation the method further comprises transmit-
ting by use of the management system agent information
from the management system agent database to a manage-
ment system agent control station. In one implementation the
management system agent is a SNMP agent, the associated
management system agent database is a SNMP database and
the management system control station is a SNMP control
station.

[0087] In one implementation a method is provided for
updating a state transition table of a router that receives mul-
ticast packets from one or more multicast group addresses and
having one or more downstream network interfaces, the
router having a management system agent and an associated
management system agent database, the state transition table
and management system agent database storing for a particu-
lar downstream network interface and a particular multicast
group address an INCLUDE record having an include source
list containing a source or set of sources A and an EXCLUDE
record having a requested list containing a source or set of
sources X and an exclude list containing a source or set of
sources Y, the method comprising: receiving through the par-
ticular downstream network interface an ALLOW message
containing a source or set of sources B of the multicast group
address and; changing the INCLUDE record source list to
contain the union of the sources or sets of sources A and B
(A+B) without modifying the EXCLUDE record. In one
implementation the method further comprises transmitting
by use of the management system agent information from the
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management system agent database to a management system
agent control station. In one implementation the management
system agent is a SNMP agent, the associated management
system agent database is a SNMP database and the manage-
ment system control station is a SNMP control station.

[0088] In one implementation a method is provided for
updating a state transition table of a router that receives mul-
ticast packets from one or more multicast group addresses and
having one or more downstream network interfaces, the
router having a management system agent and an associated
management system agent database, the state transition table
and management system agent database storing for a particu-
lar downstream network interface and a particular multicast
group address an INCLUDE record having an include source
list containing a source or set of sources A and an EXCLUDE
record having a requested list containing a source or set of
sources X and an exclude list containing a source or set of
sources Y, the method comprising: receiving through the par-
ticular downstream network interface an ALLOW type mes-
sage containing a source or set of sources B of the multicast
group address and; changing the EXCLUDE record source
list to have a requested list containing the union of the set of
sources X and B (X+B) and an exclude list containing the set
of sources Y minus the set of sources Y that are also in the set
of'sources B (Y-B) without modifying the INCLUDE record.
In one implementation the method further comprises trans-
mitting by use of the management system agent information
from the management system agent database to a manage-
ment system agent control station. In one implementation the
management system agent is a SNMP agent, the associated
management system agent database is a SNMP database and
the management system control station is a SNMP control
station.

[0089] In one implementation a method is provided for
maintaining a state transition table of a router that receives
multicast packets from one or more multicast group addresses
and having one or more downstream network interfaces, the
router having a management system agent and an associated
management system agent database, the state transition table
and the management system agent database storing for a
particular downstream network interface and a particular
multicast group address an INCLUDE record having an
include source list containing a source or set of sources A and
an EXCLUDE record having a requested list containing a
source or set of sources X and an exclude list containing a
source or set of sources Y, the method comprising: receiving
through the particular downstream network interface a
BLOCK type message containing a source or set of sources B
of the multicast group address and in response not modifying
the INCLUDE or the EXCLUDE record. In one implemen-
tation the method further comprises transmitting by use of the
management system agent information from the management
system agent database to a management system agent control
station. In one implementation the management system agent
is a SNMP agent, the associated management system agent
database is a SNMP database and the management system
control station is a SNMP control station.

[0090] In one implementation a method is provided for
updating a state transition table of a router that receives mul-
ticast packets from one or more multicast group addresses and
having one or more downstream network interfaces, the
router having a management system agent and an associated
management system agent database, the state transition table
and the management system agent database storing for a
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particular downstream network interface and a particular
multicast group address an INCLUDE record having an
include source list containing a source or set of sources A and
an EXCLUDE record having a requested list containing a
source or set of sources X and an exclude list containing a
source or set of sources Y, the method comprising: receiving
through the particular downstream network interface an
BLOCK type message containing a source or set of sources B
of'the multicast group address and; changing the EXCLUDE
record source list to have a requested list containing the union
of the set of sources X and the set of sources B minus the set
of B sources that are also in the set of sources Y (X+(B-Y))
and an exclude list containing the set of sources Y without
modifying the INCLUDE record. In one implementation the
method further comprises transmitting by use of the manage-
ment system agent information from the management system
agent database to a management system agent control station.
In one implementation the management system agent is a
SNMP agent, the associated management system agent data-
base is a SNMP database and the management system control
station is a SNMP control station.

BRIEF DESCRIPTION OF THE DRAWINGS

[0091] Other advantages and characteristics can be seen
from the following description, which includes, without any
limitations, some implementations, referencing the attached
drawings.

[0092] FIG. 1 illustrates an exemplary system according to
implementations where a control station monitors and man-
ages devices in a data network.

[0093] FIG. 2 illustrates an exemplary system according to
implementations operating in a multicast data network hav-
ing IGMP routers and PIM-SM routers.

[0094] FIG. 3 illustrates an exemplary system according to
implementations of the present invention.

[0095] FIG. 4 illustrates an exemplary multicast communi-
cation system.

DETAILED DESCRIPTION

[0096] According to one implementation a management
method is provided for devices connected to a network using
a control station connected to this network through a new use
of multicast routing protocols.

[0097] Inoneimplementation the control station knows the
status of the devices from the multicast groups and channels
that each device has requested to receive. In one implemen-
tation this involves the use of messages that belong to multi-
cast routing protocols as a communication medium from
devices to the control station.

[0098] Inoneimplementation some devices send multicast
routing protocol messages that request to receive multicast
traffic to a control station that receives the multicast traffic
information that each device has requested to receive. In one
implementation the function of these multicast traffic
requests is to transmit information about the status of each
device to the control station without a need for the control
station to transmit this information to the devices.

[0099] Multicast routing protocols have been conceived
and designed to transmit multicast traffic and not to enable
devices to notify a control station about its status so that the
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control station knows the status of each device from the
multicast groups and channels requested by each device.
However, this new use of multicast protocols has some advan-
tages such as reducing the complexity of the control systems
that the devices incorporate, enabling reuse of already exist-
ing networks and reducing the management traffic circulating
over the networks.

[0100] For discussion and descriptive purposes the follow-
ing description uses as examples the two multicast routing
protocols that are currently most widespread: the IGMP pro-
tocol for host-router multicast routing messages and the PIM-
SM protocol for multicast routing messages between routers.
However, other multicast routing protocols can be equally
applied.

[0101] According to some implementations a control sta-
tion “monitors” a device when the control station receives
information from the device that informs the status of the
device, but the control station does not send information to the
device with the purpose of configuring it or modifying its
status. During the device monitoring process, the control
station may also send information to the device so that the
device receives a confirmation that its multicast traffic request
messages have reached the control station. However, this
information is not used to configure the device but to notify it
that its messages have arrived correctly.

[0102] According to some implementations the control sta-
tion “manages” a device when the control station not only
receives information from the device, but also sends informa-
tion to the device with the purpose of configuring or changing
its status.

[0103] FIG. 1 illustrates an exemplary implementation
where there are three devices 110, 120 and 130 connected to
a multi-access data network 150, such as, for example an
Ethernet network. A control station 100 is connected to the
network 150. For discussion purposes the control station 100
will be considered to have an IP address IP100. In one imple-
mentation the control system 100 includes a router 101 (e.g.
IGMP router) that is responsible for requesting the informa-
tion about the devices according to a multicast routing pro-
tocol, such as, for example the IGMPv3 protocol. The control
system 100 also has a plurality of network interfaces 102, 103
and 104.

[0104] Inoneimplementation one or more of the devices of
FIG. 1 include a system or systems compatible with imple-
menting the implementations disclosed and contemplated
herein. The one or more systems may be implemented, for
example, by means of specialized hardware, included in the
devices, in communication with a network card to allow
access to the multi-access network 150, which may be a
physical network that uses cables or a wireless network, like
WIFI or WIMAX for example.

[0105] ThedevicesinFIG. 1 canbe any type of device, such
as computers, mobile phones, or any other devices con-
nectible to a data network. As one example, devices 110, 120
and 130 will be considered traffic signs used to regulate
vehicle traffic.

[0106] Inthe example of Table 1, a number of statuses have
been defined with the purpose of managing the proper opera-
tion of the devices. Table 1 explains the different states and
the multicast group or channel associated to each status.
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TABLE 1

Example of status for a device and associated
multicast groups and channels.

Group or
Status Meaning Channel
0 The traffic lights have all lights turned off Gi
1 The traffic lights has one green light turned on  (Si, G1)
2 The traffic lights have one orange light (Si, G2)
turned on
3 The traffic lights have one red light turned on (Si, G3)
4 The green light is damaged (Si, G4)
5 The orange light is damaged (Si, G5)
6 The red light is damaged (Si, G6)
7 The orange light is blinking (S1,G7)
8 There is an error in the power supply of the (S1,G8)

traffic lights.
9 The management module is operating correctly  (IP100, Gi), G9

[0107] In one implementation devices 110, 120 and 130
from FIG. 1 send IGMPv3 messages to the control station
100. In one implementation these messages include the mul-
ticast groups and multicast channels that correspond to the
status where each device is found, and as a result, the control
station 100 knows the status of each device.

[0108] Inoneimplementation a particular device i (in FIG.
1, i can be 110, 120 or 130) can send six types of IGMP
messages: [GMP messages requesting four types of multicast
channels and IGMP messages requesting two types of multi-
cast groups:

[0109] Messages such as (Si, Gi), where the Si data source
and the Gi multicast group are only used by the device 1.
[0110] Messages such as (Si, G1) where the Si data source
is used only by the device i but the G1 multicast group is used
by many devices.

[0111] Messages such as (S1, Gi) where the S1 source is
used by many devices but the Gi group is used only by the
device i.

[0112] Messages such as (S1,G7) where both the S1 data
source and the G7 group are used by all devices.

[0113] Gi type messages, where the Gi multicast group is
used only by the device i.

[0114] G9 type messages, where the G9 multicast group is
used by all devices.

[0115] The type of messages used for each status can be
selected according to the devices and also according to the
multicast data network to which the devices are connected.
The correct selection of the message type enables the control
system to operate in a hierarchical way in multicast networks
that use different types of multicast equipment such as PIM-
SM routers, IGMP routers and IGMP Proxies.

[0116] With continued reference to FIG. 1, and for the
purpose of discussion, state O in Table 1 uses a Gi multicast
group which is unique to the device i. Further, devices 110,
120 and 130 are assigned the multicast groups G110, G120
and G130, respectively.

[0117] The concept of oneness must be understood in the
sense of a multicast routing domain. For example, data net-
works that are not connected with each other that can use the
same Gi, even though it is the same multicast group, is unique
for each network.

[0118] In statuses 1 to 6, the Si source of the multicast
channel is different for each device. Devices 110,120 and 130
have assigned the multicast data sources S110, S120 and
S130 respectively.
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[0119] In status 7, the multicast channel (S1, G7) is used,
where both source S1 and multicast group G7 are the same for
all devices.

[0120] In status 8, all of the devices use the same multicast
channel (S1, G8), where S1 is an IP address of the data
network, selected so that the multicast traffic requests always
reach the control station.

[0121] In status 9, each device has assigned a common
multicast group G9 for all devices and a multicast channel
(IP100,Gi) where IP100 is the IP address of the control station
100 and is therefore common to all devices, and Gi is different
for each device. The devices 110, 120 and 130 have assigned
the multicast groups G110, G120 and G130, respectively.
[0122] Status 9 is used by the devices to indicate to that the
device is compatible with the control system and that it is
operating correctly. In one implementation the devices
always request to receive of the multicast channel (IP100, Gi)
and the multicast group G9.

[0123] This property may be used by the control system
100 to send data to all of the devices or to one specific device.
The control system 100 can send personalized data to some
devices 110, 120 or 130, sending IP packets through multicast
channels (IP100,G110), (IP100, G120) and (IP100, G130)
respectively.

[0124] Ifthe control system wishes to send data to all of the
devices on the network 150, it can send IP packets using the
multicast group G9 as a target IP address for the IP packets.
This is also applicable to a network with thousands or mil-
lions of devices and enables a data traffic saving in the net-
work as the control system has to send multicast packets only
once independently of the number of devices that are con-
nected to the network 150.

[0125] Inone implementation in a control system that only
monitors devices it is not necessary to send packets from the
control station to the monitored devices. This transmission of
information is necessary when the control station needs to
manage the devices, such as updating its configuration.
[0126] In the example of Table 1 there are some statuses
that are not compatible between each other and others that are
compatible with each other. For example, status 0, all lights
off, is not compatible with status 1, 2 and 3. However, status
1 and 5 are compatible because a device can have both sta-
tuses at the same time, meaning green light on and orange
light damaged.

[0127] As a result of the assignment of multicast groups
and channels that correspond to the different status of a
device, the implementations disclosed and contemplated
herein enables devices connected to the network to be moni-
tored and managed in a much simpler manner than with the
current SNMP protocol.

[0128] It is also possible that a device wants to receive
multicast traffic (Sx, Gy) through the data network, for
example to receive a configuration table needed to operate the
device, or for some other reason. In this case, the control
station knows that the device wants to receive the multicast
channel (Sx, Gy) that does not correspond to any of the status
established in Table 1 of this device, and allows the multicast
routing procedures of the data network to reach the multicast
channel (Sx, Gy) of the Sx source for the device. Even so, the
control station is also monitoring this multicast traffic
received by the device. If the IGMP router 101 implemented
in the control station is the “Designated Router” in the sense
used in the IGMPv3 specifications, in the network 150, then
the router 101 itself transmits the multicast traffic (Sx, Gy).
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[0129] FIG. 2 illustrates a multicast network comprising,
for example, current state of the art IGMP routers and PIM-
SM routers. The example of FIG. 2 has a plurality of network
devices that are monitored and managed from a control sta-
tion 200 which is connected to the network 205 through a
network interface 201.

[0130] Inoneimplementation multicast router 210 uses the
PIM-SM protocol and communicates with the control station
200 through its network interface 211 connected to the net-
work 205. In one implementation multicast router 210 has
another two network interfaces 212 and 213 through which it
connects to routers 220 and 230, respectively.

[0131] Inoneimplementation routers 220 and 230 are mul-
ticast routers that use the PIM-SM protocol in their commu-
nications with the router 210, and use IGMPv3 in their com-
munications with devices 240, 250, 260, 270 and 280.

[0132] Inoneimplementation devices 240,250 and 260 are
connected to a multi-access network 245, such as an Ethernet
network that is also connected to a router 220 network inter-
face. These devices send multicast traffic requests using
IGMPv3 messages to the network interface 222 of the mul-
ticast router 220 through the network 245. Another device
270 is connected to another network interface 223 of router
220 through the network 275.

[0133] Thedevice 280 is connected to the network interface
233 of the router 230 through the network 285.

[0134] In one implementation devices 240, 250, 260, 270
and 280 transmit their statuses to the control station 200
sending multicast traffic requests using the IGMPv3 protocol.

[0135] Inone implementation routers 220 and 230 receive
these multicast traffic requests using the IGMPv3 protocol
and send them to the router 210 using the PIM-SM protocol.

[0136] Inoneimplementation router 210 transmits the mul-
ticast traffic requests to the control station 200 using the
PIM-SM protocol and in this way the control station 200
knows the status of each device from the multicast groups and
channels that each device has requested to receive.

[0137] Although the present invention can operate without
the need for the SNMP protocol, this protocol is in wide-
spread use and is the standard currently used to manage
network devices. For this reason it is interesting that the
present invention could be incorporated in a data network that
uses the SNMP protocol, especially in the part of the network
in contact with end devices such as computers, mobile tele-
phones, PDAs or any other device that is connected to data
networks. FIG. 3 illustrates such an example.

[0138] Normally, to make a new control protocol compat-
ible with an SNMP control system a systems called “SNMP
Proxies” are usually used. The function of an SNMP Proxy is
to act as an intermediary between the control station that uses
the SNMP management system and the new device that uses
a different one or its own control protocol. To do so, the
different messages and data in the new control protocol must
be changed to SNMP messages and vice versa, meaning that
the messages and data in the SNMP protocol must also be
converted to the control system of the device.

[0139] In one implementation the present invention can
also adapt its operation to an SNMP system by means of an
SNMP Proxy.
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[0140] However, there is another way to include this inven-
tion in a network management system that uses the SNMP
protocol without the need to create an SNMP Proxy. This is
achieved by using multicast router SNMP agents. Both the
IGMPv3 multicast routers and the PIM-SM multicast routers
from the current state of the art usually have SNMP agents.
[0141] The functioning of an SNMP agent for IGMP rout-
ers is described in the document named “Multicast Group
Membership Discovery MIB” edited online by the IETF (J.
Chesterfield et al., Internet Engineering Task Force, Magma
Working Group, Request for Comments 4601, December
2007; currently available online at http://www.ietforg/inter-
net-drafts/draft-ietf-magma-mgmd-mib-11.txt).

[0142] The functioning of an SNMP agent for PIM-SM
routers is described in the document named “Protocol Inde-
pendent Multicast MIB draft-ietf-pim-mib-v2-10.txt” edited
online by the IETF (R. Sivaramu et al., Internet Engineering
Task Force, PIM Working Group, September 2007, currently
available online at ftp:/ftp.rfc-editor.org/in-notes/internet-
drafts/draft-ietf-pim-mib-v2-10.txt).

[0143] In one implementation SNMP agents are used to
store information about the status of the devices, in the form
of multicast groups and channels requested by each device,
and to transmit this information using the SNMP protocol to
the SNMP or “SNMP Manager” control station. FIG. 3 illus-
trates an example.

[0144] In one implementation SNMP control station 300
communicates by means of the SNMP protocol with the
PIM-SM router 310 and two IGMP routers 320 and 330. The
communication between the control station 300 and the PIM-
SM router takes place over the network 315. Communication
between the control station 300 and the two IGMP routers 320
and 330 takes place over the networks 305 and 335 respec-
tively.

[0145] The PIM-SM router communicates with both IGMP
routers 320 and 330 over a multi-access network 345, using
the PIM-SM protocol.

[0146] In one implementation router 310 has an SNMP
agent 316 which includes an MIB database 317 that stores the
information related to the PIM-SM protocol. A multicast
traffic source 318 is connected to the PIM-SM router 310
through its network interface 312 and can transmit multicast
traffic to the data network.

[0147] Inone implementation the two routers 320 and 330
have SNMP agents 326 and 336 respectively. In one imple-
mentation each of these SNMP agents stores information
related to the IGMP protocol in its MIB database 327 and 337
respectively.

[0148] The IGMP router 330 communicates with an IGMP
Proxy 340, which also has an SNMP agent 346 which stores
information related to the IGMP protocol in an MIB database
347. This IGMP Proxy 340 communicates with two devices
380 and 390 that report to it their status via IGMP messages
requesting to receive multicast groups and multicast channels
as explained above. The IGMP Proxy 340 groups the infor-
mation about the multicast groups and channels requested by
the devices 380 and 390, and sends some IGMP messages to
the router 330 with the information grouped as established in
the RFC 4605 specifications.

[0149] The IGMP router 320 communicates with three
devices 350, 360 and 370 over a multi-access network 325.
These devices report their status sending IGMP messages to
the router 320 in which they request multicast groups and
channels.
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[0150] Theinformation about the status of devices 350, 360
and 370 can reach the SNMP control station 300 through the
SNMP agent 326 of the router 320 or through the agent 316 of
the router 310. This allows the establishment of a control of
devices that request multicast groups and channels in a hier-
archical way, enabling distributed control of the network
devices. This is another advantage of the present invention
which uses the multicast communication tree itself to estab-
lish this hierarchical control.

[0151] In a similar way, the status information of devices
380 and 390 can reach the SNMP control station SNMP 300
through the SNMP agent 346 of the IGMP Proxy 340,
through the SNMP agent 336 of the IGMP router 330 or
through the SNMP agent 316 of the PIM-SM router 310. This
allows the control station 300 to control the devices 380 and
390 from any of these three network levels.

[0152] In one implementation the SNMP control station
300 includes an application that enables the status of each
device to be shown from the information about the multicast
groups and multicast channels requested for each device.
[0153] The example of FIG. 3 also shows a multicast data
source 318 connected to the PIM-SM router 310. If any of the
devices 350, 360, 370, 380 or 390 sends IGMP messages to
receive multicast traffic from the source 318, the system
described also allows the traffic requested by the devices to be
monitored. Although only source 318 is shown connected to
the PIM-SM router, it is appreciated that a plurality of sources
may be connected to the router 310.

[0154] In a similar way to the explanation provided above,
the control station can send multicast data IP packets to a
single device using a multicast channel that has requested
only that device, or to all devices using a multicast group
requested by all devices. These IP data packets may contain,
for example, information to configure the devices, informa-
tion enabling the devices to know which router to send the
IGMP messages to, or any other information that may be
useful for the devices.

[0155] The operation of the system in FIG. 3 may however
present many problems due to the way the IGMPv3 protocols
and PIM-SM protocols are defined in the current state of the
art. This can be a reason why multicast technology is not
being used to control network devices.

[0156] A first problem in FIG. 3 could be the existence of a
device in the network 325 that requests multicast traffic from
one of the multicast groups used in the devices via
EXCLUDE-type IGMP messages for a specific multicast
group. In this case, according to the IGMPv3 protocol, the
information about all of the multicast channels associated
with multicast group requested by the devices is lost in the
router 320 and the device status information does not reach
the control station.

[0157] For example, if the device 350 sends an EXCLUDE
({ },G5) type message, according to the IGMPv3 protocol,
the IGMP router stores only the request from the multicast
group G5 and does not store any request for multicast chan-
nels that correspond to group G5, and therefore the informa-
tion about the multicast channels from group G5 requested by
devices 360 and 370 is lost, and this information does not
reach the control station.

[0158] The device 350 that sends the EXCLUDE-type
IGMP message may be a device that does not implement the
present invention. What may also happen is that the device
350 has a virus or other type of software that tries to interfere
with the proper operation of the devices 360 and 370.
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[0159] To avoid this problem, in one implementation
INCLUDE-type requests and EXCLUDE-type IGMPv3
requests are separated in the routers 320 and 330. U.S. Pat.
No. 7,640,333 B1 entitled “Method and Device for Managing
Multicast Groups™ file the applicant on Feb. 25, 2009,
describes an IGMP router that separates the INCLUDE and
EXCLUDE messages and can be applied to resolve this prob-
lem. U.S. Pat. No. 7,640,333 B1 is hereby incorporated by
reference. An application of one or more of the methods
disclosed in U.S. Pat. No. 7,640,333 B1 to the routers 320 and
330 may be used to address the problem.

[0160] A second problem relating to IGMPv3 protocol is
that the IGMP routers do not store the multicast traffic infor-
mation requested by each equipment. If there are many
devices that request the same multicast group, such as group
G9 for example, to transmit status 9 of Table 1 for the traffic
lights in the above example, or many devices that request the
same multicast channel, such as the multicast channel (S1,
(8), for example, to transmit the information about status 8 of
Table 1, the IGMP router only stores for each interface
whether or not to transmit the traffic, but does not store which
devices have requested this traffic. This may happen, for
example, in the devices 350, 360 and 370 in FIG. 3 which are
connected to the same network interface 323 of the IGMP
router 320 through a multi-access network, such as, for
example, an Ethernet network.

[0161] A similar problem to the one explained for multi-
access networks that connect hosts with routers or routers
with routers, occurs when this equipment communicate
through a switch, as a switch is a level 2 item of equipment
that doesn’t know which ports to send the multicast IP packets
to and, by default, sends the multicast packets to all ports.
[0162] To avoid this problem, in one implementation the
IGMP routers 320 and 330 store the multicast traffic infor-
mation requested by each device separately.

[0163] One method of storing multicast traffic requested by
each device is to do it directly in the MIB database of the
SNMP agent of the IGMP router, and not to take this infor-
mation into account in the operation of the IGMP router and
when communicating with the devices that send it IGMP
messages requesting multicast traffic.

[0164] Another method is to store the multicast traffic
information requested by each device. In one implementation
the information is stored using IGMP type records. This is
especially beneficial in IGMP routers and has the benefit of
optimizing the operation of the IGMP router, reducing the
latency and eliminating unnecessary IGMP messages.
[0165] U.S. Patent Application Publication US2010/
0183008A1, filed Apr. 24, 2009, and entitled “Method for
Managing Multicast Traffic in a Data Network and Network
Equipment Using said Method” discloses improved IGMP
routers that store the information about the multicast traffic
requested by each device. U.S. Patent Application Publica-
tion US2010/0183008A1 is hereby incorporated by refer-
ence. In one implementation the operation of such a router
can be applied to store the multicast traffic information
requested by each device. In one implementation in order for
the SNMP agent to send this information, in one implemen-
tation, in addition to saving all or a portion of the information
in the routing records, the IGMP router also store it in the
improved MIB database of the SNMP agent of the improved
router.

[0166] Inthis manner, according to one or more implemen-
tations, the IGMP routers 320 and 330 of FIG. 3 store the

Jul. 25,2013

multicast traffic requested by each device and this informa-
tion is stored in the MIB database of the SNMP agent of each
router. The same is applicable with the IGMP Proxy 340.
[0167] A similar problem occurs with the PIM-SM proto-
col. InFIG. 3, the router 310 communicates with routers 320
and 330 using the PIM-SM protocol in a multi-access net-
work 345. The PIM-SM protocol from the state of the art also
does not store the information from the traffic requested by
each PIM-SM router and only stores whether or not it must
transmit specific traffic through a specific router network
interface. In FIG. 3 this problem is shown in the multi-access
network 345.

[0168] As with an IGMP protocol, a PIM-SM router can
store traffic information requested by each router in different
ways. One method is to do so directly in the MIB database of
the SNMP agent, and another method is to store the informa-
tion in the PIM-SM routing records to optimize the operation
of the PIM-SM router. In the latter case, in one implementa-
tion this information is also included in the MIB database of
the SNMP agent of the PIM-SM router.

[0169] U.S. patent application Ser. No. 12/756,849 filed
Apr. 8, 2010, and entitled “Method for Managing Multicast
Traffic between Equipment in a Multicast Data Network”
discloses the operation of a PIM-SM router that stores the
information from the multicast traffic information requested
by each PIM-SM router. The same or similar operation may
be applied to one or more implementations of the present
invention.

[0170] For example, in one implementation the PIM-SM
router 310 of FIG. 3 stores the multicast traffic requested by
each router 320 and 330 in the multi-access network 345, and
this information is also stored in the MIB database of the
SNMP agent of each router.

[0171] Also, similar to the description provided above, if
any of the devices 350, 360, 370, 380 or 390 sends IGMP
messages to receive multicast traffic from the source 318, the
present invention allows the multicast traffic requested by the
devices to be monitored.

[0172] US Patent Application Publication US2010/
0183008A1 discloses some of the following:

[0173] To explain the way of assembling messages in a
proxy using the IGMPv3 protocol, the RFC 4605 specifica-
tions, defining the operation of the IGMP proxy, refer to
section 3.2 of RFC 3376 defining the IGMPv3 protocol. The
rules are the same as those to deduce the state of a network
interface of a host based on several records. These rules
adapted to the operation in an IGMP proxy are reproduced
below:

[0174] Rule 1. For a specific network interface and mul-
ticast group, if any of the data sources of the received
messages of the group is EXCLUDE, then an
EXCLUDE type message is sent for the group and the
source list of the message is the intersection of the
EXCLUDE source lists minus the sources of the
INCLUDE messages.

[0175] Rule 2. For a specific network interface and mul-
ticast group, if all the data sources of the received mes-
sages of the group are of the INCLUDE type, then an
INCLUDE type message is sent for the group and the
source list of the network interface is the union of all the
INCLUDE sources.

[0176] Therefore, the method applied by an IGMP proxy
consists of assembling the sources of the different messages
of'each multicast group received in each proxy network inter-
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face without taking into account which host sends the mes-
sage: the proxy stores in which network interface the IGMP
message has been received, but it does not store the identifi-
cation of the host that has requested each source.

[0177] The same occurs inan IGMP router, the operation of
which is explained in section 6 of RFC 3376. For each net-
work interface of the IGMP router and for each multicast
group, the IGMP router stores the information of the channels
and multicast groups requested but it does not store the iden-
tification of the host requesting each channel or each multi-
cast group.

[0178] The IGMP routers periodically send to the hosts
messages referred to as Membership Query messages so that
the hosts reply informing about the groups and sources from
which they wish to receive multicast traffic. The hosts can
also send messages to the router to request multicast traffic
without waiting for the router to send a Membership Query
message.

[0179] The routers execute the IGMP protocol in all the
networks they are directly connected to. If an IGMP router
has more than one network interface connected to the same
network it only needs to execute the protocol in one of said
network interfaces.

[0180] For each network card or network interface, and for
each multicast group, the IGMP routers store the information
of the INCLUDE and EXCLUDE multicast sources in one
record:

[0181] Record: (multicast-address, group-timer, filter-
mode, {(source-address, source-timer)})

[0182] Wherein
[0183] multicast-address is the multicast group;
[0184] {(Source-address, source-timer)} is a list of ele-

ments (source-address, source-timer), source-address
being the source IP address and source-timer being a
timer associated to said source;

[0185] filter-mode can be INCLUDE or EXCLUDE and
it has the same operation as that described in RFC 3376:
to indicate if the sources of the source list and timers are
INCLUDE sources or EXCLUDE sources;

[0186] group-timer is a timer used as a mechanism for
the transition of the filter-mode of a state record of the
router from EXCLUDE mode to INCLUDE mode.
When the group-timer of a specific multicast group and
network interface reaches zero, the router assumes that
there are no longer hosts with EXCLUDE filter-mode
connected to said network interface and it switches to the
INCLUDE mode.

[0187] The value of the decreases with time and when the
router receives a Membership Report message from a host the
router reinitiates the corresponding timers.

[0188] Ifthe record has an INCLUDE filter-mode, the tim-
ers operate in the following manner: for a specific network
interface, a specific multicast group and a specific included
source-address, as long as the source-timer is greater than
zero the router will continue transmitting through said net-
work interface the multicast traffic from the channel (source,
multicast group); when the source-timer reaches zero, the
router will stop transmitting said traffic and will eliminate the
source from the INCLLUDE source list of that multicast group.
[0189] Iftherecord hasa EXCLUDE filter-mode the timers
operate in a similar manner, but with the difference that the
EXCLUDE sources are classified in two lists: a first list
referred to as Requested List containing the sources the
source-timer of which has a value greater than zero and a
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second list referred to as Exclude List containing the sources
the source-timer of which has a value zero.
[0190] Ifa record has an EXCLUDE filter-mode for a spe-
cific multicast group, the router transmits all the traffic from
all the sources of said multicast group except the EXCLUDE
sources of the Exclude List.
[0191] The router also uses the timers to make sure that,
after having sent a Group Specific Query message or a Group
and Source Specific Query message, all the hosts have had
enough time to reply to said message.
[0192] There are several reasons for the existence of a
Requested List in IGMPv3. One of them is that in a network
with several hosts sending messages to an IGMP router, it is
possible that there could be a conflict between the requests of
the different hosts. This occurs, for example, when a host
requests traffic from a specific source and another host
requests traffic excluding said source. For example, ahost H1
sends a first EXCLUDE({S1},G1) message and another host
H2 in the same Ethernet network then sends a second
EXCLUDE({S1,82,83},G1) message to the same router.
Upon receiving the second message, if the router places the
sources {S1,82,S3} of the second message in the Exclude
List, the host H1 would stop receiving traffic from sources S2
and S3 that it wanted to receive because it wanted to receive
all the traffic except the traffic from source S1. To avoid this
problem, the IGMP router places in the Exclude List only the
intersection of the set of sources of the new message with the
set of sources that there were in the Exclude List before
receiving said message. The remaining EXCLUDE sources
go to the Requested List and, optionally, the router sends a
Group-And-Source-Specific Query message to the hosts to
ask if there is any host that is still interested in receiving traffic
from sources S2 and S3 of group G1.
[0193] Table 2 (at the end of this document), extracted from
the RFC 3376, summarizes the operation of a router accord-
ing to the IGMPv3 protocol.
[0194] In Table 2, the first column “State 1” shows the
initial state of the record of the IGMP router; the second
column “Message” shows the content of a Membership
Report message received by the IGMP router; the third col-
umn “State 2” shows the state of said record of the IGMP
router after having received the Membership Report message;
the fourth and last column “Actions” shows the actions that
the IGMP router carries out after having received said Mem-
bership Report message. Table 2 contains 12 rows respec-
tively corresponding to 12 examples which each illustrates
the operation of the router according to its initial state (col-
umn 1) and according to the messages it has received (column
2). Each row of Table 2 is separated from another row by a
dotted line.
[0195] Table 2 relates to a specific network interface of the
IGMP router executing the IGMPv3 protocol and a specific
multicast group G. Each network interface and multicast
group G will have their own state records which will be
affected by the messages that the IGMP router receives
through said network interface referring to said group G.
[0196] The following nomenclature has been used in Table
2:
[0197] (A+B) means the union of the sets of sources A
and B.
[0198] (A*B) means the intersection of the sets of
sources A and B.
[0199] (A-B) means the set of sources A minus the
sources of A that are also found in B.
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[0200] INCLUDE (A) indicates that the IGMP router has a
record with INCLUDE filter-mode with a set of sources A.
[0201] EXCLUDE (X,Y) indicates that the IGMP router
has a record with EXCLUDE filter-mode because there are
EXCLUDE sources, wherein:

[0202] 1) X is the Requested List of EXCLLUDE sources
[0203] i)Y is the Exclude List of EXCLUDE sources.
[0204] GMI is a parameter referred to as Group Member-

ship Interval containing a value of time. A value of 260
seconds is used by default.

[0205] T (S) is the source timer of source S.

[0206] GT is the Group Timer, i.e. the timer of the record
for switching from EXCLUDE mode to INCLUDE mode.
[0207] SEND Q(G, S) means that the IGMP router sends a
Group-And-Source-Specific Query message to the hosts to
checkifthere s still a host interested in receiving the sendings
from sources S of multicast group G. When this action is
carried out, the IGMP router also reduces the timers of the
sources S to the LMQT value. If the IGMP router receives in
response a message showing interest in any of the sources S,
it then initializes the value of the timers of said sources, for
which there is an interested host, to an initial value equal to
GMLI.

[0208] DEL(A) means that the IGMP router deletes from
the record the sources of list A.

[0209] LMQT is a parameter referred to as Last Member
Query Time containing a time value. It is the time a host has
to reply to a Group-And-Source-Specific Query type message
which has been sent by the IGMP routers. After this time, ifno
host replies that it is interested in receiving the channels
specified in said message, the IGMP router stops transmitting
them. The value of LMQT in the IGMPv3 protocol is 20
seconds by default.

[0210] The messages in column 2 of Table 2 are the six
types of IGMP messages defined in the IGMPv3 protocol for
indicating to the router the sources from which it wishes to
obtain multicast traffic. The meaning of these six IGMP mes-
sages is described in RFC 3376 (chapter 4.2.12) and is as
follows:

[0211] IS_IN (Z), IS_EX (Z) indicate that the network
interface of the host that has sent the message has an
INCLUDE or EXCLUDE filter-mode, respectively, for the
sources of list Z.

[0212] TO_IN (Z), TO_EX (Z) indicate that the network
interface of the host that has sent the message has switched
the filter-mode from EXCLUDE mode to INCLUDE mode,
or from INCLUDE mode to EXCLUDE mode, respectively,
for the sources of list Z.

[0213] ALLOW (Z) indicates that the network interface of
the host that has sent the message wishes to receive the traffic
from the new sources of list Z. These sources are the sources
that said network interface will add to its INCLUDE source
list or they are the sources that it will delete from its
EXCLUDE source list.

[0214] BLOCK (Z) indicates that the network interface of
the host that has sent the message no longer wishes to receive
traffic from the sources oflist Z. These sources are the sources
that said network interface will delete from its INCLUDE
source list or they are the sources that it will add to its
EXCLUDE source list.

[0215] Itcan beseen thatthe 12 rows of Table 2 correspond
to the 12 possible combinations of an initial state record of the
router (column 1) and of a type of IGMP message received
(column 2).
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[0216] The router always consults the hosts by means of a
Group-And-Source-Specific Query message (SEND mes-
sages in column 4 of Table 2) for checking if there is any host
interested in receiving those sources the traffic of which was
being initially transmitted (column 1 of Table 2) and no
longer wishes to receive according to the sources indicated in
the last received IGMPv3 message (column 2 of Table 2).
This operation is inefficient because unnecessary Group-
And-Source-Specific Query type messages are sent, and fur-
thermore traffic is transmitted from sources that no host
wishes to receive. Managing these situations in the twelve
cases of Table 2 further involves enormous technical com-
plexity.

[0217] It is also common for users of a multicast system,
who act through the hosts, to have a behavior known as
zapping, which consists of quickly and successively changing
channels. When a host requests a new channel, the IGMP
router initiates the transmission of said channel but it does not
stop it when the host changes the channel again, but rather the
router sends a Group-And-Source-Specific Query message
and maintains the transmission during the LMQT time. If this
occurs repeatedly in a short time frame, the IGMP router has
to manage all these messages and it will further be uselessly
sending the entire series of channels through which the user
has passed by zapping.

[0218] Table 3 (at the end of this document) shows a spe-
cific example illustrating these inefficiencies. The example of
Table 3 relates to the case of a host which changes channels
within a multicast group G. Column 1 of the table shows the
successive IGMP messages sent by the host, column 2 shows
the source list the traffic of which the router sends after having
received said IGMP message, and column 3 shows the actions
performed by the router after having received said IGMP
message. The two messages SEND Q(G, S1)and SEND Q(G,
S2) (Group-And-Source-Specific Query messages sent by the
router) in column 3 of Table 3 are unnecessary because the
host no longer wishes to receive the traffic sent by sources S1
and S2 indicated respectively in said messages. It is also
unnecessary for the router to transmit channels (S1, G) and
(S2, G) during the LMQT time.

[0219] The management of unnecessary messages by the
router involves considerable consumption of calculation
capacity that could be avoided. Furthermore, unwanted traffic
transmission unnecessarily consumes bandwidth. These inef-
ficiencies are multiplied in the router when there are thou-
sands of hosts changing channels.

[0220] The operation of the network equipment applying
the IGMP protocol according to the one implementation is
similar to that of the network equipment of the state of the art
applying the IGMPv3 and MLDv2 protocols. To that end, to
aid in understanding, the same nomenclature has been used
below as what is used in the RFC 3376 (IGMPv3 protocol)
and RFC 3810 (MLDv2 protocol) specifications mentioned
above.

[0221] Furthermore, since the operation of the IGMP pro-
tocol according to the invention is similar to the operation of
the IGMPv3 protocol, all the features that are common to
IGMPv3 are not explained.

[0222] A feature of the invention is that the network equip-
ment receiving IGMPv3 messages by means of which the
hosts request multicast traffic, such as an IGMPv3 router, a
switch and an IGMPv3 proxy, store in a table the separate
information of the sources which each host sending IGMPv3
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messages requests, requesting multicast traffic along with a
unique identifier of the host that has sent each message.
[0223] To that end, this network equipment maintains a
state record for each network interface, multicast group and
host sending the message, thereby knowing which multicast
traffic sources are requested by each host independently.
[0224] Upon storing the information separately, identifying
the requests of each host, there are no longer conflicts
between the sources requested in the messages from different
hosts, because when a host sends a message to stop receiving
a specific channel (S,G) to a network interface of an IGMP
router, said router knows exactly if there is another host
connected a that same network interface and interested in
receiving that same channel (S,G). If there is another inter-
ested host, the IGMP router continues transmitting the chan-
nel (S,G), but if there is no other interested host, it stops
sending the channel (S,G) in the very moment it receives the
message asking it to stop transmitting it, without needing to
send a Group-And-Source-Specific Query message and wait-
ing for the reply.
[0225] As indicated in RFC 3376, at the beginning of sec-
tion 4, the IGMP messages are encapsulated in [Pv4 data-
grams, with protocol number 2. An IPv4 datagram contains a
field indicating the IP address of the equipment sending said
datagram.
[0226] A particularly effective way of implementing the
present invention consists of using, as an identifier of the
equipment sending each IGMP message, the IP address of
said equipment. It is possible that some equipment sending
IGMP messages does not have its own IP. This occurs, for
example, in some types of DSLAM sending the IGMP mes-
sages using [P 0.0.0.0. Inthese cases, itis possible to assignan
IP address to the DSLAM and the latter will use itin its IGMP
messages.
[0227] The MAC (Media Access Control) address of the
data frame encapsulating the IP data packet carrying the
IGMP message sent by the host can also be used as an iden-
tifier of said host. The use of this identifier is particularly
useful in switches implementing the present invention since
switches are level 2 equipment knowing in which port each
equipment is connected, identifying it by its MAC address
and not by its IP address.
[0228] The operation of the IGMP protocol according to
the invention in each network equipment: the improved
IGMP router, the improved IGMP proxy and an improved
switch performing the IGMP snooping function, is described
in detail below.
[0229] A difference with regard to IGMP routers of the
state of the art applying the IGMPv3 and MLDv2 protocols is
that the improved IGMP router according to the invention has
a state record for each network interface, multicast group and
host of origin, in which it stores the sources requested by each
host:
[0230] Record: (interface, multicast-address, hostID,
group-timer, filter-mode {(source-address, source-timer)})
[0231] Wherein
[0232] interface indicates the network interface of the
router through which the IGMP router has received the
IGMP message;
[0233] multicast-address is the multicast group;
[0234] hostID is an identifier of the host that has sent the
IGMP message;
[0235] {(source-address, source-timer)} is a list of ele-
ments (source-address, source-timer), where source-ad-
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dress is the source IP address and where source-timer is
a timer associated to said source;

[0236] filter-mode can be INCLUDE or EXCLUDE and
has the same operation as that described in RFC 3376: to
indicate if the sources of the source list and timers are
INCLUDE sources or EXCLUDE sources.

[0237] In the state records having an EXCLUDE filter-
mode the EXCLUDE sources are classified in two lists: a first
list referred to as Requested List containing the sources the
source-timer of which has a value greater than zero and a
second list referred to as Exclude List containing the sources
the source-timer of which has value zero.

[0238] The principle for classifying the EXCLUDE
sources into two lists, Requested List and Exclude List,
according to the value of the source-timer is similar to the one
applied in the IGMPv3 and MLLDv2 protocols. The RFC 3810
specifications (MLDv2 protocol) mentioned above contain
an explanation of this principle.

[0239] Each message that the IGMP router receives
through a specific network interface, from a specific host and
referring to a specific multicast group, affects only the state
record of said network interface, host and multicast group.
[0240] As aresult of the improved IGMP router identifies
the origin of each IGMP message, it can behave in a deter-
ministic manner for each host, i.e. the messages from each
host determine the state of the router records associated with
said host and it is not necessary to consult other hosts or take
other hosts into account.

[0241] This deterministic behavior of the IGMP router is
shown in Table 4 (at the end of this document), which is
similar to Table 2 but for an improved IGMP router according
to the invention.

[0242] Table 2 relates to a specific network interface of the
router and multicast group, whereas Table 4 relates to a spe-
cific network interface of the router, a specific multicast group
and a specific host sending IGMP messages.

[0243] Both tables show the same combinations of initial
states (column 1) and received IGMP messages (column 2),
but as can be seen, the final states (column 3) and the actions
of the IGMP router (column 4) are different. It can particu-
larly be seen that in Table 4, column 4 (actions performed by
the IGMP router) contains no SEND Q(G,S) message, since
the improved IGMP router according to the invention does
not need to send Group-And-Source-Specific Query mes-
sages to check if there is any host interested in receiving
channel (S,G).

[0244] When the improved IGMP router has to decide if it
must transmit a specific channel through a specific network
interface, the algorithm of said router takes into account the
different state records of the host referring to said multicast
group and said network interface.

[0245] For a specific network interface, a specific multicast
group G, and a specific INCLUDE source S, as long as there
is a state record of a host referring to said network interface
and said multicast group G the filter-mode of which is
INCLUDE and the source-timer of which associated to said
INCLUDE source S is greater than zero, the improved IGMP
router will transmit through said network interface the mul-
ticast traffic of channel (S,G). Furthermore, if for said net-
work interface and multicast group G there are state records
the filter-mode of which is EXCLUDE, the improved IGMP
router will further transmit through said network interface the
multicast traffic from all the sources except the sources of the
set resulting from the intersection of all the Exclude Lists of
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said state records with EXCLUDE filter-mode for said net-
work interface and multicast group G.

[0246] When the timer associated to a specific INCLUDE
source S of a state record with INCLUDE filter-mode reaches
zero, said source S is eliminated from the INCLUDE source
list of said state record.

[0247] When a state record with INCLUDE filter-mode
does not contain any source in its INCLUDE list, said state
record is eliminated.

[0248] The Requested List is used in the improved IGMP
router for switching a state record from EXCLUDE filter-
mode to INCLUDE filter-mode, as explained in section 3 of
Appendix A of RFC 3376.

[0249] Another advantage of maintaining the Requested
List is that it allows effectively managing the situation occur-
ring when the improved IGMP router has a record with an
EXCLUDE filter-mode for a specific network interface of
said router, a specific multicast group and a specific host, and
said router receives from that same host a second message
indicating to it that it wishes to receive traffic from a specific
source S1, for example an ALLOW (S1) message. In this case
if the router eliminates the source S1 from the Exclude List,
and if the Requested List did not exist, said router would lose
the IP address information for source S1 and would have to
use ASM-type routing algorithms to receive the traffic from
source S1. Upon maintaining the information of S1 in the
Requested List, said information is not lost and can be used by
the router to directly access source S1

[0250] The implementation method of the invention
described below implements a modification to the IGMP
protocol that enables a router or an IGMP proxy not to have to
combine the traffic requests it receives referring to the same
multicast group into one INCLUDE or EXCLUDE IGMP
message, as is currently required by the IGMPv3 protocol, but
instead it can combine them into one INCLUDE-type mes-
sage and one EXCLUDE-type message, and send both mes-
sages.

[0251] For IGMP routers and IGMP proxies to be able to
function in this manner, i.e. separately assembling the
INCLUDE messages and the EXCLUDE messages and send-
ing independent PIM-SM messages for each multicast group
and filter-mode of the IGMP protocol, additional modifica-
tions to the IGMP protocol besides those explained in the first
embodiment have been developed.

[0252] The modified IGMP protocol according to the
invention differs from the previously explained protocol in
that, in addition to performing an individual follow-up on the
sources that each host of origin sending each message
requests, the network interfaces can operate in dual mode:
they can separately store and transmit the information of the
sources contained in the IGMP INCLUDE type messages and
the information of the sources contained in the IGMP
EXCLUDE type messages.

[0253] To that end, the modified IGMP protocol saves two
records: one for the EXCLUDE filter-mode and another one
for the INCLUDE filter-mode for each network interface and
multicast group. Therefore, an IGMP proxy or router using
the modified IGMP protocol can save, for each network inter-
face and multicast group, two separate records:

[0254] INCLUDE Record: (interface, multicast-address,
hostID, group-timer, filter-mode=INCLUDE, {(source-ad-
dress, source-timer)})
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[0255] EXCLUDE Record: (interface, multicast-address,
hostID, group-timer, filter-mode=EXCLUDE, {(source-ad-
dress, source-timer)})

[0256] Wherein

[0257] interface indicates the network interface of the
router through which the IGMP router has received the
IGMP message;

[0258] multicast-address is the multicast group;

[0259] hostID is an identifier of the host that has sent the
IGMP message.

[0260] {(source-address, source-timer)} is a list of ele-
ments (source-address, source-timer), where source-ad-
dress is the source IP address and where source-timer is
a timer associated with said source;

[0261] filter-mode can be INCLUDE or EXCLUDE and
has the same operation as that described in RFC 3376: to
indicate if the sources of the source list and timers are
INCLUDE sources or EXCLUDE sources.

[0262] When the improved IGMP router or proxy has to
decide if it must transmit a specific channel through a specific
network interface, the algorithm of said router or proxy takes
into account the different state records of the host referring to
said multicast group and said network interface, but with the
different that now the hosts can have two state records with
different INCLUDE and EXCLUDE filter-mode for a single
multicast group. The algorithm applies the following rules:
[0263] For a specific network interface, a specific multicast
group G, and a specific INCLUDE source S, as long as there
is a state record of a host referring to said network interface
and said multicast group G the filter-mode of which is
INCLUDE and the source-timer of which associated with
said INCLUDE source S is greater than zero, the improved
IGMP router will transmit through said network interface the
multicast traffic of channel (S,G).

[0264] Furthermore, if for said network interface and mul-
ticast group G there are state records the filter-mode of which
is EXCLUDE, the improved IGMP router will further trans-
mit through said network interface the multicast traffic from
all the sources except those of the set resulting from the
intersection of all the Exclude Lists of said state records with
EXCLUDE filter-mode for said network interface and multi-
cast group G.

[0265] Table 5 (at the end of this document) shows the
operation of an improved router applying the IGMP protocol
modified according to the invention. In its initial state, the
router has, for a specific network interface, a specific multi-
cast group G and a specific host two state records for said
multicast group G because it has INCLUDE sources as well
as EXCLUDE sources.

[0266] As in Table 4, Table 5 relates to a specific network
interface of the router, a specific multicast group and a spe-
cific host sending IGMP messages.

[0267] As can be seen in Table 5, the use of two separate
records for storing the INCLUDE and EXCLUDE sources
together with the individual follow-up of the traffic requests
of each host allows eliminating the Requested-List which is
no longer necessary. The EXCLUDE(Y) lists represent the
Exclude List, and the EXCLUDE sources no longer need
timers, simplifying their operation.

[0268] The Group-Timer or GT continues to be used to
eliminate the EXCLUDE record when said timer reaches
Zero.

[0269] It can also be seen in Table 5 that four new IGMP
messages have been defined. The first two ALLOWIN (B) and
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BLOCKIN (B) modity the sources of the INCLUDE record
and the last two ALLOWEX (B) and BLOCKEX (B) modify
the sources of the EXCLUDE record.

[0270] In the same manner, the IS_IN(B) message only
affects the INCLUDE record and the IS_EX(B) message only
affects the EXCLUDE record. This separation of messages
affecting the INCLUDE and EXCLUDE records provides
enormous simplicity. When comparing Table 5 with Table 2,
it is obvious that Table 5 is much simpler than Table 2. In
addition to having simplified the management of timers and
having eliminated the sending of Group-And-Source-Spe-
cific Query messages, it has been achieved that the IGMP
router only has to manage the six cases corresponding to the
six rows of Table 5, instead of the twelve cases appearing in
Table 2. The comparison between Tables 2 and 5 shows that
the improved IGMP protocol considerably aids in imple-
menting and programming the algorithms in the routers, as
well as solving the aforementioned inefficiency problems.
[0271] For communications between a host and an IGMP
router, the modified IGMP protocol uses the same messages
as the IGMPv3 protocol, which are described in section 4 of
RFC3376. The only difference is in the internal format of the
data blocks referred to as Group Record which are contained
in each Membership Report message: in the modified IGMP
protocol, when there are INCLUDE sources and also
EXCLUDE sources for the same multicast group, two Group
Records are included in the Membership Report message:
one for INCLUDE sources and another one for EXCLUDE
sources.

[0272] U.S. patent application Ser. No. 12/756,849 dis-
closes some of the following:

[0273] Following the nomenclature used in the SSM tech-
nology, the broadcasting of the S source from the G multicast
group is termed channel (S,G), where S is an IP address that
identifies the source that broadcasts the data, and G is an IP
address within the range reserved for multicast groups, which
is identified by the multicast group.

[0274] Hereinafter the expressions upstream and down-
stream will likewise be used to indicate relative locations
from network equipment: the expression upstream relates to a
location in the direction towards the multicast source and the
expression downstream relates to a location in the opposite
direction.

[0275] In the first multicast routing protocols, such as the
DVMRP protocol (Distance Vector Multicast Routing Proto-
col) for example, the routers exchanged between one another
messages called “DVMRP Route Reports” with information
to build the multicast topology database. The multicast topol-
ogy database is where the routers store the information from
all the multicast routers existing in the network and how they
are connected to one another. In the DVMRP protocol, each
router sent these messages every 60 seconds.

[0276] The PIM-SM protocol works in a different manner.
The PIM-SM routers do not send messages to create the
multicast topology database, but rather they use the unicast
database of the router to deduce from it the multicast topology
database and they do so independently of the unicast protocol
that the router uses. This is the reason for the name Protocol
Independent Multicast. PIM-SM therefore does not depend
on any specific unicast protocol and can create the multicast
topology database in the routers independently of the unicast
protocol that each router uses.

[0277] In the PIM-SM protocol the multicast topology
database is stored in a table called MRIB (Multicast Routing
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Information Base) which is used, among other purposes, for
deciding which router the JOIN/PRUNE messages should be
sent to. These JOIN/PRUNE messages of the PIM-SM pro-
tocol, which are well-known by the person skilled in the art,
are the messages sent by one PIM-SM router to another
PIM-SM router to indicate that it wishes to receive multicast
traffic (JOIN messages) or that it wishes to stop receiving
multicast traffic (PRUNE messages). The multicast data are
transmitted towards the router that has requested multicast
traffic following the same way as the JOIN messages, but in
the opposite direction.

[0278] A first drawback of the PIM-SM protocol is the
delay in transmitting the PRUNE-type messages that one
PIM-SM router sends to another PIM-SM router to indicate
that it no longer wishes to keep receiving a specific multicast
traffic. When a PIM-SM router receives a PRUNE-type mes-
sage, for example PRUNE (S,G), it does not immediately stop
transmitting the traffic from the multicast channel (S,G), but
rather it waits for a specific time before it stops transmitting
the multicast channel (S,G) through its network interface
where it has received the PRUNE-type message. In the PIM-
SM protocol default configuration, this wait time is 3 seconds.
The reason for this wait time is that there may be other
PIM-SM routers sharing a multi-access network and it is
possible that there is another PIM-SM router that wishes to
keep receiving the multicast channel (S,G), therefore said
router must send a JOIN(S,G) message immediately in order
to cancel the effect of the previous PRUNE(S,G) message.
[0279] If the number of routers is high and there are thou-
sands of users switching multicast channels, the consequence
is that there is a huge amount of bandwidth occupied in the
network due to the latency or delay in suppressing the trans-
mission of unwanted multicast channels. The problem is con-
siderably aggravated if the multicast channels (S,G) further-
more transmit video or IPTV channels requiring a bandwidth
of between 4 Mbits/s in normal resolution and 20 Mbits/s in
high resolution.

[0280] Section 4.3.3. of RFC 4601, “Reducing PRUNE
Propagation Delay on LANs”, proposes a solution to the
latency problem that consists of using the Hello messages that
the PIM-SM routers use to exchange information with one
another and to negotiate several parameters. Hello messages
are used, for example, to negotiate whether or not there is a
suppression of PIM-SM messages, the delay time in the
PRUNE messages and other parameters. The PIM-SM rout-
ers send these Hello messages periodically through each net-
work interface of the router in which the PIM-SM protocol is
being executed, to a multicast address called “ALL-PIM-
ROUTERS”. As a result of these Hello messages, each PIM-
SM router knows the existence of other PIM-SM routers
connected in each of its network interfaces. All the routers
also store the configuration information for the other routers
which has been exchanged by means of Hello messages.
[0281] However, the Hello messages used in the PIM-SM
protocol do not transmit information on the topology of mul-
ticast routers. The PIM-SM router deduces this information
based on unicast routing tables.

[0282] As previously stated, when a PIM-SM router
receives a PRUNE(S,G)-type message it waits for a certain
time to see if there is another router sending a JOIN(S,G)
message canceling the first PRUNE message. The wait time is
the sum of two variables called Effective_propagation_Delay
and Effective_Override_Interval, which by default take the
values of 0.5 seconds and 2.5 seconds, respectively. The rea-
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son for using this sum of two variables as a delay is the
following: if there is a router R1 that is receiving traffic of the
multicast channel (S,G) from a router R2, and router R1 sees
that another router R3 sends a PRUNE(S,G) message, router
R1 must send a JOIN(S,G)-type message to router R2 to
cancel the effect of the PRUNE(S,G) message before the
Effective_Override_Interval time. Since the Effective_Over-
ride_Interval is always less than the sum of Effective_Over-
ride_Interval and Effective_propagation_Delay, the JOIN(S,
(G) message of router R1 will reach router R2 before router R2
stops sending traffic of the multicast channel (S,G).

[0283] The solution proposed in RFC 4601 forreducing the
latency time consists of the fact that PIM-SM routers use the
Hello messages to reduce the values of the Effective_propa-
gation_Delay and Effective_Override_Interval variables. To
that end, all PIM-SM routers announce their own Propaga-
tion_Delay and Override_Interval parameters in the Hello
messages. These parameters are contained in the Hello mes-
sages in a data block called LAN_PRUNE_Delay. When all
the routers executing the PIM-SM protocol in a network have
sent Hello messages including the LAN_PRUNE_Delay data
block, all the routers connected to one and the same multi-
access network use as Effective_propagation_Delay and
Effective_Override_Interval values the maximum values of
the Propagation_Delay and Override_Interval parameters,
respectively, that have been announced by said routers in the
Hello messages.

[0284] However, this mechanism has several limitations.
[0285] In the first place, the RFC 4601 indicate that if the
Effective_propagation_Delay and Effective_Override_Inter-
val variables take very low values, it is possible that, in fol-
lowing with the previous example, router R2 suppresses the
traffic of channel (S,G) before router R1 has time to send its
JOIN message or before router R2 has time to process said
message. To prevent this problem, RFC 4601 recommend not
lowering the values of these variables too much. This is a
serious limitation of this latency reduction mechanism.
[0286] Furthermore, another limitation or problem that this
latency reduction mechanism has is that it is necessary for all
the routers executing the PIM-SM protocol in a network to
send messages including the LAN_PRUNE_Delay data
block. If there is a router that does not include this data block
in its Hello messages, this latency reduction mechanism can
no longer be used and the Effective_propagation_Delay and
Effective_Override_Interval variables take their default val-
ues, which are 2.5 seconds and 0.5 seconds respectively, in all
the routers of the multi-access network, therefore causing a
latency of 3 seconds in each router.

[0287] Inaddition, at the end ofthe mentioned section4.3.3
of RFC 4601 relating to latency reduction, it is explained that
it is possible for an Upstream PIM-SM router to have indi-
vidual control or tracking of the multicast traffic requests of
several downstream routers. Though it does not explain how
to implement said individual tracking or what utility it has, it
does indicate that to do so it is essential for all the routers of
the same multi-access network to first agree to cancel the
message suppression. The mentioned section 4.3.3 of RFC
4601 even includes the code that can be used to check that all
the routers have agreed to cancel the message suppression.
[0288] A second problem affecting the PIM-SM protocol is
the complexity of the JOIN message suppression mechanism.
Basically, JOIN message suppression consists of if a down-
stream router R1 sees that another downstream router R2
sends a JOIN message requesting the same multicast traffic
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that it was going to request, said router R1 can suppress its
own JOIN message, since it is sufficient that the upstream
router receives a single request to transmit the requested
multicast traffic.

[0289] Inthe latest version of the IGMP protocol multicast
(IGMPv3 version), by means of which hosts request multicast
traffic from a router, the message suppression, which existed
in the previous IGMP versions, has been canceled. In con-
trast, in the PIM-SM protocol, by means of which a router
requests multicast traffic from another router, message sup-
pression still exists. In fact, message suppression is the
default configuration to be applied according to RFC 4601.
There is a configuration option available so that message
suppression is not carried out, but it is applied only in specific
circumstances and requires a complex implementation.
[0290] The message suppression mechanism that is applied
in the PIM-SM protocol, according to RFC 4601, is very
complicated. The message suppression cancellation mecha-
nism is also very complicated according to RFC 4601. There-
fore any modification of the PIM-SM protocol relating to
message suppression is very complicated. This probably
explains the lack of investigation for improvements in the
PIM-SM protocol relating to message suppression. Addition-
ally, the end of mentioned section 4.3.3 of RFC 4601 indi-
cates that in order to perform individual tracking of the mul-
ticast traffic requested by each downstream router, it is
necessary to cancel the message suppression. According to
RFC 4601, if there are routers suppressing messages it is not
possible to perform individual tracking of the multicast traffic
requested by each router.

[0291] The following description illustrates the complexity
of'the message suppression mechanism and the conditions for
canceling said message suppression, according to RFC 4601.
[0292] To explain the message suppression mechanism a
person skilled in the art has to analyze and understand in
detail the state machine called upstream (S,G), by means of
which RFC 4601 specify the operation of the upstream send-
ing of JOIN(S,G)-type messages. This state machine is shown
in table form in section 4.5.7 “Sending (S,G) Join/Prune
messages” of RFC 4601.

[0293] Each upstream state machine (S,G) is independent
for each network interface of the router and for each multicast
channel (S,G) and has only two states: the Not_Joined state,
which means that the router does not need to receive the
multicast channel (S,G) through said network interface, and
the Joined state, which means that the router needs to receive
the multicast channel (S,G) through said network interface.
[0294] If the state machine is in the Not_Joined state, and
therefore the router is not receiving the multicast channel
(S,G), and a “JoinDesired(S,G)->true” event occurs, indicat-
ing that the router has received a request for traffic of channel
(S,G) from another downstream router, the state machine of
the router executes the following actions: switching the state
to Joined, sending a JOIN(S,G) message to another upstream
router appearing in its MRIB table as suitable for sending it
traffic of channel (S,G), and initializing a timer called Join_
Timer at an initial value called t_periodic.

[0295] Inthe Joined state, when the “Timer_Expires” event
occurs, indicating that the Join_Timer has reached zero, the
router sends (Send Join(S,()) a new JOIN(S,G) message and
reinitializes the Join_Timer at the t_periodic value.

[0296] Therefore, in the Joined state the router periodically
sends the JOIN(S,G) messages again to keep receiving traffic
of the multicast channel (S,G).
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[0297] When the “See Join(S,G) to RPF'(S,G)” event
occurs, indicating that router has seen in the multi-access
network it is connected to that another router has sent a
message similar to the JOIN(S,G) message that it has to send
when the Join_Timer reaches zero, the router increases the
Join_Timer value to delay the sending of its own JOIN(S,G)
message. This is explained in greater detail on page 74 of RFC
4601, indicating that if the Join_Timer has a value that is less
than a variable called t_joinsuppress, then said Join_Timer is
initialized with the value of this t_joinsuppress variable.
However, ifthe Join_Timer has a value that is greater than the
t_joinsuppress variable, then the Join_Timer is not modified.
[0298] Therefore, the message suppression mechanism of
the PIM-SM protocol consists of increasing the value of the
Join_Timer controlling the periodic sending of JOIN(S,G)
messages. Since the Join_Timer is increased up to the t_jo-
insuppress value every time the router sees a JOIN(S,G) mes-
sage of another router in the multi-access network, the Join_
Timer is periodically reinitialized at the t_joinsuppress value
and never reaches zero. This is what makes the router not send
its own JOIN(S,G) message, i.e. it suppresses its own periodic
JOIN(S,G) message as long as there is another router in the
same multi-access network that is sending an equivalent
JOIN(S,G) message.

[0299] Message suppression in the PIM-SM protocol has
been explained up to this point. Explained below is how the
mechanism canceling said message suppression works.
[0300] The mechanism to cancel message suppression in
the PIM-SM protocol, as deduced from RFC 4601, consists of
making the value of the t_joinsuppress variable zero. When
the router sees a JOIN(S,G) message it checks to see if the
Join_Timer is less than the t_joinsuppress variable, which is
equal to zero, which obviously never occurs, and said Join_
Timer is left unmodified. The router thus sends its own JOIN
(8,G) message when its Join_Timer, which is not modified by
the messages of the other routers, reaches zero.

[0301] The t_joinsuppress variable takes the lowest value
between the value of another variable called t_suppressed and
aparameter called holdtime which is transmitted in the JOIN
(8,G) messages and indicates for how much time the router
that has sent the JOIN(S,G) message wishes to be receiving
the channel (S,G). The t_suppressed variable takes a different
value depending on whether or not message suppression is
enabled. There is a function called Suppression_Enabled(I)
which is specific for each network interface I and returns the
value TRUE if message suppression is enabled, and the value
FALSE if message suppression is cancelled:

[0302] If the Supression_Enabled(I) function returns a
TRUE value, then the t_suppressed variable takes a random
value within the range [1,1*t_periodic; 1,4*t_periodic],
where t_periodic is a variable taking the value of 60 seconds
by default.

[0303] If the Supression_Enabled(I) function returns the
FALSE value, the t_suppressed variable is zero, and the t_jo-
insuppress variable is also zero, taking the lowest value
between t_suppressed and the holdtime parameter. Modify-
ing the Join_Timer when the Supression_Enabled(I) function
returns a FALSE value is thus prevented and each router thus
sends its periodic JOIN(S,G) messages without taking into
account the JOIN(S,G) messages the other routers send,
whereby canceling message suppression.

[0304] This message suppression cancellation mechanism
defined in RFC 4601 is unnecessarily complicated. It is also
inefficient because if the Supression_Enabled(I) function

Jul. 25,2013

returns a FALSE value, before having made the decision of
whether or not to modify the Join_Timer, the router will have
checked two times to see if a positive quantity is less tan zero,
something which cannot happen.

[0305] Since the PIM-SM protocol is a complex protocol,
programmers designing applications implementing said pro-
tocol follow RFC 4601 specifications in the most exact man-
ner possible to prevent finding new design problems that are
not provided for in said specifications. As a result, applica-
tions implementing the PIM-SM protocol have the previously
explained limitations. These limitations, along with the com-
plexity involved with message suppression in the PIM-SM
protocol, are the reasons that no satisfactory solution to the
latency problem in the PIM-SM protocol has been developed
up until now.

[0306] FIG. 4 shows a simplified example of a multicast
communications system in which six PIM-SM routers 410,
420, 430, 440, 450 and 470 operate. A source 400 sending a
multicast channel (S,G) is connected to the router 410, which
transmits said multicast channel by means of PIM-SM routers
410, 420, 430 and 440, until reaching router 450 which is
connected to a host 460 that wishes to receive said channel
(S,G). The host 460 indicates to router 450 the multicast
traffic that it wishes to receive. To that end, the host 460 and
router 450 communicate by means of the IGMPv3 protocol or
the MLDv2 protocol.

[0307] Router 440 and router 450 are connected to one
another by means of a local multi-access network 445, for
example an Ethernet network, to which other PIM-SM rout-
ers can be connected. The figure only shows one other PIM-
SM router 470 connected to the multi-access network 445,
but there can obviously be more PIM-SM routers connected
to said network 445. In the same manner there is another local
multi-access network 435 between routers 440 and 430,
another multi-access network 425 between routers 430 and
420 and another multi-access network 415 between routers
420 and 410. In each of these multi-access networks 415, 425
and 435 there can be other PIM-SM routers connected thereto
which are not shown in the figure for the sake of simplifying
it.

[0308] In the example, each router 410, 420, 430, 440 and
450 has an upstream network interface, respectively 411, 421,
431, 441 and 451, and a downstream network interface,
respectively 412, 422, 432, 442 and 452.

[0309] The multicast channel (S,G) is transmitted from the
source 400 towards the host 460 following the path 480 indi-
cated with a dotted line going through routers 410, 420, 430,
440 and 450 of the figure until reaching the host 460.

[0310] The PIM-SM messages follow the same path 480,
but in the opposite direction of the data going from the source
400 to the host 460 receiving said traffic, and they are trans-
mitted from router 450 towards router 410 passing through
intermediate routers 440, 430 and 420. In the case of the
multicast channel (S,G) sent by the source 400 of FIG. 4, the
PIM-SM messages can be JOIN(S,G)-type messages to
request receiving the traffic from source 400 or PRUNE(S,
G)-type messages to request no longer receiving the traffic
from source 400.

[0311] Assuming that host 460 is initially receiving the
multicast channel (S,G) transmitted by the source 400, the
process taking place when the host 460 sends an IGMPv3 or
MLDv2 message to the router 450 to indicate that it wishes to
stop receiving the traffic of said channel (S,G) will be ana-
lyzed below. When this occurs, the router 450 sends a PRUNE
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(S,G) message to the router 440 to indicate to it that it no
longer wishes to receive the channel (S,G). Said PRUNE(S,
(3) message is transmitted through network interface 451 of
router 450 by means of multi-access network 445 and is
received through network interface 442 of router 440.
[0312] Inthe prior art, the router 440 waits for 3 seconds to
see if there is any router that is still interested in receiving
channel (S,G), in which case said interested router must
immediately send to router 440 a JOIN(S,G) message before
the three seconds elapse so that router 440 can thus continue
transmitting traffic (S,G). If the three seconds elapse and no
router connected to the network 445 sends a JOIN(S,G) mes-
sage, router 440 will stop transmitting the multicast channel
(8,G) through its network interface 442 and will transmit
another PRUNE(S,G) message towards router 430 by means
of the multi-access network 435. The same process is
repeated in the next routers 430 and 420, which send succes-
sive PRUNE(S,G) messages. Three seconds of a wait are
added in each router to check if in each multi-access network
435, 425 there is any other router interested in receiving the
channel (S,G). The final result is that in the prior art, from
when router 450 sends the first PRUNE(S,G) message until
router 410 stops transmitting the channel (S,G), there is a total
delay of 12 seconds (3 seconds successively in each of the
routers) during which time router 410 has unnecessarily con-
tinued to transmit the traffic of channel (S,G).

[0313] The solution adopted by this invention to com-
pletely eliminate this latency problem consists in that the
PIM-SM router, which receives through network interface a
PIM-SM message from another router requesting multicast
traffic, identifies and stores the IP address of the router of
origin of said PIM-SM message. The IP address of origin of
the PIM-SM messages is obtained from the Source Address
field of the IP packets transporting said PIM-SM messages.
The router of this invention thus knows exactly, for each of'its
network interfaces, which equipment is interested in receiv-
ing each type of multicast traffic at all times. By performing
individual control of the traffic requested by each router,
when the PIM-SM router according to the invention receives
a PRUNE-type message to stop transmitting a specific mul-
ticast traffic, said router no longer needs to wait a certain time
to see if another router sends a JOIN-type message in relation
to the same multicast traffic, because it knows exactly which
multicast traffic is requested by each router. If the router
knows that there is no other router that wishes to receive said
multicast traffic, it can immediately cancel the transmission
thereof, thereby completely eliminating the latency.

[0314] An improved router according to the invention per-
forms a function that RFC 4601 specifications, at the end of
section 4.5.7, assert is impossible, i.e. performing individual
tracking of the multicast traffic requests from the downstream
routers without first eliminating message suppression in all
the routers of the multi-access network. This invention thus
changes the importance of message suppression in the indi-
vidual control of traffic requests from downstream routers: it
has gone from being somewhat essential for a person skilled
in the art, following RFC 4601 specifications due to the com-
plexity of the PIM-SM protocol, to being somewhat relatively
unimportant for a person skilled in the art applying this inven-
tion.

[0315] Asprovidedin RFC 4601, if message suppression is
performed, a PIM-SM router cannot perform individual
tracking of the multicast traffic requested by each down-
stream router. In keeping with this established idea, a person

Jul. 25,2013

skilled in the art will think that if message suppression is
performed, a PIM-SM router according to the invention will
not be able to keep the information of the multicast traffic
requested by each downstream router updated.

[0316] The improved PIM-SM router according to the
invention, which stores the IP address of all the equipment
requesting multicast traffic and precisely tracks the multicast
traffic requested by each equipment, has to solve the problem
involving message suppression to keep said information
updated. This invention solves this problem as a result of the
fact that it uses features of the PIM-SM protocol that are not
explained in RFC 4601 specifications but which the applicant
has deduced from a detailed observation of the upstream state
machine (S,G) appearing in section 4.5.7 of said specifica-
tions. These features will be briefly described below.

[0317] A PIM-SM router has an independent upstream
state machine (S,G) for each network interface of the router
and for each multicast channel (S,G). This upstream state
machine (S,G) has only two states: a Not_Joined (NJ) state
meaning that the router does not need to receive the multicast
channel (S,G) through said network interface, and a Joined (J)
state meaning that the router needs to receive the multicast
channel (S,G) through said network interface. It is not con-
sidered necessary to explain in detail the operation of the
upstream state machine (S,G) used to send Join(S,G) mes-
sages in the PIM-SM protocol, because it is already explained
in mentioned section 4.5.7 of RFC 4601. The features of the
PIM-SM protocol that the applicant has deduced from the
detailed analysis of said upstream state machine (S,G), and
which are used by this invention, are the following:

[0318] When going from a Not Joined (NJ) state to a
Joined (J) state, a PIM-SM router always sends a JOIN
(S,G) message.

[0319] When going from a Joined (J) state to a Not
Joined (NJ) state, a PIM-SM router always sends a
PRUNE(S,G) message.

[0320] As aresult of these two features the following fea-
ture is true:
[0321] To each initial JOIN-type message sent by a specific

PIM-SM router to request specific multicast traffic will
always correspond a final PRUNE-type message coming
from the same router when the latter wishes to stop receiving
said multicast traffic.

[0322] Therefore, a router executing the PIM-SM protocol
always sends an initial JOIN(S,G) message when the router
wishes to start receiving traffic of the multicast channel (S,G)
and always sends a final PRUNE(S,G) message when said
router wishes to stop receiving said multicast channel. The
JOIN(S,G)-type messages that the PIM-SM router can sup-
press are only the periodical JOIN(S,G)-type messages that
are re-sent when the timer called “Join_Timer” expires, but
the initial JOIN(S,G) message is never suppressed.

[0323] This is also the case independently of whether or not
message suppression is activated. As a result of these features
of'the PIM-SM upstream state machine, the router according
to this invention can exactly track the multicast traffic that
each PIM-SM router wants, both if message suppression is
activated and if it is not, and it is not necessary for all the
routers to agree to eliminate message suppression as required
in RFC 4601.

[0324] The router according to the invention uses these
features in the following manner: it performs the individual
tracking of the multicast traffic requested by each down-
stream router, for example traffic (S,G), using the initial JOIN
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(S,G) message received from each router and the final
PRUNE(S,G) message received from each router. As a result,
a router according to the invention applying the PIM-SM
protocol can perform said individual tracking of the multicast
traffic even though the periodical JOIN(S,G) messages that
the other routers send between an initial JOIN(S,G) message
and a final PRUNE(S,G) message are suppressed.
[0325] Therefore, a router according to the invention apply-
ing the PIM-SM protocol can track the multicast traffic
requested by each downstream router, both if message sup-
pression is activated and if it is not, in contrast with what is
provided in RFC 4601. Furthermore, and also in contrast with
what is provided in RFC 4601, to that end it is not necessary
for all the routers to agree to cancel message suppression.
[0326] In summary, a router according to the invention is
suitable for operating in a communications network accord-
ing to the PIM-SM protocol in which the other routers can be
both routers according to the invention and routers according
to the prior art, and said router according to the invention can
perform individual tracking of the multicast traffic requested
by the other routers independently of whether or not the
routers according to the prior art have cancelled message
suppression.
[0327] In the prior art, the routers applying the PIM-SM
protocol send periodic JOIN(S,G) messages to prevent, if a
final PRUNE(S,G) message is lost, the upstream router that
has not received said lost PRUNE(S,G) message from con-
tinuing to transmit channel (S,G) indefinitely towards a net-
work even though there is no router interested in receiving
said channel. The upstream router updates a timer called
Expiry_Timer every time it receives a JOIN(S,G) message,
whether it is the initial message or one of the periodic mes-
sages. When the Expiry_Timer reaches zero, the router stops
transmitting channel (S, G).
[0328] Inthe router of this invention, which performs indi-
vidual tracking of the multicast traffic requested by each
router, for example traffic (S,G), using the first JOIN(S,G)
message received from each router and the PRUNE(S,G)
message received from each router, it is also appropriate to
use a timer that prevents a specific multicast traffic from
continuing to be indefinitely transmitted if an IP packet trans-
porting a PRUNE message is lost. The detailed operation of
this timer implemented in this invention is explained below.
[0329] Eventhough the preceding explanations relate to the
type of multicast traffic (S,G) and to the corresponding PIM-
SM JOIN/PRUNE (S,G)-type messages, the explanation can
be applied to the three other types of multicast traffic and to
their corresponding PIM-SM messages which, as known by
the person skilled in the art, are the following:

[0330] Traffic (*,*RP); JOIN/PRUNE (**RP)-type

messages
[0331] Traffic (*,G); JOIN/PRUNE (*,GG) messages
[0332] Traffic (S,G,rpt); JOIN/PRUNE (S,G,rpt) mes-
sages

[0333] Table 6 shows the operation of the downstream state
machine (S,G) of a router according to the invention, i.e. the
state machine managing the control of the state of the multi-
cast traffic (S,G) depending on the JOIN/PRUNE (S,G) mes-
sages received through each network interface of said router.
The person skilled in the art will easily understand that the
concepts explained below for the state machine (S,G) and the
JOIN/PRUNE (S,G)-type messages can also be applied to the
three other types of multicast traffic and to their correspond-
ing PIM-SM messages.
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[0334] The state machine of Table 6 stores the state infor-
mation of each type of multicast traffic requested in records
having the following form:

[0335] RECORD (Interface, Traffic_Type=(S,G), Expiry_
Timer, {(IP_Router, IP_Timer)}); where:

[0336] Interface is the network interface of the router in
which the PIM-SM messages are received.

[0337] Traffic_Type is a parameter indicating the type of
multicast traffic. The state machine of Table 6 relates to
the type of traffic (S,G), where S is the IP address of
origin of the source and G the IP address of the multicast
group. This is why Traffic_Type=(S,G) has been indi-
cated. However, it could also be any other of the four
types of multicast traffic mentioned above.

[0338] Expiry_Timer or ET is a timer that restarts every
time a JOIN-type message relating to the type of traffic indi-
cated in the Traffic_Type field reaches the network interface
indicated in the Interface field. If the Expiry_Timer reaches
zero, the router stops transmitting the traffic indicated in the
Traffic_Type field (in this case the traffic (S, G)) through the
network interface indicated in the Interface field.

[0339] {(IP_Router, IP_Timer)} is a list of elements (IP_
Router, IP_Timer), wherein IP_Router is the IP address of the
router that has sent the PIM-SM message and wherein
IP_Timer is a timer associated to each IP_Router which
restarts every time the network interface indicated in the
Interface field receives a JOIN-type message from the router
the IP of which is IP_Router. The value used to restart timer
IP_Timer is the value of the holdtime parameter contained in
the JOIN(S,G) message. The holdtime parameter is a param-
eter transmitted in the JOIN(S,G) messages of the PIM-SM
protocol, in a manner known by a person skilled in the art, and
indicating the time that the router sending the JOIN message
(S,G) wishes to be receiving channel (S,G). The IP address of
the router that has sent the PIM-SM message is extracted from
the address of origin of the IP datagram encapsulating said
PIM-SM message.

[0340] In the state machine of Table 6, which as mentioned
relates to a specific network interface of the router and a
specific type of multicast traffic (in this case the traffic of type
(S,(Q)), the first column contains an initial state of the router,
the second column contains a message or event, the third
column contains the final state of the router as a result of said
message or event of the second column and the fourth column
contains the actions that the router performs in each case.
[0341] A downstream network interface of the router can be
in the following two states for a specific multicast channel (S,
G):

[0342] NI (No_Info). This state indicates that the net-
work interface of the router has no information indicat-
ing to the router that it should transmit channel (S,G)
through said network interface. Therefore, in the NI state
the router does not transmit channel (S,G).

[0343] JOIN ({IP}), where {IP} is a list of IP addresses
of PIM-SM routers that have sent to the router JOIN(S,
G)-type messages. In this state, the router is transmitting
channel (S,G) through said network interface because
there is a series of routers that have requested it (the
routers of the {IP} list).

[0344] Table 6 describes eight processes numbered from 1
to 8 and separated from one another by dotted lines. These
eight processes form the downstream (S,G) state machine of
the router of this invention.
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[0345] Process 1 is executed when the router is in NI state
and receives a JOIN(S,G) message from a router the IP of
which is IP1. The router switches to the JOIN (IP1) state and
initializes the timer T(IP1) associated to the IP1 address and
the timer Expiry_Timer or ET with the value of the holdtime
parameter contained in the JOIN(S,G) message received. The
router begins to transmit the multicast channel (S,G) through
the network interface through which it has received said JOIN
(S,G) message.

[0346] Theholdtime parameter of the PIM-SM messages is
described in section “4.9.5 Join/Prune Message Format” of
RF 4601, and indicates the time in seconds during which the
router receiving the message must maintain the Joined or
Pruned state.

[0347] Inprocess 2, the routeris already transmitting chan-
nel (S,G) and receives a new JOIN(S,G) message from a
router the IP of which, indicated as IP2, is not in its list of IP
addresses of the record associated to channel (S,G). In this
case, the router adds the IP2 address to its list and starts the
value of the timer T(IP2) with the value of the holdtime
parameter of the message received. If the value of the ET
timer is greater than the holdtime parameter contained in the
JOIN(S,G) message received, the ET timer is not modified. In
the opposite case, i.e. when the ET timer has a value that is
less than holdtime, this holdtime value is put in the ET timer.
This operation has been indicated in Table 6 by means of the
expression “ET->HT”. In this second process, the router
keeps transmitting channel (S,G).

[0348] In process 3, the router receives a JOIN(S,G) mes-
sage from a router the IP of which, which in this case is IP1,
is already in its list. In this case it simply updates the timers
T(P1) and ET as explained in process 2, and keeps transmit-
ting channel (S,G).

[0349] In process 4, the router receives a PRUNE(S,G)
message from a router the IP address of which, which in this
case is IP2, is in its list, but IP2 is not the only element of its
list. The router eliminates IP2 from its list and keeps trans-
mitting channel (S,G).

[0350] In process 5, the router receives a PRUNE(S,G)
message from a router the IP address of which, which in this
case is IP1, is the last address in the record associated to the
channel (S,G). In this case the router eliminates the IP1
address from the list, stops transmitting the channel (S,G) and
switches to the NI state.

[0351] In process 6, the timer T(IP1) associated to IP1,
which is the only element in the IP list, reaches the value zero.
In this case, the router eliminates IP1 from the list, stops
transmitting the channel (S,G) and switches to the NI state.
[0352] In process 7, the timer T(IP2) associated to an IP2,
which is not the only element of the list, reaches the value
zero. In this case, the router must take into account whether or
not the router sending the PIM-SM messages from the 1P2
address is a router that has cancelled message suppression. In
the first case, the router eliminates the IP2 address from the
list and in the second case maintains the IP2 address even
though the timer T(IP2) is zero. How a router implementing
this invention knows if the other routers have cancelled mes-
sage suppression will be described below.

[0353] Process 8 shows what happens when the ET timer
reaches zero. In this case, the router eliminates all the IPs
from the list, switches to the NI state and stops transmitting
channel (S,G).

[0354] Routers implementing this invention can be config-
ured to always cancel periodic message suppression, even
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though there are routers in the network that have not
announced their capacity to cancel message suppression.
[0355] Furthermore, routers implementing this invention
have a mechanism for knowing whether or not the other
routers of a network implement this invention. This is conve-
nient for two reasons.
[0356] Inthe first place, a downstream router implementing
this invention needs to know whether or not an upstream
router it sends PIM-SM messages to implements this inven-
tion. For example, if a router R1 implementing this invention
sends JOIN messages to a router R2, router R1 needs to know
if router R2 implements this invention because if router R2 is
from the prior art and another router R3 sends a PRUNE
message to router R2 relating to multicast traffic that router
R1 wishes to keep receiving, router R1 must immediately
send a JOIN message to cancel the effect of the PRUNE
message of router R3. However, if router R2 implements this
invention, router R1 does not have to worry about the mes-
sages sent by the other routers because router R2 performs
individual tracking of the requests of each router.
[0357] In the second place, an upstream router implement-
ing this invention needs to know whether or not a downstream
router sending PIM-SM messages to it implements this inven-
tion and if the downstream router has cancelled message
suppression even though not all the routers have agreed to
cancel message suppression.
[0358] In the default mechanism of the prior art, as
described in RFC 4601, the routers do not announce whether
or not they have cancelled message suppression; they
announce if they have the capacity to cancel message sup-
pression. Only when all the routers of a network have
announced that they have the capacity to cancel message
suppression do all the routers commonly cancel message
suppression.
[0359] In process 7 of Table 6, the upstream router knows
that the downstream router has cancelled message suppres-
sion if either of the following two circumstances occurs:
[0360] (a)the downstream router has communicated that
it is a router implementing this invention and whether or
not it cancels the periodic messages; or
[0361] (b) all the routers of the network have announced

their capacity to cancel message suppression.
[0362] To communicate that they implement this invention
and whether or not they suppress periodic messages, the
routers of this invention can announce it in their Hello mes-
sages they periodically send through all their network inter-
faces where they execute the PIM-SM protocol.
[0363] A first way to announce it consists of defining a new
data block of the type called Option with a new OptionType
value in the Hello message. The different values of the
OptionType parameter of the Hello messages are explained in
section 4.9.2 of RFC 4601 and currently range from 1 to 20.
A value outside this range, for example OptionType=30, can
be used to announce that a router implements this invention
and one of'the fields or parameters of the new message can be
used to indicate if the router has cancelled periodic message
suppression.
[0364] A second way of announcing this capacity consists
of using the LAN_PRUNE_Delay data block and putting a
special value in the Override_Interval parameter, for example
the values 0 and 1 which make little sense as a wait value in
milliseconds. Therefore, for example, when the routers of this
invention receive a Hello message the Override_Interval
value of which is 0, they know it is sent by a router that
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implements this invention and has cancelled message sup-
pression. If they receive the value 1, they interpret that the
router that has sent the message implements this invention but
it has not cancelled message suppression.

[0365] Again in reference to the example of the FIG. 4,
assume that routers 410, 420, 430, 440 and 450 are routers
implementing this invention. When the host 460 sends a
IGMPv3 or MLDv2 message to router 450 to indicate that it
wishes to stop receiving traffic of channel (S,G), router 450
sends a PRUNE(S,G) message to router 440. According to the
invention, router 440 maintains a record of traffic (S,G)
requested in its network interface 442 for each of the routers
of the multi-access network line 445 that have requested
traffic by sending PIM-SM messages to said router 440. As a
result, router 440 knows if there is a router that still wishes to
receive channel (S;G). If this is not the case, when router 440
receives the PRUNE(S,G) message sent by router 450, it
immediately performs the following actions: it stops trans-
mitting multicast traffic through its downstream network
interface 442 and sends a PRUNE(S,G) message to router
430. The same process occurs successively in routers 430 and
420: when each of them receives the PRUNE(S,G) message
from the downstream router, if its record for traffic (S,G)
requested in its downstream network interface, respectively
432 and 422, indicates that there is no router interested in
receiving channel (S,G), said router 430, 420 immediately
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no other router interested in receiving channel (S,G), router
410 stops transmitting channel (S,G) virtually immediately.
In fact, the only delay occurring, in addition to the delay
inherent to the transmission of the PRUNE messages through
the network, which is done in a very short time and is inevi-
table anyway, is the delay corresponding to the time necessary
for each router to update and check its records of requested
multicast traffic, according to the invention. However, these
are operations that a router can perform in extremely short
times, as is known by a person skilled in the art.

[0366] The individual tracking of the requests of each PIM-
SM router performed as a result of the router according to the
invention has other important applications in addition to the
advantages already explained. For example, it allows
accounting for or authorizing multicast traffic, which is gen-
erally called AAA (Authentication, Authorization and
Accounting). This can advantageously be carried out, for
example, by associating information relating to the AAA a
each element (IP_Router, IP_Timer) of the list {(IP_Router,
IP_Timer)} of the record of multicast traffic of each router. An
improved router according to the invention can thus apply
specific conditions relating to the accounting and/or to the
authorization for the transmission of a type of multicast traffic
to a specific router, identified by the IP_Router address and
for which said improved router has information stored relat-
ing to the AAA.

TABLE 2
STATUS 1 MESSAGE ~ STATUS 2 ACTIONS
1. INCLUDE (A) IS_IN(B) INCLUDE (A +B) T(B) = GMI
2. INCLUDE (A) IS_EX (B) EXCLUDE(A*B,B-A) TB-A)=0
DEL(A - B)
GT = GMI
3. EXCLUDE (X,Y) IS_IN(A) EXCLUDEX+A,Y-A) T(A)=GMI
4. EXCLUDE (X,Y) IS_EX(A) EXCLUDE(A-Y,Y*A) TA-X-Y)=GMI
DEL (X - A)
DEL (Y - A)
GT = GMI
5. INCLUDE (A) ALLOW (B) INCLUDE (A + B) T(B) = GMI
6. INCLUDE (A) BLOCK (B) INCLUDE (A) SEND Q(G, A * B)
7. INCLUDE (A) TO_EX (B) EXCLUDE(A*B,B-A) TB-A)=0
DEL (A - B)
SEND Q(G, A * B)
GT = GMI
8. INCLUDE (A) TO_IN(B) INCLUDE (A +B) T(B) = GMI
SEND Q(G, A - B)
9. EXCLUDE (X,Y) ALLOW (A) EXCLUDE X +A,Y-A)  T(A)=GMI

10. EXCLUDE (X,Y)

11. EXCLUDE (X, Y)

12. EXCLUDE (X,Y)

BLOCK (A) EXCLUDE (X + (A-Y),Y)
SEND Q(G, A -Y)

TO_EX (A) EXCLUDE (A -Y,Y *A)

DEL (X - A)

DEL (Y - A)

SEND Q(G, A -Y)

GT = GMI

EXCLUDE (X +A,Y - A)

SEND Q(G, X - A)

SEND Q(G)

TA-X-Y)=GT

TA-X-Y)=GT

TO_IN (A) T(A) = GMI

stops sending traffic through its said downstream network
interface and sends a PRUNE(S,G) message to the next
upstream router. When router 410 receives the PRUNE(S,G)
message from router 420, it performs the same process as
routers 440, 430 and 420, the difference being that it does not
send a PRUNE(S,G) message, because it is directly con-
nected to the source 400. Therefore, after the moment in
which router 450 sends the first PRUNE(S,G) message, if in
the multi-access network lines 445, 435, 425 and 415 there is

TABLE 3

SOURCES WITH
TRAFFIC
MESSAGE TRANSMITTED
SENT BY THE BY
HOST THE ROUTER

ACTION PERFORMED BY
THE ROUTER

INCLUDE(S1)  S1
ALLOW(S2) s1, 82

T(S1) = GMI
T(S1) = GMI
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TABLE 3-continued TABLE 6-continued
SOURCES WITH MESSAGE/
TRAFFIC STATUS 1 EVENTO STATUS 2 ACTIONS
MESSAGE TRANSMITTED
SENTBYTHE BY ACTION PERFORMED BY FROM (IP1)
HOST THE ROUTER ~ THE ROUTER 6. IaP1) T(P1) = 0 NI DEL (1P1)
BLOCK(S1) S1,52 T(S1) = LMQT; SEND Q(G, S1) 7. J(IP1,IP2) T(P2) =0 JOIN(IP) IF [NSP(IP2)]
ALLOW(S3) S1,82,83 T(S3) = GMI JOIN(IP1,1P2) DEL (IP2)
BLOCK(S2) S$1, 82,83 T(S2) = LMQT; SEND Q(G, S2) 8 J(.) ET=0 NI DEL ALL IP
TABLE 4
STATUS 1 MESSAGE ~ STATUS 2 ACTIONS
1. INCLUDE (A) IS_IN(B) INCLUDE (B) T(B) = GMI
DEL(A - B)
2. INCLUDE (A) IS_EX (B) EXCLUDE ({ },B) T(B)=0
DEL(A - B)
GT = GMI
3. EXCLUDE (X,Y) IS_IN(A) INCLUDE (A) T(A) = GMI
DEL(X +Y) - A
4, EXCLUDE (X,Y) IS_EX(A) EXCLUDE ({},A) T(A)=0
DEL(X +Y) - A
GT = GMI
5. INCLUDE (A) ALLOW (B) INCLUDE (A +B) T(B) = GMI
6. INCLUDE (A) BLOCK (B) INCLUDE (A - B) DEL(B)
7. INCLUDE (A) TO_EX (B) EXCLUDE ({ }, B) T(B)=0
DEL (A - B)
GT = GMI
8. INCLUDE (A) TO_IN (B) INCLUDE (B) T(B) = GMI
DEL(A - B)
9. EXCLUDE (X,Y) ALLOW (A) EXCLUDE (X+A,Y-A) T(A)=GMI
10. EXCLUDE (X,Y) BLOCK (A) EXCLUDE (X-A,Y+A) T(A)=0
11. EXCLUDE (X,Y) TO_EX(A) EXCLUDE ({},A) T(A)=0
DEL (X +Y) - A
GT = GMI
12. EXCLUDE (X,Y) TO_IN(A) INCLUDE (A) T(A) = GMI

DEL (X +Y)- A

TABLE 5
STATUS 1 MESSAGE STATUS 2 ACTIONS
1. INCLUDE (A) IS_IN (B) INCLUDE (B) T(B) = GMI
EXCLUDE (Y) EXCLUDE (Y) DEL(A - B)
2. INCLUDE (A) IS_EX (B) INCLUDE (A) DEL(Y - B)
EXCLUDE (Y) EXCLUDE (B) GT = GMI
3. INCLUDE (A) ALLOWIN (B) INCLUDE (A +B) T(B)=GMI
EXCLUDE (Y) EXCLUDE (Y)
4. INCLUDE (A) BLOCKIN (B) INCLUDE (A-B) DEL(B)
EXCLUDE (Y) EXCLUDE (Y)
5. INCLUDE (A) ALLOWEX  INCLUDE (A) DEL(B)
EXCLUDE (Y) (B) EXCLUDE (Y - B)
6. INCLUDE (A) BLOCKEX (B) INCLUDE (A)
EXCLUDE (Y) EXCLUDE (Y + B)
TABLE 6
MESSAGE/
STATUS 1 EVENTO STATUS 2 ACTIONS
1. NI JOIN(S, G) JOIN(IP1) T(P1) = HT
FROM(IP1) ET = HT
2. I@P1) JOIN(S, G) JOIN(IP1, IP2) T(IP2) = HT
FROM(IP2) ET -> HT
3. I@P1) JOIN(S, G) JOIN(IP1) T(P1) = HT
FROM(IP1) ET -> HT
4. I(IP1,1P2) PRUNE(S, G)  JOIN(IP1) DEL (IP2)
FROM(IP2)
5. I@P1) PRUNE(S, G) NI DEL (IP1)

[0367] The meaning of the abbreviations in Table 6 is as

follows:

[0368] NI: “No_Info” status

[0369] J. “JOIN” status referred to the indicated IP
addresses

[0370] T: timer related to the indicated IP address

[0371] ET: “Expiry_Timer”

[0372] HT: value of the “Holdtime” parameter in the JOIN
message received

[0373] FROM: message sent from the indicated IP address

[0374] DEL: delete the indicated IP address from the record

[0375] DELL ALL IP: delete all IP addresses from the
record

[0376] NSP: the router at the indicated IP address does not
suppress messages

[0377] IF:the action is performed if the condition indicated
is met

1. A method to monitor a multicast router comprising a

Simple Network Management Protocol (SNMP) agent and an
SNMP database, the method comprising:

a) the multicast router receiving via a downstream network
interface, multicast data requests made by one or more
hosts;

b) the multicast router reading data contained in the mul-
ticast data request;

c¢) the multicast router storing first data in the SNMP data-
base for a downstream network interface, a multicast
group address and a first host that requests multicast
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data, the first data comprising information of the multi-
cast groups and multicast channels requested by the first
host; and

d) the Simple Network Management Protocol (SNMP)

agent of the multicast router transmitting to an SNMP
control station, using a version of the SNMP protocol, at
least a part of the first data stored in the SNMP database.

2. The method according to claim 1 further comprising the
multicast router requesting the multicast data requested by
the hosts by transmitting to a second multicast router multi-
cast routing messages in a version of the Protocol Indepen-
dent Multicast (PIM) protocol.

3. The method according to claim 1, wherein the first data
comprises identifying data of the first host, a multicast group
address and source address information.

4. The method according to claim 1, wherein the multicast
data requests are based on a version of the Internet Group
Management Protocol (IGMP) or the Multicast Listener Dis-
covery (MLD) protocol.

5. The method according to claim 1, wherein the SNMP
database is a Management Information Base (MIB) database.
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