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PERIPHERY MONITORING APPARATUS 
AND PERIPHERY MONITORING SYSTEM 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

This application is based on and claims priority under 35 
U . S . C . § 119 to Japanese Patent Application 2014 - 197562 , 
filed on Sep . 26 , 2014 , the entire contents of which are 
incorporated herein by reference . 

captures an image of the vicinity of the left side of the 
vehicle body ; a second imaging unit that is provided on a 
right side of the vehicle body and captures an image of the 
vicinity of the right side of the vehicle body ; an acquisition 

5 unit configured to acquire first image data captured by the 
first imaging unit , and second image data captured by the 
second imaging unit ; and in which a display unit configured 
to combine third image data which is generated by rotating , 
and magnifying or minifying the first image data in such a 

10 way that a plurality of first reference points included in the 
first image data are respectively displayed at pre - set first 
positions , and fourth image data which is generated by 
rotating , and magnifying or minifying the second image data 
in such a way that a plurality of second reference points 

15 included in the second image data are respectively displayed 
at pre - set second positions , and to display the combined 
image data . 

TECHNICAL FIELD 

Embodiments of this disclosure relate to a periphery 
monitoring apparatus and a periphery monitoring system . 

BACKGROUND DISCUSSION 

In the related art , as technology for assisting in parking a BRIEF DESCRIPTION OF THE DRAWINGS 
vehicle , there is disclosed technology for providing a driver 20 
with image data items of the periphery of the vehicle which The foregoing and additional features and characteristics 
are captured by a plurality of cameras installed in the of this disclosure will become more apparent from the 
vehicle . The cameras capture different peripheral images , following detailed description considered with the reference 
and the different peripheral images are combined and dis - to the accompanying drawings , wherein : 
played on a display that is provided around a driver ' s seat , 25 FIG . 1 is a perspective view illustrating an example of 
and thus the driver can recognize surrounding circum - when a vehicle cabin of a vehicle is partially seen through 
stances . in a first embodiment ; 

A camera on a right side of a vehicle and a camera on a FIG . 2 is a plan view ( bird ' s - eye view ) illustrating an 
left side of the vehicle are not symmetrical in a lateral example of the vehicle in the first embodiment ; 
direction , and the attachment positions of the cameras are 30 FIG . 3 is a view illustrating an example of the attachment 
different , and thus when image data captured by the right position of an imaging unit in the first embodiment ; 
side camera and image data captured by the left side camera FIG . 4 is a block diagram illustrating an example of a 
are merely combined and displayed , a discrepancy between periphery monitoring system of the vehicle in the first 
the image data items occurs . Therefore , technology is pro embodiment ; 
posed to correct a discrepancy between image data items . 35 FIG . 5 is a block diagram illustrating the configuration of 

An example of the related art includes JP2003 - 95028A . a periphery monitoring ECU in the first embodiment ; 
However , the difference between image data items asso FIG . 6 is a view illustrating a positional relationship 

ciated with the difference between the attachment positions between imaginary rotation reference points and a vehicle so 
of cameras which are provided on door mirrors or the like as to set angular information before the vehicle is shipped 
affects not only directions included in the planes of the 40 out of a factory ; 
image data items , but also the magnification and minifica FIG . 7 is a diagram illustrating an example of the imagi 
tion rates of the image data items . nary rotation reference points which are included in image 

data captured by the imaging unit of a left door mirror ; 
SUMMARY FIG . 8 is a diagram illustrating an example of rotation 

45 controlled image data ; 
Thus , a need exists for a periphery monitoring apparatus FIG . 9 is a view illustrating a positional relationship 

and a periphery monitoring system which are not suspect between imaginary magnification and minification reference 
able to the drawback mentioned above . points and the vehicle so as to set range specifying infor 

In one example , a periphery monitoring apparatus accord - mation before the vehicle is shipped out of the factory ; 
ing to an aspect of this disclosure includes : an acquisition 50 FIG . 10 is a diagram illustrating the magnification and 
unit configured to acquire first image data that is captured by minification reference points included in image data , and the 
a first imaging unit provided on a left side of a vehicle body , distortion of the image data captured by the imaging unit ; 
and second image data that is captured by a second imaging FIG . 11 is a diagram illustrating an example of a screen 
unit provided on a right side of the vehicle body ; and an displayed on a display device in the first embodiment ; 
output unit configured to combine third image data which is 55 FIG . 12 is a diagram illustrating a positional relationship 
generated by rotating , and magnifying or minifying the first between the reference points of image data displayed in a 
image data in such a way that a plurality of first reference display region of the display device in the first embodiment ; 
points included in the first image data are respectively FIG . 13 is a diagram illustrating image data synthesized 
displayed at pre - set first positions , and fourth image data by a synthesis unit of the periphery monitoring ECU in the 
which is generated by rotating , and magnifying or minifying 60 first embodiment ; 
the second image data in such a way that a plurality of FIG . 14 is a diagram illustrating image data synthesized 
second reference points included in the second image data by the synthesis unit of the periphery monitoring ECU in a 
are respectively displayed at pre - set second positions , and to modification example ; 
output the combined image data . FIG . 15 is a flowchart illustrating the sequence of a 

In one example , a periphery monitoring system according 65 process that is performed by the periphery monitoring ECU 
to another aspect of this disclosure includes : a first imaging before the vehicle is shipped out of the factory in the first 
unit that is provided on a left side of a vehicle body and embodiment ; 
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el 

FIG . 16 is a flowchart illustrating the sequence of a ( lateral direction ) of the vehicle . The monitoring device 11 
process that is performed by the periphery monitoring ECU can include operation input units ( not illustrated ) such as 
in the first embodiment so as to display image data on the switches , dials , joysticks , push buttons . A voice output 
display device ; and device ( not illustrated ) which is different from the voice 

FIGS . 17A and 17B show diagrams illustrating the 5 output device 9 of the monitoring device 11 can be provided 
switching of image data to be displayed depending on travel at a different position in the vehicle cabin 2a , or voices can 
situations of the vehicle in a second embodiment . be output from the other voice output device than the voice 

output device 9 of the monitoring device 11 . In the embodi 
DETAILED DESCRIPTION ment , for example , the monitoring device 11 serves as a 

10 navigation system or an audio system ; however , the moni 
Hereinafter , exemplary embodiments of this disclosure toring device of the periphery monitoring apparatus may be 

will be presented . The configuration of each of the embodi - provided independent of these navigation and audio sys 
ments illustrated hereinafter , and operations and results tems . In addition to the voice output device 9 , a voice output 
( effects ) caused by the configuration are merely examples . unit such as a buzzer can be configured to output alarm 
This disclosure can be realized by configurations other than 15 sounds or the like . 
the configurations disclosed in the embodiments , and vari - As illustrated in FIGS . 1 and 2 , in the embodiment , for 
ous effects ( also including secondary effects ) can be example , the vehicle 1 is a four - wheel vehicle ( four - wheel 
obtained by a basic configuration . automobile ) , and includes two right and left front wheels 3F 

In the embodiments to be described hereinafter , a vehicle and two right and left rear wheels 3R . For example , the tire 
1 may be an automobile ( internal combustion engine auto - 20 angle of the front wheels 3F is changed ( the front wheels 3F 
mobile ) that uses an internal combustion engine ( engine and are turned ) by the operation of the steering unit ( steering 
not illustrated ) as a drive source , an automobile ( an electric wheel ) 4 . A steering system 12 is a motor - driven power 
automobile , a fuel - cell automobile , or the like ) that uses an steering system , a steer by wire ( SBW ) system , or the like . 
electric motor ( motor and not illustrated ) as a drive source , The steering system 12 supplements steering force , and 
or an automobile ( hybrid automobile ) that uses both of an 25 turns the front wheels 3F by applying torque ( assist torque ) 
internal combustion engine and an electric motor as a drive to the steering unit 4 using an actuator 12a . The steering 
source . Various transmissions can be mounted in the vehicle system 12 may be configured to steer the front wheels and 
1 , and various apparatuses ( systems , components , and the the rear wheels independently or in association with each 
like ) required to drive an internal combustion engine or an o ther . 
electric motor can be mounted in the vehicle 1 . The type , the 30 In the embodiment , for example , as illustrated in FIG . 2 , 
number , or the layout of apparatuses to drive wheels 3 of the a plurality ( for example , four in the embodiment of imaging 
vehicle 1 can be diversely set . units 16 ( 16a to 16d ) are provided in the vehicle 1 ( the 

vehicle body 2 ) . Each of the imaging units 16 is a digital 
First Embodiment camera with a built - in imaging element such as a charge 

35 coupled device ( CCD ) or a CMOS image sensor ( CIS ) . Each 
As illustrated in FIG . 1 , in a first embodiment , a vehicle of the imaging units 16 can output image data ( video data or 

body 2 forms a vehicle cabin 2a which occupants ( not frame data ) at a predetermined frame rate . Each of the 
illustrated ) board . A steering unit 4 , an acceleration unit 5 , imaging units 16 includes a wide - angle lens , and , for 
a brake unit 6 , a transmission unit 7 , and the like are example , can capture an image in a range ( viewing angle ) of 
provided in the vehicle cabin 2a while being proximate to a 40 140° to 220° in a horizontal direction . 
seat 2b of a driver that is an occupant . In the embodiment , In the embodiment , for example , the imaging unit 16a is 
for example , the steering unit 4 is a steering wheel that positioned in an end portion ( end portion in a plan view ) 2c 
protrudes from the dashboard ( instrument panel ) , the accel - on a front side ( front side in a longitudinal direction of the 
eration unit 5 is an accelerator pedal that is positioned below vehicle ) of the vehicle body 2 , and is provided in a front grill 
the foot of the driver , the brake unit 6 is a brake pedal that 45 or the like . The imaging unit 16b is positioned in an end 
is positioned below the foot of the driver , and the transmis portion 2d on a left side ( left side in the direction of width 
sion unit 7 is a shift lever that protrudes from a center of the vehicle ) of the vehicle body 2 , and is provided in a 
console ; however , these units are not limited to these com door mirror ( protruding portion ) 2g on the left side . The 
ponents in the embodiment . imaging unit 16c is positioned in an end portion 2e on a rear 

A display device ( display output unit ) 8 or a voice output 50 side ( rear side in the longitudinal direction of the vehicle ) of 
device ( voice output unit ) 9 is provided in the vehicle cabin the vehicle body 2 , and is provided in a lower wall portion 
2a . The display device 8 is a liquid crystal display ( LCD ) , of a rear trunk door 2h . The imaging unit 16d is positioned 
an organic electroluminescent display ( OELD ) , or the like . in an end portion 2fon a right side ( right side in the direction 
The voice output device 9 is a speaker or the like . In the of width of the vehicle ) of the vehicle body 2 , and is 
embodiment , for example , the display device 8 is covered 55 provided in another door mirror ( protruding portion ) 2g on 
with a transparent operation input unit ( for example , a touch the right side . Accordingly , for example , the display device 
panel ) 10 . An occupant or the like can see a video ( image ) 8 can simultaneously display a front view image acquired by 
via the operation input unit 10 , which is displayed on a the imaging unit 16a ; a left view image captured by the 
display screen of the display device 8 . An occupant or the imaging unit 16b ; and a right view image captured by the 
like can input an operation ( instruction ) by touching , press - 60 imaging unit 16d . Similarly , the display device 8 can simul 
ing , or moving a position on the operation input unit 10 with taneously display a rear view image acquired by the imaging 
their finger while the position corresponds to the video unit 16c ; a left view image captured by the imaging unit 16b ; 
( image ) displayed on the display screen of the display device and a right view image captured by the imaging unit 16d . 
8 . In the embodiment , for example , the display device 8 , the When a rear view image is displayed , the display of right and 
voice output device 9 , the operation input unit 10 , and the 65 left view images may be omitted . 
like are provided in a monitoring device 11 that is positioned FIG . 3 is a view illustrating an example of the attachment 
in a center portion of the dashboard in the direction of width position of the imaging unit 16b in the embodiment . As 
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illustrated in FIG . 3 , the imaging unit 16b is provided in a ( SSD ) ( which is a flash memory ) 14f ; and the like . For 
bottom portion of the left door mirror ( protruding portion ) example , the CPU 14a executes image processing for an 
2g . As illustrated in FIG . 3 , an optical axis 301 of the image displayed on the display device 8 , and various com 
imaging unit 16b is set to face downwards ( for example , in putational processes such as the computing the travel path of 
a vertical direction or diagonally downwards ) . The imaging 5 the vehicle 1 and determining whether the vehicle 1 inter 
unit 16b captures an image of an imaging region 302 that is feres with an object . The CPU 14a reads a program stored 
defined by an angle of view of 140° to 220° . Accordingly , installed ) in a non - volatile storage device such as the ROM 
the imaging unit 16b captures an image of a road surface in 14b , and executes computational processes according to the 
the vicinity of a left side of the vehicle 1 with an image of program . 
a portion of the vehicle body 2 included . Substantially 10 The RAM 14c temporarily stores various data items 
similar to the imaging unit 16b , the imaging unit 16d is which are used in computation performed by the CPU 14a . 
provided in a bottom portion of the right door mirror The display control unit 14d mainly executes imaging 
( protruding portion ) 2g , and captures an image of the road processing for image data obtained by the imaging unit 16 , 
surface in the vicinity of a right side of the vehicle 1 with an image processing ( for example , image synthesis ) for image 
image of a portion of the vehicle body 2 included , and 15 data displayed on the display device 8 , and the like among 
therefore , an description thereof will be omitted . the computational processes performed by the periphery 
Due to the difference between the right and left door monitoring ECU 14 . The voice control unit 14e mainly 

mirrors , the imaging units 16b and 16d are not symmetrical executes a process for voice data output from the voice 
in the lateral direction , and the installation positions of the output device 9 among the computational processes per 
imaging units 16b and 16d are different from each other . The 20 formed by the periphery monitoring ECU 14 . The SSD 14f 
difference between the installation positions also includes is a non - volatile rewritable storage unit , and even if the 
the difference between the respective heights of the imaging periphery monitoring ECU 14 is turned off , the SSD 14f can 
unit 16b of the left door mirror and the imaging unit 16d of store data . The CPU 14a , the ROM 14b , and the RAM 140 
the right door mirror from the road surface . Since the can be integrated in the same package . The periphery 
imaging unit 16 adopts a wide - angle lens , when the height 25 monitoring ECU 14 may be configured to use another logic 
of the imaging unit 16 from the road surface is slightly computational processor such as a digital signal processor 
changed , the difference in imaging range or image depth ( DSP ) , logic circuits , and the like instead of the CPU 14a . 
occurs . In the embodiment , image data seen by a driver is A hard disk drive ( HDD ) may be provided instead of the 
adjusted to prevent the image data from being unnaturally SSD 14f , and the SSD 14f or the HDD may be provided 
seen . 30 independently of the periphery monitoring ECU 14 . 

In the embodiment , for example , as illustrated in FIG . 4 , FIG . 5 is a block diagram illustrating the configuration of 
in a periphery monitoring system ( periphery monitoring the periphery monitoring ECU 14 in the embodiment . As 
apparatus ) 100 , in addition to a periphery monitoring elec - illustrated in FIG . 5 , the periphery monitoring ECU 14 is 
tronic control unit ( ECU ) 14 , the monitoring device 11 , and configured to include a parameter storage unit 501 and a 
the like , a brake system 18 , a steering angle sensor ( angle 35 periphery monitoring unit 502 . The CPU 14a of the periph 
sensor ) 19 , an accelerator pedal sensor 20 , a shift position ery monitoring ECU 14 in FIG . 4 executes software stored 
sensor 21 , a wheel speed sensor 22 , an acceleration sensor in the ROM 14b such that each component of the periphery 
26 , and the like are electrically connected to each other via monitoring unit 502 is realized . 
an in - vehicle network ( electric communication line ) 23 . For The periphery monitoring unit 502 realizes a setting unit 
example , the in - vehicle network 23 is a controller area 40 511 , an acquisition unit 512 , an image processing unit 513 , 
network ( CAN ) . The periphery monitoring ECU 14 can and an output unit 514 by executing software stored in the 
control the brake system 18 and the like by transmitting ROM ( computer - readable storage medium ) 14b . The soft 
control signals via the in - vehicle network 23 . The periphery ware ( program ) may be provided via another computer 
monitoring ECU 14 can receive , via the in - vehicle network readable storage medium . 
23 , detection results from a torque sensor 12b , a brake pedal 45 The setting unit 511 sets parameters which are used in 
sensor 18b , the steering angle sensor ( for the front wheels processing image data , and stores the parameters in the 
3F ) 19 , the accelerator pedal sensor 20 , the shift position parameter storage unit 501 of the vehicle 1 . Any type of 
sensor 21 , the wheel speed sensor 22 , the acceleration sensor technique of calculating parameters to be set may be used . 
26 , and the like , and instruction signals ( control signals , For example , each of the imaging units 16b and 16d captures 
operation signals , input signals , or data ) from the operation 50 an image , and the setting unit 511 calculates positional 
input unit 10 and the like . information ( including at least an angle ) for the imaging 

In the embodiment , two acceleration sensors 26 ( 26a and units 16b and 16d based on the position of an object in the 
26b ) are provided in the vehicle 1 . In the embodiment , the captured image data . The setting unit 511 stores parameter 
vehicle 1 is a vehicle with an electronic stability control data , which is needed for image processing ( for example , 
( ESC ) system mounted . Acceleration sensors which are 55 rotation control or magnification and minification control ) 
already mounted in the vehicle with an ESC system mounted and is based on the positional information ( including at least 
are used as the acceleration sensors 26 ( 26a and 26b ) . The an angle ) for the imaging units 16b and 16d and the like , in 
embodiment is not limited to any specific type of the the parameter storage unit 501 . In the embodiment , the 
acceleration sensor , and insofar as the acceleration sensor positional information for the imaging units 16b and 16d 
can detect the acceleration of the vehicle 1 in the lateral 60 includes at least an angle ; however , the positional informa 
direction , any type of the acceleration sensor may be used . tion may include other items of information ( for example , 
In the embodiment , acceleration in the longitudinal direction the height of the imaging units 16b and 16d from the road 
and acceleration in the lateral direction are calculated surface ) . 

For example , the periphery monitoring ECU 14 includes The parameter storage unit 501 stores the parameters 
a central processing unit ( CPU ) 14a ; a read only memory 65 calculated by the setting unit 511 . As the stored parameters , 
( ROM ) 14b ; a random access memory ( RAM ) 14c ; a display the parameter storage unit 501 stores angular information 
control unit 14d ; a voice control unit 14e ; a solid state drive required to rotate image data of the left side of the vehicle 
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1 captured by the imaging unit 16b based on the inclination line toward the left side of the vehicle body 2 in the lateral 
of the imaging unit 16b provided in the left door mirror 2g , direction from an end portion ( end portion in a plan view ) 2c 
and angular information required to rotate image data of the on a front side ( front side of the vehicle in the longitudinal 
right side of the vehicle 1 captured by the imaging unit 16d direction ) of the vehicle body 2 , and the first imaginary 
based on the inclination of the imaging unit 16d provided in 5 rotation reference point 601 is positioned in the vicinity of 
the right door mirror 2g . In the embodiment , a rotation angle the outside of the door mirror 2g . A second imaginary 
at which image data is rotated is stored as angular informa - rotation reference point 602 is positioned on an extension 
tion ; however , the inclination of each of the imaging units line toward the left side of the vehicle body 2 in the lateral 
16b and 16d required to calculate the rotation angle may be direction from an end portion ( end portion in a plan view ) 2e 
stored . 10 on a rear side ( rear side of the vehicle in the longitudinal 

In addition , the parameter storage unit 501 stores range direction ) of the vehicle body 2 , and the second imaginary 
specifying information which is required to magnify or rotation reference point 602 is positioned in the vicinity of 
minify the captured image data of a left - side road surface the outside of the door mirror 2g . The line connecting the 
and is based on a range ( in other words , information first rotation reference point 601 and the second rotation 
calculated based on the height and the angle of view from 15 reference point 602 is parallel to a z axis , and in other words , 
the road surface ) captured by the imaging unit 16b provided is parallel to an advance direction of the vehicle body 2 . 
in the vehicle body 2 , and range specifying information FIG . 7 is a diagram illustrating an example of the imagi 
which is required to magnify or minify the captured image nary rotation reference points 601 and 602 which are 
data of a right - side road surface and is based on a range ( in included in the image data captured by the imaging unit 16b 
other words , information calculated based on the height and 20 of the left door mirror 2g . The image data illustrated in FIG . 
the angle of view from the road surface ) captured by the 7 includes the rotation reference points 601 and 602 in 
imaging unit 16d provided in the vehicle body . In the addition to the front wheel 3F and the rear wheel 3R . A 
embodiment , the parameter storage unit 501 stores a mag center position 701 of the image data illustrated in FIG . 7 is 
nification and minification rate for image data as the range the intersection point between the optical axis of the imaging 
specifying information on which the range of the image data 25 unit 16b and the road surface . The center position 701 has 
to be displayed is specified ; however , any type of informa - coordinates 0 ( u0 , v0 ) . 
tion may be stored as the range specifying information In the example illustrated in FIG . 7 , a u axis is oriented in 
insofar as the display range of image data to be displayed is a horizontal direction , and a v axis is oriented in a vertical 
specified based on that information , and for example , the direction . The first rotation reference point 601 is repre 
range specifying information may be the height of each of 30 sented by coordinates a ' ( ul ' , v1 ' ) , and the second rotation 
the imaging units 16b and 16d from the road surface , the reference point 602 is represented by coordinates b ' ( u2 ' , v2 ' ) 
angle of view of each imaging unit , and the like . ( the x coordinate ul ' of the first rotation reference point 601 

The acquisition unit 512 acquires the image data items on the front wheel 3F side is greater than the x coordinate u2 ' 
captured by the imaging units . The acquisition unit 512 of the second rotation reference point 602 on the rear wheel 
acquires the image data captured by the imaging unit 16b 35 3R side ) . 
provided on a left side of the vehicle body , and the image In the example illustrated in FIG . 7 , it can be confirmed 
data captured by the imaging unit 16d provided on a right that the first rotation reference point 601 and the second 
side of the vehicle body . rotation reference point 602 deviate from each other ( are 

The image processing unit 513 includes a rotation control inclined ) in the direction of the v axis . That is , when the 
unit 521 ; a magnification and minification control unit 522 ; 40 image data illustrated in FIG . 7 is rotated by only a / 2 in a 
a distortion correction unit 524 ; and a synthesis unit 523 . direction of A , a deviation between an upward direction 
The image processing unit 513 performs image processing ( direction of the v axis ) of the image data and the advance 
for the image data acquired by the acquisition unit 512 , and direction of the vehicle 1 occurs . The inclination of a straight 
generates image data to be displayed on the display device line a ' b ' is required to be corrected to prevent the occurrence 

45 of this deviation . 
According to the angular information stored in the param - In the embodiment , the parameter storage unit 501 stores 

eter storage unit 501 , the rotation control unit 521 controls the angular information for correcting the inclination of the 
the rotation of the image data captured by the imaging unit straight line a ' b ' . In other words , the rotation control unit 521 
16b and the image data captured by the imaging unit 16d moves a plurality of the rotation reference points 601 and 
provided on the right side of the vehicle body 2 . 50 602 included in the image data to positions at which the 

The rotation angle in rotation control is achieved based on inclination is corrected by controlling the rotation of the 
the angular information stored in the parameter storage unit image data based on the angular information ( the line 
501 . Hereinafter , the angular information stored in the connecting the rotation reference points 601 and 602 is 
parameter storage unit 501 will be described . parallel to a vertical direction of the display device 8 ) . 

In the embodiment , angular information is set in such a 55 That is , when the rotation control unit 521 performs 
way that imaginary reference points ( hereinafter , which is rotation control to display the image data on the display 
referred to as rotation reference points ) included in image device 8 , the rotation control unit 521 rotates the image data 
data are displayed at proper positions . by / 2 , and corrects the inclination of the line connecting the 

FIG . 6 is a view illustrating a positional relationship rotation reference points 601 and 602 , based on the incli 
between the imaginary rotation reference points and the 60 nation of the imaging unit 16b . In other words , the rotation 
vehicle 1 so as to set the angular information before the control unit 521 controls the rotation of the image data based 
vehicle 1 is shipped out of a factory . In the example on the angular information in such a way that the plurality 
illustrated in FIG . 6 , imaginary rotation reference points 601 of rotation reference points included in the image data are set 
and 602 are used as the positions of reference to obtain at pre - set positions . In the embodiment , the positions of the 
angular information for rotating the image data captured by 65 rotation reference points 601 and 602 after being rotated are 
the imaging unit 16b of the vehicle 1 . A first imaginary set in such a way that the line connecting the rotation 
rotation reference point 601 is positioned on an extension reference points 601 and 602 is parallel to the axis of a 

the 
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display region of the display device 8 in an upward direction FIG . 8 is a diagram illustrating an example of rotation 
( in a height direction ) . In the embodiment , the line connect controlled image data . As illustrated in FIG . 8 , when the 
ing the rotation reference points 601 and 602 is parallel to image data is rotated by m / 2 , and is further rotated by an 
the vertical direction of the image data ; however , the angle of 81 , the line connecting the rotation reference points 
embodiment is not limited to parallelism therebetween , and 5 601 and 602 becomes ( substantially ) parallel to a y axis ( the 
for example , the line connecting the rotation reference points vertical direction of the display device 8 ) . 
601 and 602 may be substantially parallel to the vertical In the embodiment , the parameter storage unit 501 stores 
direction of the image data . Hereinafter , angular information the rotation angles of 81 and 62 for performing rotation will be described . control as items of the angular information ; however , any As described above , due to the inclination of the imaging 10 " type of angular information may be stored insofar as the unit 16b , the straight line a ' b ' is inclined relative to the u axis . rotation control unit 521 can correct the inclinations of the An inclination 61 can be represented by Expression ( 1 ) . imaging units 16b and 16d based on that angular informa 

81 = tan - ' ( v1 ' - v2 ' ) / ( ul ' - u2 ' ) ( 1 ) tion , and for example , the inclinations 81 and 82 of the 
Similarly , when an image is captured by the imaging unit 15 straight lines a ' b ' and a " b " may be stored as items of the 

16d provided in the right door mirror 2g , due to the angular information . 
inclination of the imaging unit 16d , an inclination 62 of a In order to display image data ( in other words , to magnify 
straight line a " b " connecting the rotation reference points and minify image data ) in a predetermined region of the 
601 and 602 can be represented by Expression ( 2 ) . The display device 8 , the magnification and minification control 
rotation reference points positioned on the right side have 20 unit 522 controls the magnification and minification of the 
coordinates a " ( ul " , v1 " ) and coordinates b " ( u2 " , v2 " ) , rotation - controlled image data , based on the range specify 
respectively . ing information stored in the parameter storage unit 501 . In 

82 = tan - ' ( v1 " - 12 " ) / ( u1 " - u2 " ) the embodiment , the parameter storage unit 501 stores a 
magnification and minification rate for image data as the 

When the image data items captured by the imaging units 25 range specifying information . A technique of calculating a 
166 and 16d are displayed on the display device 8 , the magnification and minfication rate will be described . 
rotation control unit 521 controls the rotation of the image FIG . 9 is a view illustrating a positional relationship 
data items while taking the aforementioned inclinations into between imaginary magnification and minification reference 
consideration . In the embodiment , when the image data points and the vehicle 1 so as to set the range specifying 
items are displayed on the display device 8 , the rotation of 30 information before the vehicle 1 is shipped out of the 
the image data items captured by the imaging units 16b and factory . A first magnification and minification reference 
16d provided on the door mirrors 2g is controlled in such a point 901 illustrated in FIG . 9 is positioned to serve as a 
way that the advance direction of the vehicle 1 is aligned reference point when image data is magnified and minified . 
with an upward direction of the display device 8 . At this A second magnification and minification reference point 902 
time , correction is performed based on the inclinations # 1 35 illustrated in FIG . 9 is set to be at a position in the advance 
and 82 of the imaging units 16b and 16d . direction of the vehicle body 2 relative to the first imaginary 
When the rotation control unit 521 controls the rotation of magnification and minification reference point 901 as a 

the image data captured by the imaging unit 16b provided on reference point , with that position being present on the 
the left door mirror 2g , the rotation control unit 521 rotates boundary of a range in which an occupant wishes to display 
the image data by a rotation angle of 01 represented by 40 image data on the display device 8 . A third magnification 
Expression ( 3 ) . and minification reference point 903 is set to be at a position 

01 = - ( / 2 + 81 ) in a direction perpendicular to the advance direction of the 
vehicle body 2 relative to the first imaginary magnification 

Similarly , when the rotation control unit 521 controls the and minification reference point 901 as a reference point , 
rotation of the image data captured by the imaging unit 160 45 with that position being present on the boundary of the range 
provided on the right door mirror 2g , the rotation control in which the occupant wishes to display the image data on 
unit 521 rotates the image data by a rotation angle of 02 the display devices 
represented by Expression ( 4 ) . That is , the acquisition unit 512 acquires image data from 

02 = ( 1 / 2 - 82 ) ( 4 ) the left imaging unit 16b , with the imaging range of the 
50 image data including the first imaginary magnification and 

The control of rotation of each pixel included in image minification reference point ; the second magnification and data is performed relative to the coordinates 0 ( u0 , v0 ) of the minification reference point that is separated by a first center position 701 as a reference position . Specifically , the distance from the first magnification and minification refer rotation control unit 521 uses Expression ( 5 ) for the con ence point in the advance direction of the vehicle body 2 ; version of x coordinates , and Expression ( 6 ) for the conver 55 and the third magnification and minification reference point sion of y coordinates when rotating the pixels by a rotation that is separated by a second distance from the first magni 
angle of 01 . ( u , v ) is coordinates of each pixel before rotation fication and minification reference point in the direction control is performed , and ( x , y ) is coordinates of each pixel perpendicular to the advance direction of the vehicle body 2 . after the rotation control is performed . Expressions ( 5 ) and The setting unit 511 calculates a magnification and mini 
( 6 ) are used to control the rotation of the image data captured 60 fication rate in such a way that the first magnification and by the imaging unit 16b of the left door mirror 2g , and minification reference point 901 in the captured image data similarly , the image data captured by the imaging unit 16d is set to be at a predetermined position in the display region of the right door mirror 2g is controlled to be rotated by 02 of the display device 8 , and the second magnification and instead of 01 , and thus a description thereof will be omitted . minification reference point 902 and the third magnification 

x = ( u - u0 ) xcos 01 - ( v = v0 ) xsin 01 ( 5 ) 65 and minification reference point 903 in the image data are 
positioned on an outer ( outermost ) circumference of the 

y = ( u - u0 ) xsin 01 + ( v = v0 ) xcos 01 ( 6 ) display region of the display device 8 . 
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Similarly , the acquisition unit 512 acquires image data point and coordinates ( x3 , y3 ) 1013 of the third magnifica 
from the right imaging unit 16d , with the imaging range of tion and minification reference point are disposed on an 
the image data including a fourth imaginary magnification outer circumference of a display region 1014 . The parameter 
and minification reference point ; a fifth magnification and storage unit 501 stores the calculated magnification and 
minification reference point that is separated by a third 5 minification rate point as range specifying information . The 
distance from the fourth magnification and minification range specifying information is set in such a way that a 
reference point in the advance direction of the vehicle body plurality of the magnification and minification reference 
2 , and a sixth magnification and minification reference point points including in the image data are displayed at the 
that is separated by a fourth distance from the fourth predetermined positions ( outer circumference of the display 
magnification and minification reference point in the direc - 10 region and the predetermined coordinates ) . The synthesis 
tion perpendicular to the advance direction of the vehicle unit 523 trims the image data in such a way that a display 
body 2 . Similarly , the setting unit 511 calculates a magni - region for the image data is exactly aligned with the display 
fication and minification rate in such a way that the fifth region 1014 . The size of the display region to be trimmed 
magnification and minification reference point and the sixth may be pre - set . 
magnification and minification reference point in the image 15 The magnification and minification control unit 522 con 
data are positioned on an outer ( outermost ) circumference of trols the magnification and minification of the image data 
a display region of the display device 8 . according to the magnification and minification rate stored 

In the embodiment , in addition to the processes of rotat - in the parameter storage unit 501 . In other words , the 
ing , magnifying , and minifying image data , distortion magnification and minification control unit 522 controls the 
induced by the wide - angle lens is also corrected . 20 magnification and minification of the image data in such a 

FIG . 10 is a diagram illustrating the magnification and way that the plurality of magnification and minification 
minification reference points included in image data , and the reference points included in the image data are displayed at 
distortion of the image data captured by the imaging unit the pre - set positions . Thereafter , the synthesis unit 523 trims 
16b . away the magnified or minified image data in such a way 

A wide - angle lens with a small focal distance is mounted 25 that the range not included in the display region of the 
in each of the imaging units 16b and 16d so as to increase display device 8 is removed . 
an imaging range . When an image of a range with a wide FIG . 11 is a diagram illustrating an example of a screen 
angle of view is captured , distortion of image data is displayed on the display device 8 in the embodiment . In the 
increased corresponding to the wide angle of view . example illustrated in FIG . 11 , a plurality of items of image 

In the embodiment , the distortion correction unit 524 30 data captured by the imaging unit 16 are allocated to and are 
corrects the distortion of the image data items captured by displayed in regions of a display region 1100 . The image 
the imaging units 16b and 16d . FIG . 10 illustrates image data data , which is captured by the imaging unit 16b provided in 
that is corrected for distortion by the distortion correction the left door mirror 2g , is displayed in a display region 1101 , 
unit 524 . After the distortion of the image data is corrected , and the image data , which is captured by the imaging unit 
a boundary line 1001 becomes the outermost circumference 35 16d provided in the right door mirror 2g , is displayed in a 
of the image data . However , when the distortion of the image display region 1102 . The image data , which is captured by 
data is completely corrected , a dotted line 1002 becomes the the imaging unit 16a provided in the end portion 2c on the 
outermost circumference of the image data . front side of the vehicle body 2 , is displayed in a display 
When the distortion of the image data is completely region 1103 . 

eliminated in this manner , visibility is improved , but the 40 FIG . 12 is a diagram illustrating a positional relationship 
display range of the display device 8 is decreased . Accord between the reference points of image data displayed in the 
ingly , in the embodiment , the distortion correction unit 524 display region 1101 of the display device 8 in the embodi 
corrects the distortion of the image data in such a way that ment . As illustrated in FIG . 12 , the image data captured by 
the distortion induced by the wide - angle lens remains un the imaging unit 16b is displayed in the display region 1101 
eliminated to some extent . The second magnification and 45 of the display device 8 , with coordinates 1201 being set as 
minification reference point is corrected from coordinates the origin . As illustrated in FIG . 12 , the setting unit 511 sets 
1021 to coordinates 1012 due to the correction of distortion . a magnification and minification rate in such a way that the 

That is , when the distortion correction unit 524 corrects first magnification and minification reference point is dis 
distortion induced by the wide - angle lens of each of the played at coordinates ( px , py ) 1211 , the second magnifica 
imaging units 16b and 16d , the distortion correction unit 524 50 tion and minification reference point is displayed at coordi 
performs a distortion correction process at a distortion nates 1212 , and the third magnification and minification 
correction rate which is set such that distortion in an outer reference point is displayed at coordinates 1213 . 
circumferential region of each of the captured image data description to be given hereinafter relates to a technique 
items remains un - eliminated to some extent so as to display by which the setting unit 511 calculates the magnification 
a predetermined range of external environment of the 55 and minification rate of image data in such a way that the 
vehicle body 2 , and the image of the vicinity of the vehicle image data is displayed on the display device 8 . 
2 is not substantially distorted . For example , the predeter - In the embodiment , a magnification and minification rate 
mined range of display of the display device 8 is set to in a vertical direction ( in a Y - direction ) , and a magnification 
include a distance of 5 m in the advance direction when the and minification rate in a horizontal direction ( in an X - di 
vehicle body 2 turns ; however , the predetermined range of 60 rection ) are separately calculated . The setting unit 511 
display is properly set according to embodiments . calculates a magnification and minification rate Scale Y in 

As illustrated in FIG . 10 , the setting unit 511 calculates a the vertical direction in the Y - direction ) using Expression 
magnification and minification rate in such a way that ( 7 ) . In the image data illustrated in FIG . 10 , the first 
coordinates ( x1 , y1 ) 1011 of the first magnification and magnification and minification reference point is repre 
minification reference point are displayed at a predetermined 65 sented by the coordinates ( x1 , yl ) 1011 , and the second 
position on the display device 8 , and the coordinates ( x2 , y2 ) magnification and minification reference point is repre 
1012 of the second magnification and minification reference sented by the coordinates ( x2 , y2 ) 1012 . 
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Scale Y = py / ( the distance between the first magnifi In the embodiment , the acquisition unit 512 acquires first 

cation and minification reference point and the image data and second image data . The first image data is second magnification and minification reference 
point in the Y - direction ) = py / \ yl - y2 | | image data captured by the imaging unit 16b provided on the 

left side of the vehicle body 2 , and the imaging range of the 
Subsequently , the setting unit 511 calculates a magnifi - 5 first image data includes a left front wheel and a left rear 

cation and minification rate Scale X in the horizontal direc wheel that is positioned differently from the left front wheel tion ( in the X - direction ) using Expression ( 8 ) . In the image in the advance direction of the vehicle body 2 . The second data illustrated in FIG . 10 , the first magnification and image data is image data captured by the imaging unit 160 , 
minification reference point is represented by the coordi and the imaging range of the second image data includes a 
nates ( xl , yl ) 1011 , and the third magnification and mini - 10 right front wheel and a right rear wheel that is positioned 
fication reference point is represented by the coordinates differently from the right front wheel in the advance direc 
( x3 , y3 ) 1013 . tion of the vehicle body 2 . 

In the embodiment , the periphery monitoring ECU 14 Scale X = px / ( the distance between the first magnifi performs a process of rotating , correcting the distortion of , cation and minification reference point and the 
third magnification and minification reference 15 magnifying and minifying , and trimming the image data 
point in the X - direction ) = px / \ x1 – x3 | captured by the imaging unit 16b and the image data 

The magnification and minification control unit 522 per captured by the imaging unit 16d according to the conditions 
forms magnification and minification control and moves the of each of the image data items . Accordingly , the image data 
reference coordinates based on the magnification and mini output from the output unit 514 , a left front wheel 1311 
fication rate Scale Y in the Y - direction and the magnification 20 ion 20 displayed in the region 1301 and a right front wheel 1312 
and minification rate Scale X in the X - direction . displayed in the region 1302 have substantially the same 

Expression ( 9 ) is used in the conversion of the x coordi coordinate value ( vicinity coordinates ) in the axis of the 
display device 8 in the height ( upward ) direction that nates of the image data associated with the magnification 

and minification control and the movement of the reference corresponds to the advance direction of the vehicle body 2 . 
coordinates , and Expression ( 10 ) is used in the conversion of 25 nof 25 In addition , the image data output from the output unit 514 , 
the y coordinates of the image data associated therewith . The a left rear wheel 1313 displayed in the region 1301 and a 
coordinates of an arbitrary pixel included in the image data right rear wheel 1314 displayed in the region 1302 have 

substantially the same coordinate value ( vicinity coordi are ( x , y ) before being converted , and ( x ' , y ' ) after being nates ) in the axis of the display device 8 in the height converted . 30 ( upward ) direction that corresponds to the advance direction 
x ' = ( x - x1 ) xScale X - ( - px ) ( 9 ) of the vehicle body 2 . 

That is , in the related art , when the left imaging unit and 
the right imaging unit 16d are not symmetrical in the lateral 

y ' = ( y - yl ) xScale Y - ( - py ) ( 10 ) direction , and the positions of the left imaging unit and the 
Each of pixels included in the image data is converted 35 right imaging unit 16d are different from each other in a 

using Expressions ( 9 ) and ( 10 ) , and thus image data to be height direction of the vehicle body 2 , even if the left front 
displayed on the display device 8 is generated . wheel and the right front wheel are adjusted to have the same 

In the embodiment , the image data that is captured by the coordinates in the height ( upward ) direction , it is not easy to 
imaging unit 16a provided in the end portion 2c on the front adjust the coordinates of the left rear wheel and the right rear 
side of the vehicle body 2 is magnified and minified , and is 40 wheel to be the same coordinates in the height ( upward ) 
trimmed so as to display the image in the display region direction . In contrast , in the embodiment , each of the image 
1103 of the display device 8 , which is not described . data items captured by the imaging units 165 and 16d is 

The synthesis unit 523 generates image data to be dis - rotated , corrected for distortion , and magnified and minified 
played on the display device 8 by synthesizing the image according to the conditions of each of the image data items , 
data items and the like processed by the magnification and 45 and thus a plurality of positions can be aligned with each 
minification control unit 522 . other in the height ( upward ) direction . 

FIG . 13 is a diagram illustrating the image data synthe - In the example illustrated in FIG . 13 , the output unit 514 
sized by the synthesis unit 523 . As illustrated in FIG . 13 , a outputs image data in which the positions of a rear end 
region 1301 included in the synthesized image data displays portion of the left front wheel , a rear end portion of the right 
a result that is generated by rotating , correcting the distortion 50 front wheel , a front end portion of the left rear wheel , and a 
of , and magnifying and minifying the image data captured front end portion of the right rear wheel are used as reference 
by the imaging unit 16b provided in the left door mirror 2g . positions , and these reference positions are adjusted to have 
In addition , a region 1302 displays a result that is generated the same coordinate value . However , the reference positions 
by rotating , and magnifying and minifying the image data are not limited to the example illustrated in FIG . 13 , and for 
captured by the imaging unit 16d provided in the right door 55 example , the positions of front end portions of both the front 
mirror 2g . In addition , a region 1303 displays a result that is wheels and the rear wheels may be used as reference 
generated by processing the image data captured by the positions , or the positions of rear end portions of both the 
imaging unit 16a provided in the end portion 2c on the front front wheels and the rear wheels may be used as the 
side of the vehicle body 2 . A region 1304 displays informa reference positions . In addition , the positions of the centers 
tion regarding the inclination of the vehicle body 2 and the 60 of the front wheel and the rear wheel , in other words , the 
like . positions of the axles of the front wheel and the rear wheel 

In the display device 8 in the embodiment , the image data may be used as the reference positions , and may be adjusted 
displayed in the region 1301 and the image data displayed in to have the same coordinates . In addition , the reference 
the region 1302 represent the results which are generated by positions are not limited to positions related to the wheels , 
rotating , correcting the distortion of , and magnifying and 65 and positions related to the doors , winkers , or the like of the 
minifying the image data items according to the imaging vehicle body 2 may be used as the reference positions . The 
units 16b and 16d . positions of a front end portion and a rear end portion of the 
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vehicle body 2 may be used as the reference positions , and rotation angles are a rotation angle for rotating the image 
may be adjusted to have the same coordinates . data captured by the imaging unit 16b , and a rotation angle 

In the embodiment , the region of display of the vehicle for rotating the image data captured by the imaging unit 16d . 
body 2 is not limited to the example illustrated in FIG . 13 . In addition , the setting unit 511 calculates a plurality of 
In the example illustrated in FIG . 13 , the display device 8 5 magnification and minification rates for displaying the 
displays the image data which is trimmed so as to include the image data items captured by the imaging units 16b and 16d 
front end portion of the vehicle body 2 and the front end in a proper display region of the display device 8 , based on 
portions of the rear wheels . However , the display region is reference points included in the captured image data items not limited to that in the embodiment , and the display device ( step S1503 ) . The plurality of magnification and minifica 8 may display image data that is trimmed to include the front 10 tion rates are a magnification and minification rate for end portion and the rear end portion of the vehicle body 2 . magnifying or minifying the image data captured by the In this case , the positions of the wheels may be used as imaging unit 16b , and a magnification and minification rate reference positions , or the positions of the front end portion for magnifying or minifying the image data captured by the and the rear end portion of the vehicle body 2 may be used 
as reference positions . 15 imaging unit 16d . 

In the embodiment , a combination of image data and The parameter storage unit 501 stores the plurality of 
various items of information are displayed ; however , a rotation angles in other words , angular information ) and the 
display mode is not limited to that in the embodiment . For plurality of magnification and minification rates ( in other 
example , the display device 8 may display a combination of words , range specifying information ) which are calculated 
only the result of rotating , and magnifying or minifying the 20 by the setting unit 511 ( step S1504 ) . 
image data captured by the imaging unit 16b provided in the Since these parameters are not changed even after the 
left door mirror 2g , and the result of rotating , and magni vehicle 1 is shipped out of the factory , these parameters can 
fying or minifying the image data captured by the imaging be used in image processing to be described later . In the 
unit 16d provided in the right door mirror 2g . FIG . 14 is a embodiment , the parameter storage unit 501 stores the 
diagram illustrating image data synthesized by the synthesis 25 rotation angles for rotating the image data items ; however , 
unit 523 in a modification example . the parameter storage unit 501 may store any type of 

Also in the example illustrated in FIG . 14 , in regions 1401 information insofar as the information can be used to 
and 1402 , the left front wheel 1311 and the right front wheel calculate the rotation angles for rotating the image data 
1312 are displayed at substantially the same coordinate items , and for example , the parameter storage unit 501 may 
value ( vicinity coordinates ) in the axis of the display device 30 store positional information regarding the imaging units 16b 
8 in the height ( upward ) direction , and the left rear wheel and 16d , or the like . 
1313 and the right rear wheel 1314 are displayed at sub Hereinafter , a process , which is performed by the periph 
stantially the same coordinate value ( vicinity coordinates ) in ery monitoring ECU 14 in the embodiment so as to display 
the axis of the display device 8 in the height ( upward ) image data on the display device 8 , will be described . FIG . 
direction . Accordingly , a driver can be prevented from 35 16 is a flowchart illustrating the sequence of this process 
considering a screen displayed on the display device 8 as performed by the periphery monitoring ECU 14 in the 
being unnatural , and thus it is possible to improve the ease embodiment . 
of use . First , the acquisition unit 512 acquires image data items 

Referring to the embodiment , image data items are cap - captured by the imaging units 16 ( step S1601 ) . 
tured by the plurality of imaging units 16 , the image data 40 Subsequently , according to the corresponding rotation 
items are rotated , and magnified or minified , the synthesis angles stored in the parameter storage unit 501 , the rotation 
unit 523 synthesizes the image data items , and then the control unit 521 controls the rotation of a plurality of items 
output unit 514 outputs the synthesized image data . of the image data , which are captured by the imaging units 

In other words , the imaged data items are rotated , and 165 and 16d , among the acquired image data items ( step 
magnified or minified in such a way that a plurality of 45 S1602 ) . 
reference points included in the image data items are respec - The distortion correction unit 524 corrects the distortion 
tively displayed at pre - set positions , and the output unit 514 of the plurality of items of rotation - controlled image data at 
outputs image data that is generated by combining the distortion correction rates which are respectively set for the 
plurality of items of image data generated in this manner . imaging units ( step S1603 ) . 

Hereinafter , a process , which is performed by the periph - 50 Thereafter , according to the corresponding magnification 
ery monitoring ECU 14 in the embodiment before the and minification rates stored in the parameter storage unit 
vehicle 1 is shipped out of the factory , will be described . 501 , the magnification and minification control unit 522 
FIG . 15 is a flowchart illustrating the sequence of this controls the magnification and minification of the plurality 
process performed by the periphery monitoring ECU 14 in of items of rotation - controlled image data ( step S1604 ) . 
the embodiment . 55 The synthesis unit 523 performs trimming in such a way 

First , the imaging units 16 of the vehicle 1 capture images that the plurality of items of rotation - controlled , and mag 
of the vicinity of the vehicle 1 ( step S1501 ) . The acquisition nified and minified image data are displayed in pre - set 
unit 512 acquires the image data items captured by the regions , and then generates image data to be displayed on 
imaging units 16 . The vicinity may include marks or the like the display device 8 by combining the plurality of items of 
which can serve as reference points to specify the inclina - 60 image data ( step S1605 ) . 
tions or the positions of the imaging units 16 . Subsequently , the output unit 514 outputs the image data , 

The setting unit 511 calculates the inclinations of the into which the plurality of items of image data are combined 
imaging units 16b and 16d based on the captured image data by the synthesis unit 523 , to the display device 8 ( step 
items , and then calculates a plurality of rotation angles S1606 ) . 
corresponding to the image data items captured by the 65 Following the sequence of the process , the display device 
imaging units 16b and 16d , based on the inclinations of the 8 can display the plurality of items of image data which are 
imaging units 16b and 16d ( step S1502 ) . The plurality of captured by the plurality of imaging units 165 and 16d 
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provided in the door mirrors 2g , without a deviation between range is wide compared to the on - road mode , and thus a 
the plurality of items of image data displayed on the right wide range of image data with a large distortion is displayed 
and left sides . on the display device 8 . 

In the embodiment , the plurality of items of image data Accordingly , when the driver watches the display device 
captured by the imaging units 16b and 16d provided in the 5 8 for their reference , the driver can recognize a wider range 
door mirrors 2g are controlled to be rotated at the corre - of situations in the off - road mode shown in FIG . 17B . 
sponding rotation angles , and are controlled to be magnified Switching between the on - road mode and the off - road mode 
and minified at the corresponding magnification and mini - may be made according to an operation by the driver , or may 
fication rates , and then the plurality of items of image data be automatically made . 
are combined together . Therefore , it is possible to prevent 10 That is , in the on - road mode , it is possible to improve the 
the occurrence of a deviation between the ranges and the visibility of the driver by displaying a narrow range of image 
positions of the image data items to be displayed on the data with a small distortion , and in the off - road mode , it is 
display device 8 . Accordingly , it is possible to prevent the possible to recognize a wider range of situations by display 
displayed image data items from being unnaturally seen , and ing a wide range of image data with a large distortion . As 
a driver can easily understand the vicinity environment of 15 such , since image data is displayed depending on situations , 
the vehicle 1 . When the driver watches the display device 8 it is possible to reduce burden when steering the vehicle 1 . 
for their reference , it is possible to improve the visibility of In one example , a periphery monitoring apparatus accord 
the driver by preventing the occurrence of a deviation ing to an aspect of this disclosure includes : an acquisition 
between the displayed image data items . As a result , it is unit configured to acquire first image data that is captured by 
possible to reduce burden in driving the vehicle 1 . 20 a first imaging unit provided on a left side of a vehicle body , 

and second image data that is captured by a second imaging 
Second Embodiment unit provided on a right side of the vehicle body ; and an 

output unit configured to combine third image data which is 
In the first embodiment , even if the vehicle 1 travels , the generated by rotating , and magnifying or minifying the first 

imaging units 16 and 16d are corrected at the pre - set 25 image data in such a way that a plurality of first reference 
distortion correction rates . However , there is assumed to be points included in the first image data are respectively 
a situation in which the driver wishes to display image data displayed at pre - set first positions , and fourth image data 
in a wider range even if the image data is distorted to some which is generated by rotating , and magnifying or minifying 
extent . An example of this situation is a case in which the the second image data in such a way that a plurality of 
vehicle 1 travels off a road , and since the field of vision is 30 second reference points included in the second image data 
not good in this case compared to when the vehicle 1 travels are respectively displayed at pre - set second positions , and to 
on the road , the display device 8 is required to display image output the combined image data . Accordingly , for example , 
data in a wider range . In an example illustrated in a second a deviation between the displayed image data items does not 
embodiment , a display range of the display device 8 is occur , and thus it is possible to improve visibility , and to 
switched depending on situations . In the embodiment , the 35 reduce burden in driving the vehicle . 
same components as in the first embodiment will be not In one example , the periphery monitoring apparatus 
described . according to the aspect of this disclosure may further include 

FIGS . 17A and 17B are views illustrating a case in which a storage unit configured to store first angular information 
the switching of displayed image data is made depending on for rotating the first image data based on the inclination of 
travel situations of the vehicle 1 . In the example illustrated 40 the first imaging unit provided on the left side of the vehicle 
in FIGS . 17A and 17B , FIG . 17A illustrates image data that body , and second angular information for rotating the second 
is generated when the vehicle 1 travels in an on - road mode , image data based on the inclination of the second imaging 
and FIG . 17B illustrates image data that is generated when unit provided on the right side of the vehicle body . The 
the vehicle 1 travels in an off - road mode . output unit may combine the third image data that is 

A dotted line 1701 represents an outer circumference 45 generated by rotating , and magnifying or minifying the first 
when the distortion of the image data is completely cor - image data according to the first angular information , and 
rected while the vehicle 1 travels in the on - road mode shown the fourth image data that is generated by rotating , and 
in FIG . 17A . In the embodiment , when the distortion cor - magnifying or minifying the second image data according to 
rection unit 524 corrects the distortion of the image data in the second angular information , and output the combined 
the on - road mode , a boundary line 1702 becomes the 50 image data . Accordingly , for example , it is possible to 
outermost circumference of the image data . A region 1703 in prevent the occurrence of a deviation between the displayed 
the image data bounded by the boundary line 1702 repre - image data items by performing rotation control according 
sents a range to be displayed on the display device 8 . to the angular information stored in the storage unit . As a 

The dotted line 1701 represents the outer circumference result , it is possible to improve visibility , and to reduce 
when the distortion of the image data is completely cor - 55 burden in driving the vehicle . 
rected while the vehicle 1 travels in the off - road mode shown In one example , the periphery monitoring apparatus 
in FIG . 17B . In the embodiment , when the distortion cor - according to the aspect of this disclosure may further include 
rection unit 524 corrects the distortion of the image data in a storage unit configured to store first range specifying 
the off - road mode , a boundary line 1711 becomes the information for magnifying or minifying the first image data 
outermost circumference of the image data . As such , a 60 based on positional information regarding the first imaging 
distortion correction rate in the off - road mode shown in FIG . unit provided in the vehicle body , and second range speci 
17B is set to be smaller than that in the on - road mode shown fying information for magnifying or minifying the second 
in FIG . 17A . A region 1712 in the image data bounded by the image data based on positional information regarding the 
boundary line 1711 represents a range to be displayed on the second imaging unit provided in the vehicle body . The 
display device 8 . The region 1712 in FIG . 17B is set to be 65 output unit may combine the third image data that is 
wider than the region 1703 in FIG . 17A . In the off - road generated by rotating the first image data , and magnifying or 
mode , the distortion correction rate is small and the display minifying the first image data according to the first range 



US 9 , 994 , 157 B2 
19 20 

specifying information , and the fourth image data that is the displayed image data items does not occur , and thus it is 
generated by rotating the second image data , and magnify possible to improve visibility , and to reduce burden in 
ing or minifying the second image data according to the driving the vehicle . 
second range specifying information , and output the com - Hereinafter , supplementary notes related to the aforemen 
bined image data . Accordingly , for example , it is possible to 5 tioned embodiments are disclosed . 
prevent the occurrence of a deviation between the displayed Supplementary Note 1 
image data items by performing magnification or minifica A periphery monitoring apparatus includes an acquisition 
tion control according to the range specifying information unit configured to acquire first image data which is captured 
stored in the storage unit . As a result , it is possible to by a first imaging unit provided on a left side of a vehicle 
improve visibility , and to reduce burden in driving the the 10 body , and the imaging range of which includes a first 

reference position and a second reference position that is vehicle . positioned differently from the first reference position in an In one example , in the periphery monitoring apparatus advance direction of the vehicle body , and to acquire second according to the aspect of this disclosure , the acquisition unit image data which is captured by a second imaging unit may acquire the first image data , the imaging range of which 15 provided on a right side of the vehicle body , and the imaging 
includes a first reference point , a second reference point that range of which includes a third reference position and a 
is separated from the first reference point in an advance fourth reference position that is positioned differently from 
direction of the vehicle body , and a third reference point that the third reference position in the advance direction of the 
is separated from the first reference point in a direction vehicle body ; and an output unit configured to magnify or 
perpendicular to the advance direction of the vehicle body as 20 minify at least one of the first image data and the second 
a plurality of left reference points , and the second image image data in such a way that the first reference position 
data , the imaging range of which includes a fourth reference included in the first image data to be displayed on a display 
point , a fifth reference point that is separated from the fourth device , and the third reference position included in the 
reference point in the advance direction of the vehicle body , second image data to be displayed on the display device 
and a sixth reference point that is separated from the fourth 25 have vicinity coordinates in a first direction in a display 
reference point in the direction perpendicular to the advance region of the display device which corresponds to the 
direction of the vehicle body as a plurality of right reference advance direction , and the second reference position 
points . Since it is possible to magnify or minify the image included in the first image data , and the fourth reference 
data items using the first to sixth reference points as refer - position included in the second image data have vicinity 
ence points , the image data items can be properly displayed 30 coordinates in the first direction , and to output the magnified 
in a range . As a result , it is possible to improve visibility , and or minified image data items , when the first image data and 
to reduce burden in driving the vehicle . the second image data are output to the display device . 

In one example , in the periphery monitoring apparatus Accordingly , for example , a deviation between the displayed 
according to the aspect of this disclosure , when distortion right and left wheels does not occur , and thus it is possible 
induced by a wide - angle lens of each of the first imaging unit 35 to improve visibility , and to reduce burden in driving the 
and the second imaging unit is corrected , the output unit may vehicle . 
output the third image data and the fourth image data Supplementary Note 2 
generated by performing a distortion correction process at a In the periphery monitoring apparatus , the acquisition unit 
distortion correction rate which is set such that distortion in acquires the first image data and the second image data . The 
an outer circumferential region of each of the first image 40 first image data is image data captured by the first imaging 
data and the second image data remains un - eliminated to unit provided on the left side of the vehicle body , and the 
some extent so as to display a predetermined range of imaging range of the first image data includes a left front 
external environment of the vehicle body . Since it is possible wheel of the vehicle body as the first reference position , and 
to display a wide range of external environments by per a left rear wheel of the vehicle body as the second reference 
forming the distortion correction process at the aforemen - 45 position which is positioned differently from the first refer 
tioned distorsion correction rates , it is possible to improve ence position in the advance direction of the vehicle body . 
visibility , and to reduce burden in driving the vehicle . The second image data is image data captured by the second 

In one example , a periphery monitoring system according imaging unit provided on the right side of the vehicle body , 
to another aspect of this disclosure includes : a first imaging and the imaging range of the second image data includes a 
unit that is provided on a left side of a vehicle body and 50 right front wheel as the third reference position , and a right 
captures an image of the vicinity of the left side of the rear wheel as the fourth reference position which is posi 
vehicle body ; a second imaging unit that is provided on a tioned differently from the third reference position in the 
right side of the vehicle body and captures an image of the advance direction of the vehicle body . For example , a 
vicinity of the right side of the vehicle body ; an acquisition deviation between the displayed right and left wheels does 
unit configured to acquire first image data captured by the 55 not occur , and thus it is possible to improve visibility , and to 
first imaging unit , and second image data captured by the reduce burden in driving the vehicle . 
second imaging unit ; and in which a display unit configured Several embodiments of this disclosure have been 
to combine third image data which is generated by rotating , described , and these embodiments are presented as 
and magnifying or minifying the first image data in such a examples , and are not intended to limit the scope of this 
way that a plurality of first reference points included in the 60 disclosure . New embodiments can be realized in other 
first image data are respectively displayed at pre - set first various forms , and omissions , replacements , and changes 
positions , and fourth image data which is generated by can be made in various forms insofar as these omissions , 
rotating , and magnifying or minifying the second image data replacements , and changes do not depart from the purport of 
in such a way that a plurality of second reference points this disclosure . The embodiments and the modification are 
included in the second image data are respectively displayed 65 included in the scope and purport of this disclosure , and are 
at pre - set second positions , and to display the combined included in this disclosure disclosed in the claims , and the 
image data . Accordingly , for example , a deviation between equivalent range . 
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The principles , preferred embodiment and mode of opera data based on positional information regarding the first 
tion of the present invention have been described in the imaging unit provided in the vehicle body , and right 
foregoing specification . However , the invention which is range specifying information for magnifying or mini 
intended to be protected is not to be construed as limited to fying the second image data based on positional infor 
the particular embodiments disclosed . Further , the embodi - 5 mation regarding the second imaging unit provided in 
ments described herein are to be regarded as illustrative the vehicle body , 
rather than restrictive . Variations and changes may be made wherein the output unit combines the third image data that 
by others , and equivalents employed , without departing is generated by rotating the first image data , and 
from the spirit of the present invention . Accordingly , it is magnifying or minifying the first image data according 
expressly intended that all such variations , changes and 10 to the left range specifying information , and the fourth 
equivalents which fall within the spirit and scope of the image data that is generated by rotating the second 
present invention as defined in the claims , be embraced image data , and magnifying or minifying the second 
thereby . image data according to the right range specifying 
What is claimed is : information , and outputs the combined image data . 
1 . A periphery monitoring apparatus comprising : 15 4 . The periphery monitoring apparatus according to claim 
an acquisition unit configured to acquire first image data 1 , 

that is captured by a first imaging unit provided on a left wherein when distortion induced by a wide - angle lens of 
side of a vehicle body , and second image data that is each of the first imaging unit and the second imaging 
captured by a second imaging unit provided on a right unit is corrected , the output unit outputs the third image 
side of the vehicle body ; and data and the fourth image data generated by performing 

an output unit configured to combine third image data a distortion correction process at a distortion correction 
which is generated by rotating , and magnifying or rate which is set such that distortion in an outer 
minifying the first image data in such a way that a circumferential region of each of the first image data 
plurality of left reference points included in the first and the second image data remains un - eliminated to 
image data are respectively displayed at pre - set posi - 25 some extent so as to display a predetermined range of 
tions , and fourth image data which is generated by external environment of the vehicle body . 
rotating , and magnifying or minifying the second 5 . The periphery monitoring apparatus according to claim 
image data in such a way that a plurality of right 1 , further comprising : 
reference points included in the second image data are a setting unit calculates a magnification and minification 
respectively displayed at pre - set positions , and to out - 30 rate in such a way that the first reference point in the 
put the combined image data ; and captured image data is set to be at a predetermined 

wherein the acquisition unit acquires the first image data , position in a display region of a display device , and the 
the imaging range of which includes a first reference second reference point and the third reference point in 
point , a second reference point that is separated from the image data are positioned on an outer circumfer 
the first reference point in an advance direction of the 35 ence of the display region of the display device : and 
vehicle body , and a third reference point that is sepa the setting unit calculates a magnification and minification 
rated from the first reference point in a direction rate in such a way that the fourth reference point in the 
perpendicular to the advance direction of the vehicle captured image data is set to be at a predetermined 
body as the plurality of left reference points , and the position in a display region of the display device , and 
second image data , the imaging range of which 40 the fifth reference point and the sixth reference point 
includes a fourth reference point , a fifth reference point and in the image date are positioned on an outer 
that is separated from the fourth reference point in the circumference of the display region of the display 
advance direction of the vehicle body , and a sixth device . 
reference point that is separated from the fourth refer 6 . A periphery monitoring system comprising : 
ence point in the direction perpendicular to the advance 45 a first imaging unit that is provided on a left side of a 
direction of the vehicle body as the plurality of right vehicle body and captures an image of the vicinity of 
reference points the left side of the vehicle body ; 

2 . The periphery monitoring apparatus according to claim a second imaging unit that is provided on a right side of 
1 , further comprising : the vehicle body and captures an image of the vicinity 

a storage unit configured to store left angular information 50 of the right side of the vehicle body ; 
for rotating the first image data based on the inclination an acquisition unit configured to acquire first image data 
of the first imaging unit provided on the left side of the captured by the first imaging unit , and second image 
vehicle body , and right angular information for rotating data captured by the second imaging unit ; and 
the second image data based on the inclination of the a display unit configured to combine third image data 
second imaging unit provided on the right side of the 55 which is generated by rotating , and magnifying or 
vehicle body , minifying the first image data in such a way that a 

wherein the output unit combines the third image data that plurality of first reference points included in the first 
is generated by rotating , and magnifying or minifying image data are respectively displayed at pre - set first 
the first image data according to the left angular infor positions , and fourth image data which is generated by 
mation , and the fourth image data that is generated by 60 rotating , and magnifying or minifying the second 
rotating , and magnifying or minifying the second image data in such a way that a plurality of second 
image data according to the right angular information , reference points included in the second image data are 
and outputs the combined image data . respectively displayed at pre - set second positions , and 

3 . The periphery monitoring apparatus according to claim to display the combined image data ; and 
1 , further comprising : 65 wherein the acquisition unit acquires the first image data , 

a storage unit configured to store left range specifying the imaging range of which includes a first reference 
information for magnifying or minifying the first image point , a second reference point that is separated from 
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the first reference point in an advance direction of the vehicle body , and the second reference position 
vehicle body , and a third reference point that is sepa included in the first image data , and the fourth 
rated from the first reference point in a direction reference position included in the second image data 
perpendicular to the advance direction of the vehicle have vicinity coordinates in the first direction , and to 
body as the plurality of left reference points , and the 5 output the magnified or minified image data items , 

when the first image data and the second image data second image data , the imaging range of which 
includes a fourth reference point , a fifth reference point are output to the display device ; and 
that is separated from the fourth reference point in the wherein the acquisition unit acquires the first image data , 
advance direction of the vehicle body , and a sixth the imaging range of which includes a first reference 
reference point that is separated from the fourth refer - 10 point , a second reference point that is separated from 
ence point in the direction perpendicular to the advance the first reference point in an advance direction of the 
direction of the vehicle body as the plurality of right vehicle body , and a third reference point that is sepa 

rated from the first reference point in a direction reference points . 
7 . A periphery monitoring apparatus comprising : perpendicular to the advance direction of the vehicle 
an acquisition unit configured to acquire first image data 15 body as the plurality of left reference points , and the 
which is captured by a first imaging unit provided on a second image data , the imaging range of which 
left side of a vehicle body , and second image data includes a fourth reference point , a fifth reference point 
which is captured by a second imaging unit provided on that is separated from the fourth reference point in the 
a right side of the vehicle body , advance direction of the vehicle body , and a sixth 

wherein the imaging range of the first image data includes 20 reference point that is separated from the fourth refer 
a first reference position and a second reference posi ence point in the direction perpendicular to the advance 
tion that is positioned differently from the first refer direction of the vehicle body as the plurality of right 
ence position in an advance direction of the vehicle reference points . 
body , and 8 . The periphery monitoring apparatus according to claim 

the imaging range of the second image data includes a 25 l , 
third reference position and a fourth reference position wherein the imaging range of the first image data includes 
that is positioned differently from the third reference a left front wheel of the vehicle body as the first 

reference position , and a left rear wheel of the vehicle position in the advance direction of the vehicle body , 
the periphery monitoring apparatus further comprises : body as the second reference position which is posi 

an output unit configured to magnify or minify at least 30 tioned differently from the first reference position in the 
advance direction of the vehicle body , and one of the first image data and the second image data 

in such a way that the first reference position wherein the imaging range of the second image data 
included in the first image data to be displayed on a includes a right front wheel of the vehicle body as the 

display device , and the third reference position third reference position , and a right rear wheel of the 
included in the second image data to be displayed on 35 vehicle body as the fourth reference position which is 
the display device have vicinity coordinates in a first positioned differently from the third reference position 
direction in a display region of the display device in the advance direction of the vehicle body . 
which corresponds to the advance direction of the ? * 


