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IMAGE FRAME PROCESSING METHOD The present disclosure also discloses a video subsystem . 
An embodiment of the video subsystem comprises : a video 

BACKGROUND OF THE INVENTION pipeline interface unit and a video pipeline . The video 
pipeline interface unit includes a shared memory for storing 

1 . Field of the Invention 5 at least one parameter from a domain outside the video 
subsystem , and an inter - processor communication circuit for 

The present disclosure relates to image processing , espe passing an instruction from the domain outside the video 
cially to an image processing device , a video subsystem and subsystem to a video pipeline and reporting how the at least 
a video pipeline . one instruction is treated by the video pipeline to the domain 

outside the video subsystem . The video pipeline is operable 2 . Description of Related Art to access the shared memory and process image raw data 
according to the at least one parameter , and carry out an As the design and manufacturing process of integrated operation indicated by the at least one instruction or refuse circuits move on , more and more functions that used to be 

carried out by separated devices are integrated into one 15 is to execute the operation indicated by the at least one 
electronic device such as a smart phone , a tablet personal instruction . 
computer , etc . The photographic function ( a . k . a . image / The present disclosure further discloses a video pipeline . 
video capturing and encoding function ) , which might be the An embodiment of the video pipeline comprises : a video 
most popular one , is usually included in a multifunctional processor operable to output at least an image processing 
electronic device . However , since a multifunctional elec - 20 parameter and at least an encoding parameter according to 
tronic device generally has one and only one application one or both of at least one parameter and at least one 
processor dealing with a lot of setting and control of instruction from a domain outside the video pipeline ; an 
different functions executed by software and / or hardware , image signal processor operable to turn image raw data into 
the photographic function often has to wait for the response lower resolution video data and higher resolution video data 
from the application processor after sending one or more 25 according to the at least one image processing parameter , a 
interrupt ( s ) or request ( s ) to the application processor , which streaming conversion circuit operable to convert the higher 
may degrade the performance of the photographic function , resolution video data into converted data ; and an encoder 
consume too much resources of the application processor operable to encode the lower resolution video data and 
and reduce user experience . encode the converted data according to the at least one 

People who are interested in the related art may refer to 30 encoding parameter . 
the following documents : The present disclosure further discloses an image frame 
( 1 ) Report of EETimes , “ Mobile video : ARM vs . DSP vs . processing method for processing a plurality of input image 
hardware ” , published on http : / / www . eetimes . com / docu - frames with an image processing device . An embodiment of 
ment . asp ? doc _ id = 1275550 . the method comprises : receiving a plurality of input image 

( 2 ) US patent , “ Integrated camera image signal processor 35 frames ; and processing the plurality of input image frames 
and video encoder ” , U . S . Pat . No . 7 , 859 , 574 B1 . to produce a first number of first output image frames and a 

( 3 ) US patent , “ Motion picture encoding device and method , second number of second output image frames , in which the 
motion picture decoding device and method , motion resolution of the first output image frames is different from 
picture recording device , program , and data structure ” , the resolution of the second output image frames and the first 
U . S . Pat . No . 8 , 699 , 569 B2 . 40 number is different from the second number , wherein a first 

frame of the first output image frames and a second frame of 
SUMMARY OF THE INVENTION the second output image frames are derived from the same 

one of the plurality of input image frames . 
In consideration of the problem of the prior art , an object The present disclosure further discloses an image frame 

of the present disclosure is to provide an image processing 45 processing method for processing a plurality of input image 
device , a video subsystem and a video pipeline capable of frames with a video pipeline . An embodiment of the method 
making improvements over the prior art . comprises : receiving the plurality of input image frames ; 

The present disclosure discloses an image processing processing the plurality of input image frames to produce a 
device configured to process image raw data with an appli - first number of first output image frames and a second 
cation processor and a video pipeline distinct from the 50 number of second output image frames , in which the reso 
application processor . An embodiment of the image process - lution of the first output image frames is different from the 
ing device comprises : an application processor ; a video resolution of the second output image frames and the first 
pipeline interface unit ; and a video pipeline . The application number is different from the second number ; and encoding 
processor is operable to output at least a parameter and at a first frame of the first output image frames with a first part 
least an instruction based on default or user setting to a video 55 of encoding parameters and a second part of the encoding 
pipeline interface unit between the application processor and parameters and encoding a second frame of the second 
the video pipeline . The video pipeline interface unit includes output image frames with the first part of the encoding 
a shared memory for storing the at least one parameter , and parameters and a third part of the encoding parameters while 
an inter - processor communication circuit for passing the at the second part is different from the third part , wherein the 
least one instruction to the video pipeline and reporting how 60 first part of the encoding parameters is generated during the 
the at least one instruction is treated by the video pipeline to encoding of a preceding frame of the first output image 
the application processor . The video pipeline is operable to frames . 
access the shared memory and process the image raw data These and other objectives of the present disclosure will 
according to the at least one parameter , and operable to carry no doubt become obvious to those of ordinary skill in the art 
out an operation indicated by the at least one instruction or 65 after reading the following detailed description of the pre 
refuse to execute the operation indicated by the at least one ferred embodiments that are illustrated in the various figures 
instruction . and drawings . 
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BRIEF DESCRIPTION OF THE DRAWINGS cuit 124 for passing the at least one instruction to the video 
processor 132 and reporting how the at least one instruction 

FIG . 1 illustrates an embodiment of the image processing is treated by the video pipeline 130 to the application 
device of the present disclosure . processor 110 . In an embodiment of the inter - processor 

FIG . 2 illustrates an embodiment of the video pipeline of 5 communication circuit 124 , the application processor 110 
FIG . 1 . and the video processor 132 send interrupts to each other for 

FIG . 3 illustrates another embodiment of the image pro informing the other side of the availability information in the 
cessing device of the present disclosure . inter - processor communication circuit 124 . 

FIG . 4 illustrates a further embodiment of the image Please refer to FIG . 2 . An embodiment of the video 
processing device of the present disclosure . 10 pipeline 130 includes : a video processor 132 ; an image 

FIG . 5 illustrates an embodiment of how the video pro - signal processor ( ISP ) 134 ; a steaming conversion circuit 
cessor of FIG . 4 generates encoding parameters . 136 ; and an encoder 138 . The video processor 132 is 

FIG . 6 illustrates an embodiment of how the video pro operable to output at least an image processing parameter 
cessor of FIG . 4 detects motion of image capturing between and at least an encoding parameter according to one or both 
image frames . 15 of the aforementioned at least one parameter and the at least 

FIG . 7 illustrates an embodiment of the image frame one instruction . The ISP 134 is operable to generate video 
processing method of the present disclosure . data in raster scan order according to the raw data input to 

FIG . 8 illustrates another embodiment of the image frame the ISP 134 . The streaming conversion circuit 136 is oper 
processing method of the present disclosure . able to convert a stream of the video data from the raster 

20 scan order to block based order . The encoder 138 is operable 
DETAILED DESCRIPTION OF THE to generate encoded data according to the video data and the 
PREFERRED EMBODIMENTS at least one encoding parameter . 

The application processor 110 informs the video proces 
The following description is written by referring to terms sor 132 about the requirements of processed video output 

acknowledged in this invention filed . If any term is defined 25 and inform the start of video processing for a specified group 
in the specification , such term should be explained accord - of frames through the video pipeline interface unit 120 . 
ingly . Besides , the connection between objects or events in The video processor 132 controls the ISP 134 , streaming 
the disclosed embodiments can be direct or indirect provided conversion circuit 136 and encoder 138 by every frame 
that these embodiments are still applicable under such or / and at sub frame levels to perform video processing with 
connection . Said “ indirect ” means that an intermediate 30 its best effort to satisfy the requirements of the processed 
object or a physical space is existed between the objects , or video output set by the application processor 110 . 
an intermediate event or a time interval is existed between The video processor 132 informs the application proces 
the events . In addition , the following description relates to sor 110 about the end of processing the said specified group 
image processing , and the background knowledge thereof of frames via the video pipeline interface unit 120 . 
will be omitted here if such background knowledge has little 35 The application processor 110 evaluates the information 
to do with the features of the present invention . Furthermore , about the processed video output sequence , adjusts the 
the shape , size , and ratio of any element and the step requirements of the processed video output for the next 
sequence of any flow chart in the disclosed figures are just group of frames and informs the video processor 132 about 
exemplary for understanding , not for limiting the scope of the start of video processing . 
this invention . 40 The application processor 110 uses the shared memory 

Each embodiment in the following description includes 122 to pass information about the requirements of the 
one or more features ; however , this doesn ' t mean that one processed video output to the video processor 132 . The 
carrying out the present invention should make use of all the video processor 132 uses the shared memory 122 to pass 
features of one embodiment at the same time , or should only information about the processed video output to the appli 
carry out different embodiments separately . In other words , 45 cation processor 110 . The information and results of pro 
if an implementation derived from one or more of the cessing for the ISP 134 and the encoder 138 are saved in the 
embodiments is applicable , a person of ordinary skill in the shared memory 122 , which enables information sharing 
art can selectively make use of some or all of the features in between the ISP 134 and the encoder 138 . Example of one 
one embodiment or selectively make use of the combination such information is scene change detected by the ISP 134 
of some or all features in several embodiments to have the 50 and used by the encoder 138 . 
implementation come true , so as to increase the flexibility of On the basis of FIG . 1 and FIG . 2 , an embodiment of the 
carrying out the present invention . image processing device 100 , as shown in FIG . 3 , further 

Please refer to FIG . 1 which illustrates an embodiment of includes a system bus 310 and a system memory 320 . 
the image processing device of the present disclosure . The On the basis of FIG . 1 and FIG . 2 , an embodiment of the 
image processing device 100 of FIG . 1 is configured to 55 streaming conversion circuit 136 , as shown in FIG . 4 , 
process image raw data with an application processor 110 includes a stream buffer 410 and a block based compressor 
and a video pipeline 130 that is distinct from the application 420 . The stream buffer 410 is operable to convert a stream 
processor , and comprises the application processor 110 , a of the video data from the raster scan order to the block 
video pipeline interface unit 120 and the video pipeline 130 . based order . The streaming conversion circuit 136 can 
The application processor 110 is operable to output at least 60 stream the video data in the block based order to the encoder 
a parameter and at least an instruction based on default or 138 . The block based compressor 420 can compress the 
user setting to the video pipeline interface unit 120 between block based video stream through reducing information 
the application processor 110 and the video pipeline 130 redundancy within a block , that is to say through one or 
through at least a transmission line such as a system bus . more of the following means : reducing coding redundancy , 

Please refer to FIG . 2 . The video pipeline interface unit 65 reducing interpixel redundancy and reducing psychovisual 
120 includes : a shared memory 122 for storing the at least redundancy . The block based compressed video data is 
one parameter ; and an inter - processor communication cir streamed to an external memory ( e . g . , the memory 430 in 



US 9 , 967 , 465 B2 

Iran 

FIG . 4 ) for subsequent video processing while the compres common encoding parameters for the encoder 138 to encode 
sion reduces the bandwidth and size requirements of the both higher and lower resolution frames of the same image , 
external memory . which saves the video processor 132 the resources of 
On the basis of FIG . 1 and FIG . 2 , an embodiment of the computing encoding parameters . 

image signal processor 134 , as shown in FIG . 4 , is further 5 On the basis of FIGS . 1 , 2 and 6 , an embodiment of the 
operable to generate images of multiple resolutions accord - video processor 132 detects motion of image capturing 
ing to one image captured by an image capturing device . The between “ ( N + 2 ) . ( LR ) ” and “ ( N + 1 ) . ( LR ) " frames , in which 
lower resolution image among the images of multiple reso - the ( N + 2 ) . ( LR ) frame and the ( N + 1 ) . ( LR ) frame are out 
lutions could be used or further processed for use of short putted by the ISP 134 in turn and stored in a memory ( e . g . , 
term storage , transmission , instant display , etc . , while the 10 the memory 430 of FIG . 4 ) accessible by the video processor 
higher resolution image among the images of multiple 132 . The said detected motion is used to compute encoding 
resolutions could be encoded and saved in permanent stor - parameters to make an encoded video stabilized by remov 
age devices in the system or for other purposes . The ISP 134 ing or minimizing the effect of motion of image capturing . 
could stream the lower resolution image ( LR ) to a system In another embodiment , the video processor 132 is 
memory 430 directly in the raster scan order . The ISP 134 15 assisted by hardware to speed up the detection of motion of 
could stream the higher resolution image ( HR ) to the stream - image capturing . Since the two adjacent frames ( e . g . , ( N + 2 ) 
ing conversion circuit 136 which generates the block based ( LR ) frame and ( N + 1 ) . ( LR ) frame ) are low resolution 
compressed video data stream and then subsequently frames , it takes less effort for the video processor 132 to do 
streams the compressed video data stream to system analysis and generate encoding parameters to make an 
memory 430 . The ISP 134 could stream higher resolution 20 encoded video stabilized . After the generation of the encod 
image ( HR ) to the streaming conversion circuit 136 which ing parameters , the encoder 138 is operable to encode both 
streams the block based video data stream to the encoder a lower resolution frame ( e . g . , ( N + 2 ) + ( LR ) frame ) and a 
138 . The encoder 138 will encode the block based video data higher resolution frame ( e . g . , ( N + 2 ) th ( HR ) frame ) by remov 
stream into a bitstream conforming to a specific standard ing or minimizing the effect of motion of image capturing . 
video compression specification and write the encoded 25 Please note that each of the ordinal numbers such as Nth and 
elementary bitstream to the system memory 430 . the like is the ordinal number of an image frame derived 

The video processor 132 together with the encoder 138 from the image capture sequence . Please also note that the 
are operable to encode video to a bitstream conforming to a dash lines in FIG . 6 indicate what basis ( e . g . , encoding 
standard video compression specification such as MJPEG , results ) is used for the video processor 132 and / or the 
MPEG2 , H . 264 , HEVC , VP8 , VP9 . In one embodiment , the 30 encoder 138 executing tasks . 
video processor 132 encodes a bitstream header and write it It should be noted that the aforementioned video pipeline 
to the memory 430 and the encoder 138 generates the interface unit 120 and the video pipeline 130 can constitute 
elementary stream and write it to the memory 430 . The said a video subsystem pertaining to a domain excluding the 
bitstream header and elementary bitstream are put together application processor 110 . To be more specific , the video 
in sequence for forming an encoded bitstream conforming to 35 subsystem has less need to send an interrupt and / or a request 
the targeted standard video compression specification . to the application processor 110 for video processing 
On the basis of FIGS . 1 , 2 and 5 , an embodiment of the because of the design and use of the video pipeline interface 

video processor 132 is operable to generate encoding param - unit 120 and because the video processor 132 of the video 
eters for the encoder 138 to encode a lower resolution pipeline 130 is a processor dedicated for video related 
( N + 1 ) . , frame ( labeled with " ( N + 1 ) . ( LR ) ” in FIG . 5 ) , and 40 software processing and control of the ISP 134 and encoder 
operable to generate common encoding parameters for the 138 . 
encoder 138 to encode a lower resolution ( N + 2 ) th frame The present disclosure also includes an image frame 
( labeled with “ ( N + 2 ) + ( LR ) ” in FIG . 5 ) based on the encod - processing method for processing a plurality of input image 
ing results of a lower resolution ( N + 1 ) th frame ( labeled with frames with an image processing device . An embodiment of 
“ ( N + 1 ) ( LR ) " in FIG . 5 ) ; the said common encoding 45 the method as shown in FIG . 7 comprises : 
parameters could be reused for the encoding of a higher Step S710 : receiving a plurality of input image frames ; and 
resolution ( N + 2 ) th frame ( labeled with “ ( N + 2 ) th ( HR ) ” in Step S720 : processing the plurality of input image frames to 
FIG . 5 ) , and so on and so forth . Note that in addition to the produce a first number of first output image frames and a 
said common encoding parameters which are used for the second number of second output image frames , in which 
encoding of both the lower and higher resolution frames , the 50 the resolution of the first output image frames is different 
encoder 138 also needs different encoding parameters to from ( e . g . , higher than ) the resolution of the second output 
complete the encoding of the lower and higher resolution image frames and the first number is different from ( e . g . , 
frames respectively . Please also note that the dash lines in less than ) the second number , wherein a first frame of the 
FIG . 5 indicate what basis ( e . g . , encoding results ) is used for first output image frames and a second frame of the 
the video processor 132 and / or the encoder 138 executing 55 second output image frames are derived from the same 
tasks . one of the plurality of input image frames . 
More specifically , the video processor 132 is operable to In this embodiment , an image signal processor ( e . g . , the ISP 

generate the encoding parameters during the period of the 134 of FIG . 4 ) is operable to generate a plurality of image 
encoder 138 encoding a higher resolution Nin image frame frames of different resolutions while these image frames are 
( labeled with “ N . ( HR ) ” in FIG . 5 ) , and operable to generate 60 derived from one or more picture ( s ) captured by an image 
the common encoding parameters during the interval capturing device ; for instance , the plurality of image frames 
between the encoding of the lower resolution ( N + 1 ) th frame include a first number of high resolution image frame ( s ) and 
and the encoding of the lower resolution ( N + 2 ) th frame ; a second number of low resolution image frame ( s ) while at 
afterwards , the common encoding parameters are used for least some of the high resolution image frame ( s ) and at least 
the encoding of the lower resolution ( N + 2 ) th frame and the 65 some of the low resolution image frame ( s ) are derived from 
higher resolution ( N + 2 ) th frame , and so on and so forth . In the same picture captured by the image capturing device . In 
brief , the video processor 132 is operable to generate certain an exemplary implementation , the number of the input 
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image frames is the same as the second number . In another from ( e . g . , higher than ) the resolution of the second output 
exemplary implementation , the number of high resolution image frames and the first number is different from ( e . g . , 
image frame ( s ) as shown in FIG . 5 is less than the number less than ) the second number ; and 
of low resolution image frames as shown in FIG . 5 while the Step S830 : encoding a first frame of the first output image 
data amount of the high resolution image frame ( s ) is the 5 frames with a first part of encoding parameters and a 
same as or close to the data amount of the low resolution second part of the encoding parameters and encoding a 
image frames so that the data amount difference is generally second frame of the second output image frames with the 
not more than the data amount of one single high resolution first part of the encoding parameters and a third part of the 
image frame ; in a preferred exemplary implementation , the encoding parameters while the second part is different 
first number is a half of the second number , and one of 10 from the third part , wherein the first part of the encoding 
ordinary skill in the art can appreciate how to use other ratios parameters is generated during the encoding of a preced 
of the first number to the second number instead . In a further ing frame of the first output image frames . 
exemplary implementation , the above - described method In an exemplary implementation , the preceding frame is 
embodiment further comprises : detecting motion of image encoded before the encoding of the first frame and the 
capturing between two adjacent frames of the second output 15 second frame . In another exemplary implementation , the 
image frames to output a motion detection result , in which first number is a half of the second number . In a further 
the two adjacent frames include the second frame ; and exemplary implementation , the second frame is encoded 
processing the first frame and the second frame according to before the encoding of the first frame . In a further exemplary 
the motion detection result . In a further exemplary imple - implementation , the above - described method embodiment 
mentation , the step of producing the first output frames 20 further comprises : detecting motion of image capturing 
comprises : producing a block based video stream according between two adjacent frames of the second output image 
to the plurality of input frames , and compressing the block frames to output a motion detection result , in which the two 
based video stream with a block based compression algo - adjacent frames include the second frame ; and processing 
rithm . In a further exemplary implementation , a first part of the first frame and the second frame according to the motion 
encoding parameters is generated for the encoding of the 25 detection result , wherein the motion detection result is 
first and second frames during the encoding of a preceding included in the first part of the encoding parameters . 
frame of the first output image frames , wherein the preced Since those of ordinary skill in the art can appreciate the 
ing frame is encoded before the encoding of the first frame detail and modification of the above - described method 
and the second frame . In a further exemplary implementa - embodiment by referring to the disclosure of the aforemen 
tion , the method embodiment further comprises : encoding 30 tioned device embodiments , which means that the features 
the first frame of the first output image frames with a first of the device embodiments can be applied to the method 
part of encoding parameters and a second part of the embodiment in a reasonable way , therefore repeated and 
encoding parameters and encoding the second frame of the redundant description is omitted provided that the written 
second output image frames with the first part of the description and enablement requirements are still fulfilled . 
encoding parameters and a third part of the encoding param - 35 In summary , the image processing device , video subsys 
eters , in which the second part is different from the third tem and video pipeline of the present disclosure reduce the 
part , wherein the first part of the encoding parameters is need of sending interrupts to an application processor , use 
generated during the encoding of a preceding frame of the the certain common encoding parameter ( s ) for the encoding 
first output image frames , the preceding frame is encoded of lower and higher resolution frames , and detect motion of 
before the encoding of the first frame and the second frame , 40 image capturing by using lower resolution frames , and 
the first number is a half of the second number , the motion generates encoding parameters for encoding both lower and 
detection result is included in the first part of the encoding higher resolution video by removing or minimizing the 
parameters , and the second frame is encoded before the effects of image capturing motion so as to produce a 
encoding of the first frame ; in addition , the method embodi stabilized video . Briefly , the image processing device , video 
ment may further comprise : detecting motion of image 45 subsystem and video pipeline of the present disclosure 
capturing between two adjacent frames of the second output improve the performance of the photographic function , 
image frames to output a motion detection result , in which consume less resources of the application processor and 
the two adjacent frames include the second frame ; and enhance user experience . 
processing the second frame according to the motion detec - The aforementioned descriptions represent merely the 
tion result . 50 preferred embodiments of the present disclosure , without 

Since those of ordinary skill in the art can appreciate the any intention to limit the scope of the present disclosure 
detail and modification of the above - described method thereto . Various equivalent changes , alterations , or modifi 
embodiment by referring to the disclosure of the aforemen cations based on the claims of present disclosure are all 
tioned device embodiments , which means that the features consequently viewed as being embraced by the scope of the 
of the device embodiments can be applied to the method 55 present disclosure . 
embodiment in a reasonable way , therefore repeated and what is claimed is : 
redundant description is omitted provided that the written 1 . An image frame processing method for processing a 
description and enablement requirements are still fulfilled . plurality of input image frames with an image processing 

The present disclosure further includes an image frame device , comprising : 
processing method for processing a plurality of input image 60 receiving the plurality of input image frames ; and 
frames with a video pipeline . An embodiment of the method processing the plurality of input image frames to produce 
as shown in FIG . 8 comprises : a first number of first output image frames and a second 
Step S810 : receiving the plurality of input image frames ; number of second output image frames , in which the 
Step S820 : processing the plurality of input image frames to resolution of the first output image frames is different 

produce a first number of first output image frames and a 65 from the resolution of the second output image frames 
second number of second output image frames , in which and the first number is different from the second 
the resolution of the first output image frames is different number , 
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wherein a first frame of the first output image frames and processing the second frame according to the motion 
a second frame of the second output image frames are detection result . 
derived from the same one of the plurality of input 12 . The image frame processing method of claim 11 , 
image frames . wherein the motion detection result is included in the first 

2 . The image frame processing method of claim 1 . 5 part of the encoding parameters . 
wherein the number of the input image frames is the same 13 . The image frame processing method of claim 7 , 

wherein the second frame is encoded before the encoding of as the second number . the first frame . 3 . The image frame processing method of claim 1 , 14 . An image frame processing method for processing a 
wherein the first number is less than the second number , and plurality of input image frames with a video pipeline , 
the resolution of the first output image frames is higher than comprising : 
the resolution of the second output image frames . receiving the plurality of input image frames ; 

4 . The image frame processing method of claim 3 , processing the plurality of input image frames to produce 
wherein the first number is a half of the second number . a first number of first output image frames and a second 

5 . The image frame processing method of claim 1 , further 15 number of second output image frames , in which the 
resolution of the first output image frames is different comprising : 

detecting motion of image capturing between two adja from the resolution of the second output image frames 
cent frames of the second output image frames to and the first number is different from the second 
output a motion detection result , in which the two number ; and 
adjacent frames include the second frame ; and encoding a first frame of the first output image frames 

processing the first frame and the second frame according with a first part of encoding parameters and a second 
to the motion detection result . part of the encoding parameters and encoding a second 

6 . The image frame processing method of claim 1 , frame of the second output image frames with the first 

wherein the step of producing the first output frames com part of the encoding parameters and a third part of the 
encoding parameters , in which the second part is dif prises : 25 producing a block based video stream according to the ferent from the third part , 

plurality of input frames ; and wherein the first part of the encoding parameters is 
compressing the block based video stream with a block generated during the encoding of a preceding frame of 
based compression algorithm . the first output image frames . 

7 . The image frame processing method of claim 1 , further 30 15 . The image frame processing method of claim 14 , 
comprising : 30 wherein the preceding frame is encoded before the encoding 

encoding the first frame of the first output image frames of the first frame and the second frame . 
with a first part of encoding parameters and a second 16 . The image frame processing method of claim 14 , 

wherein the first number is less than the second number , and part of the encoding parameters and encoding the the resolution of the first output image frames is higher than second frame of the second output image frames with z 
the first part of the encoding parameters and a third part 35 the resolution of the second output image frames . 
of the encoding parameters , in which the second part is 17 . The image frame processing method of claim 16 , 
different from the third part . wherein the first number is a half of the second number . 

8 . The image frame processing method of claim 7 , 18 . The image frame processing method of claim 14 , 
wherein the first part of the encoding parameters is gener - 40 further comprising : 
ated during the encoding of a preceding frame of the first detecting motion of image capturing between two adja 
output image frames . cent frames of the second output image frames to 

9 . The image frame processing method of claim 8 , output a motion detection result , in which the two 
wherein the preceding frame is encoded before the encoding adjacent frames include the second frame ; and 
of the first frame and the second frame . processing the first frame and the second frame according 

10 . The image frame processing method of claim 7 , to the motion detection result . 
wherein the first number is a half of the second number . 19 . The image frame processing method of claim 18 , 

11 . The image frame processing method of claim 7 , wherein the motion detection result is included in the first 
part of the encoding parameters . further comprising : 

detecting motion of image capturing between two adja - 50 20 . The image frame processing method of claim 14 , 
cent frames of the second output image frames to 50 wherein the second frame is encoded before the encoding of 

the first frame . output a motion detection result , in which the two 
adjacent frames include the second frame ; and * * * * * 
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