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( 57 ) ABSTRACT 
A system , according to various embodiments , receives 
images such as videos and photographs from one or more 
portable computing devices associated with one or more 
individuals while the portable computing devices are in a 
particular position within a particular location at a particular 
time . The system determines a virtual position within a 3 - D 
representation of the particular location that generally cor 
responds to the particular position and combines the images 
with the 3 - D representation to generate an enhanced 3 - D 
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VIRTUAL 3 - D MODELING MODULE 

305 RECEIVE A FIRST IMAGE FROMA FIRST REMOTE COMPUTING DEVICE ASSOCIATED 
WITH A FIRST INDIVIDUAL TAKEN WHILE THE FIRST REMOTE COMPUTING DEVICE IS 

INA FIRST POSITION WITHIN A PARTICULAR LOCATION AT A FIRST TIME 

RECEIVE A SECOND IMAGE FROM A SECOND REMOTE COMPUTING DEVICE 
ASSOCIATED WITH A SECOND INDIVIDUAL TAKEN WHILE THE SECOND REMOTE 

COMPUTING DEVICES INA SECOND POSITION WITHIN THE PARTICULAR LOCATION 
ATA SECOND TIME 

- 310 

DETERMINE A FIRST VIRTUAL POSITION WITHINA 3 - D REPRESENTATION OF THE 
PARTICULAR LOCATION THAT GENERALLY CORRESPONDS TO THE FIRST POSITION 

315 Stopie 365 
DETERMINE A SECOND VIRTUAL POSITION WITHIN THE 3 - O REPRESENTATION OF THE 
PARTICULAR LOCATION THAT GENERALLY CORRESPONDS TO THE SECOND POSITION 

AFTER RECEIVING THE FIRST AND SECOND MAGES , COMBINE THE FIRST IMAGE THE 
SECOND IMAGE , AND THE 3D REPRESENTATION SO THAT THE FIRST POSITION OF THE 
FIRST IMAGE GENERALLY CORRESPONDS TO THE FIRST VIRTUAL POSITION OF THE 3 - 0 
REPRESENTATION AND THE SECOND POSITION OF THE SECOND IMAGE GENERALLY 
CORRESPONDS TO THE SECOND VIRTUAL POSITION OF THE 3 - D REPRESENTATION 

AT LEAST PARTIALLY IN RESPONSE TO COMBINING THE FIRST IMAGE , THE SECOND 
IMAGE , AND THE 3 - D REPRESENTATION , GENERATE A VIRTUAL 3 - D REPRESENTATION L330 

OF THE PARTICULAR LOCATION THAT INCLUDES THE FIRST IMAGE , THE SECOND IMAGE , 
AND THE 3 - D REPRESENTATION OF THE PARTICULAR LOCATION 

END Bo 
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representation of the particular location . The system may 
create one or more avatars to help users better understand 
how people will look and move within the space . Users may 
then login to an enhanced 3 - D representation application to 
view a recreation of the activity at a particular time at a 
particular location . 
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SYSTEMS AND METHODS FOR THREE particular position of the 2 - D digital image generally cor 
DIMENSIONAL ENVIRONMENTAL responds to the virtual position of the 3 - D representation of 

MODELING the space ; ( 4 ) generate an enhanced 3 - D representation of 
the space that includes the combination of the 2 - D digital 

CROSS - REFERENCE TO RELATED 5 image and the 3 - D representation of the space ; and ( 5 ) 
APPLICATIONS generate one or more avatars in the enhanced 3 - D represen 

tation of the space , wherein the one or more avatars com 
This application claims the benefit of U . S . Provisional prise a depiction of one or more individuals in the space . 

Patent Application No . 62 / 262 , 879 , filed Dec . 3 , 2015 , A computer system , according to some embodiments , 
entitled “ Systems and Methods for Three - Dimensional 10 comprises at least one processor and memory and is adapted 
Environmental Modeling , ” which is incorporated herein by for generating a virtual reality representation of a particular 
reference in its entirety . location . the system may be adapted to : ( 1 ) receive a first 

image from a first portable computing device associated 
BACKGROUND with a first individual while the first portable computing 

15 device is in a first position within a particular location at a 
When individuals are deciding which bar or restaurant to first time ; ( 2 ) determine a first virtual position within a 3 - D 

visit at a particular time , it may be helpful for the individuals representation of the particular location that generally cor 
to accurately understand the current , past , and / or future responds to the first position ; ( 3 ) after receiving the first 
human interactions and behavior that have occurred , are image , combining the first image and the 3 - D representation 
occurring , or will likely occur at the establishment . This is 20 so that the first position of the first image generally corre 
currently difficult , if not impossible , using existing technolo sponds to the first virtual position within the 3 - D represen 
gies . Accordingly , there is currently a need for improved tation ; and ( 4 ) at least partially in response to combining the 
system and methods for determining the current , past , and / or first image and the 3 - D representation , generate a virtual 
future activities occurring at a particular location . reality representation of the particular location that includes 

25 the first image and the 3 - D representation of the particular 
SUMMARY OF THE VARIOUS EMBODIMENTS location . 

In general , a computer system , according to various BRIEF DESCRIPTION OF THE DRAWINGS 
embodiments , is adapted for generating an enhanced repre 
sentation of a particular location . The computer system 30 Various embodiments of three dimensional environmental 
comprises at least one processor and memory . In particular modeling systems and methods are described below . In the 
embodiments , the computer system is adapted for : ( 1 ) course of this description , reference will be made to the 
receiving a first image ( e . g . , a still image or video ) from a accompanying drawings , which are not necessarily drawn to 
first portable computing device associated with a first indi - scale and wherein : 
vidual taken while the portable computing device is in a first 35 FIG . 1 is a block diagram of a virtual 3 - D modeling 
position within a particular location at a first time ; ( 2 ) system in accordance with an embodiment of the present 
receiving a second image ( e . g . , a still image or video ) from system ; 
a second portable computing device associated with a sec - FIG . 2 is a block diagram of the virtual 3 - D modeling 
ond individual taken while the portable computing device is server of FIG . 1 ; 
in a second position within the particular location at a second 40 FIG . 3 illustrates a flowchart that generally illustrates 
time ; ( 3 ) determining a first virtual position within a 3 - D various steps executed by a virtual 3 - D modeling module 
representation of the particular location that generally cor - according to a particular embodiment ; and 
responds to the first position ; ( 4 ) determining a second FIGS . 4A - 4C are exemplary screen displays of the system 
virtual position within the 3 - D representation of the particu - according to various embodiments . 
lar location that generally corresponds to the second posi - 45 
tion ; ( 5 ) after receiving the first and second image , combin DETAILED DESCRIPTION OF SOME 
ing the first image , the second image , and the 3 - D EMBODIMENTS 
representation so that the first position of the first image 
generally corresponds to the first virtual position of the 3 - D Various embodiments will now be described more fully 
representation and the second position of the second image 50 hereinafter with reference to the accompanying drawings . It 
generally corresponds to the second virtual position of the should be understood that the invention may be embodied in 
3 - D representation ; and ( 6 ) at least partially in response to many different forms and should not be construed as limited 
combining the first image , the second image , and the 3 - D to the embodiments set forth herein . Rather , these embodi 
representation , generating an enhanced representation of the ments are provided so that this disclosure will be thorough 
particular location that includes the first image , the second 55 and complete , and will fully convey the scope of the 
image , and the 3 - D representation of the particular location . invention to those skilled in the art . Like numbers refer to 

A computer system , according to further embodiments like elements throughout . 
comprises at least one processor and memory and is adapted Overview 
for generating an enhanced 3 - D representation of a space . In general , systems and methods , according to various 
The system may be adapted to : ( 1 ) receive a 2 - D digital 60 embodiments , are adapted for creating and / or modifying a 
image taken in the space from a portable computing device 3D image of a room ( or other interior space ) within a 
associated with an individual while the portable computing building , such as a bar or restaurant to , for example , provide 
device is in a particular position within the space ; ( 2 ) an accurate representation of past , current , or future activity 
determine a virtual position within a 3 - D representation of within the room , and / or the past , current , or future state of 
the space that generally corresponds to the particular posi - 65 the room . The system receives information from one or more 
tion in the 2 - D digital image ; ( 3 ) combine the 2 - D digital portable computing devices associated with one or more 
image and the 3 - D representation of the space so that the individuals who are in the room . This information may 
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include , for example : ( 1 ) one or more images ( e . g . , still sentation of the room ( or other area ) with a visual and audio 
images , videos , or other images ) captured in the room ; ( 2 ) recreation of what occurred within the room during a 
one or more audio recordings made in the room ; and / or ( 3 ) particular period of time . 
location data for the one or more individuals when they were In various embodiments , the system may reduce the 
in the room and / or when they used a portable computing 5 volume of one or more conversations ( or other audio files ) 
device or other device to capture the one or more images or that it plays back to re - create the background - noise “ chatter ” 
one or more audio recordings referenced above ; etc . that was actually present at the time that the one or more 

After the system receives the information from the one or conversations occurred . The system may synchronize the 
more portable computing devices , the system may use the one or more videos , images , and audio files using , for 
information to create and / or modify a 3 - D representation of f 10 example , one or more time stamps ( or other suitable meta 

data ) associated with each audio / video / image file , one or the interior of the room that shows and / or plays back : ( 1 ) one more distinct sounds from within each audio / video / image or more conversations that occurred at one or more particu file ( e . g . , a distinct loud noise that was recorded in each file ) , lar times in the room ; ( 2 ) one or more images that were taken video images , etc . For example , if a particular gunshot was 
at one or more particular times in the room ; and / or ( 3 ) the 15 recorded within tw le room , and / or the 15 recorded within two different videos , the system could movements of one or more individuals that occurred in the synchronize playback of the two videos by determining 
room . This allows one or more users of the computer system when the gunshot occurred within each of the videos and to select a particular time period and to essentially relive the then synchronizing playback of the videos so that the 
scene within the room at the particular time period . gunshot will occur at the same time ( or at approximately the 

As a particular example , if multiple people within the 20 same time ) . This may involve , for example , starting play 
room use an app on their portable computing device ( e . g . , back of one of the videos before the playback of the other 
smartphone ) to capture one or more respective sets of one or video . 
more videos and / or pictures within a particular time period When determining how to integrate one or more images 
while in the room , the system may retrieve the respective ( e . g . , still or video images ) into the 3 - D representation of the 
sets of one or more videos and / or pictures along with 25 room , the system may match one or more polygons from the 
position data that shows where the one or more videos original 3 - D representation of the room with one or more 
and / or pictures were captured within the room ( e . g . , using corresponding polygons from each of the images to help 
GPS data , triangulation ) . The system may then use the GPS position the images in the correct position within the 3 - D 
data along with data from each video and / or picture ( e . g . , representation of the room . The system may also , or alter 
images or sounds from the video ) to position the 2 - D video 30 natively , use information regarding the position , orientation , 
and / or picture within the 3 - D image of the room so that the and / or location of the respective one or more portable 
viewer will see the 2 - D video and / or picture within the 3 - D computing devices ( e . g . , one or more smartphones , tablets , 
representation of the room in the appropriate location as the etc . ) that were used to capture the one or more images , when 
enhanced 3 - D representation is displayed . In particular the images were taken , to overlay the one or more images 
embodiments , the 3 - D representation may be in the form of 35 onto / into the 3 - D representation in the correct location . 
a computer model , a computer animation ( e . g . , a 3 - D or 2 - D In various embodiments , the system may generate one or 
computer animation ) , a video , etc . In various embodiments , more avatar versions of various individuals who were in the 
the 3 - D representation of the particular location may be a room at a particular time and use those avatars to show the 
2 - D image that conveys a 3 - D effect . This may , for example , respective positions and movements of the individuals over 
allow the viewer to view a recreation of multiple conversa - 40 time within the room . When creating an avatar for a par 
tions and the physical context that they occurred in as they ticular individual , the system may , for example , use a profile 
happened in the room at a particular time . picture associated with the individual to generate a lifelike 

In particular embodiments , the system may play back “ face " of the avatar so that individuals who are watching the 
and / or display multiple audio , picture , and / or video files 3 - D video can understand whom each avatar represents . 
( e . g . , 2 - D video and / or picture files ) as part of the 3 - D 45 Alternatively , the system may create an avatar that com 
representation of the room ( or other space ) . For example , the prises a computer - generated body and a picture of the face 
system may use an image of a chalkboard or electronic and / or head of the individual at issue . This may provide the 
display screen that displays one or more drink or food viewer with an even more accurate understanding of what 
specials for a particular evening and either : ( 1 ) use one or happened within the room within a particular time period , 
more data capture techniques ( e . g . , optical character recog - 50 since it will allow the viewer to understand exactly who was 
nition techniques ) to capture text from the image and then in the room and where they were located ( and how they were 
populate a graphical representation of the chalkboard or moving ) over a particular period of time . For example , the 
electronic display screen , within the 3 - D representation , viewer may select a particular time period and see the 
with the captured text ; and / or ( 2 ) superimpose the image respective movements of a large number of individuals 
over a portion of the of the 3 - D representation that corre - 55 within the room during the particular time period , while also 
sponds , at least generally , to the imaged chalkboard or seeing and hearing multiple conversations that took place 
electronic display . As another example , the system may play within the room within the particular time period . This may 
back video of two individuals who are standing in a par - be useful , for example , in determining movement flows and 
ticular location within the room ( or other area ) at the behaviors of individuals within the room . 
approximate location in the 3 - D representation of the room 60 In various embodiments , the system may also be config 
( or other area ) where the individuals were standing when ured to review information regarding the presence , location , 
they had the conversation . As a further example , the system and behavior of various individuals within the room , and use 
may play audio of one or more conversations that took place this information to predict future activity within the room . 
within the room while displaying one or more images that For example , the system may analyze information over a 
were taken of the interior of the room while the one or more 65 particular period of time ( e . g . , a period of several weeks , 
conversations were taking place . This can provide the months , or years ) and determine that the same five people 
viewer of the ( e . g . , augmented and / or modified ) 3 - D repre - typically sit at a particular table every Friday night from 
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tender . 

about 6 : 30 pm - 7 : 45 pm and discuss fantasy football . The alone software package , partly on a user ' s computer and 
system may also determine that a particular waitress serves partly on a portable computer , or entirely on the portable 
seven particular tables during this time period . The system computer or server . In the latter scenario , the portable 
may use this information to generate a 3 - D animated rep computer may be connected to the user ' s computer through 
resentation of predicted activity within the room ( with 5 any suitable type of network , including but not limited to : 
moving avatars of the five people sitting at their table ( 1 ) a local area network ( LAN ) ; ( 2 ) a wide area network 
discussing fantasy football , and a separate moving avatar of ( WAN ) ; and / or ( 3 ) a cellular network . It should be under 
the waitress serving the seven tables in a pattern of move stood that a particular computer ' s connection to the network 
ments that is consistent with her past behavior when serving may be made via an external computer ( for example , by 
the tables ) . This may provide viewers with an approximate 10 connecting to the internet via a “ hotspot ” provided by a 
( in some circumstances , partial ) view of what they should portable wireless device ) . 
expect to experience if they choose to visit the room / bar on The computer program instructions may also be stored in 
a Friday night from 6 : 30 pm - 7 : 45 pm . a computer - readable memory that can direct a computer or 

In particular embodiments , the system may also allow the other programmable data processing apparatus to function in 
viewer to see the view ( e . g . , at a particular time ) from any 15 a particular manner such that the instructions stored in the 
of a plurality of particular locations within the room ( e . g . , computer - readable memory produce an article of manufac 
from any of a plurality of particular tables ) . The system may ture that is configured for implementing the function speci 
also allow the viewer to insert additional virtual “ people ” fied in the flowchart block or blocks . The computer program 
into the 3 - D environment to see how the room would look instructions may also be loaded onto a computer or other 
when filled with people . In one example , the system may be 20 programmable data processing apparatus to cause a series of 
configured to allow an individual to facilitate the insertion of operational steps to be performed on the computer or other 
a virtual bartender ( e . g . , an avatar of a particular bartender ) programmable apparatus to produce a computer - imple 
into the 3 - D representation of the room . The virtual bar - mented process ( e . g . , method ) such that the instructions that 
tender may be programmed to answer particular questions execute on the computer or other programmable apparatus 
and / or to recreate the regular activity of an on - duty bar - 25 provide steps for implementing the functions specified in the 

flowchart block or blocks . 
In determining the approximate location of individuals Example System Architecture 

within the room at a particular time , the system may use FIG . 1 is a block diagram of virtual 3 - D modeling system 
triangulation techniques using , for example , signals trans - 100 according to particular embodiments . As may be under 
mitted from a plurality of portable computing devices within 30 stood from this figure , the virtual 3 - D modeling system 100 
the room ( e . g . , a plurality of cell phones running a particular includes one or more computer networks 115 , a virtual 3 - D 
application ) . This may help to approximate the location of modeling server 120 that may , for example , be adapted to 
individuals more accurately than could be done using GPS , execute a virtual 3 - D modeling module 300 , a database 140 , 
or other location - determination technologies , alone . and one or more portable computing devices 154 ( e . g . , a 
Exemplary Technical Platforms 35 smart phone , a tablet computer , a wearable computing 
As will be appreciated by one skilled in the relevant field , device , a laptop computer , etc . ) . In particular embodiments , 

the present systems and methods may be , for example , the one or more computer networks 115 facilitate commu 
embodied as a computer system , a method , or a computern ication between the virtual 3 - D modeling server 120 , the 
program product . Accordingly , various embodiments may database 140 , and the one or more portable computing 
be entirely hardware or a combination of hardware and 40 devices 154 . 
software . Furthermore , particular embodiments may take the The one or more networks 115 may include any of a 
form of a computer program product stored on a computer - variety of types of wired or wireless computer networks 
readable storage medium having computer - readable instruc - such as the Internet ( or other WAN ) , a private intranet , a 
tions ( e . g . , software ) embodied in the storage medium . mesh network , a public switch telephone network ( PSTN ) , 
Various embodiments may also take the form of Internet - 45 or any other type of network ( e . g . , a network that uses 
implemented computer software . Any suitable computer - Bluetooth ( standard or low energy Bluetooth ) , beacon com 
readable storage medium may be utilized including , for m unication technologies ( e . g . , iBeacon ) , and / or near field 
example , hard disks , thumb drives , compact disks , DVDs , communications to facilitate communication between com 
optical storage devices , and / or magnetic storage devices . puting devices ) . The communication link between the one or 

Various embodiments are described below with reference 50 more portable computing devices 154 and the virtual 3 - D 
to block diagram and flowchart illustrations of methods , modeling server 120 may be , for example , implemented via 
apparatuses , ( e . g . , systems ) , and computer program prod a Local Area Network ( LAN ) or via the Internet ( or other 
ucts . It should be understood that each block of the block WAN ) . 
diagrams and flowchart illustrations , and combinations of FIG . 2 illustrates an exemplary diagrammatic representa 
blocks in the block diagrams and flowchart illustrations , 55 tion of the architecture for a virtual 3 - D modeling server 120 
respectively , can be implemented by a computer executing that may be used within the virtual 3 - D modeling system 
computer program instructions . These computer program 100 . It should be understood that the computer architecture 
instructions may be loaded onto a general purpose computer , shown in FIG . 2 may also represent the computer architec 
a special purpose computer , or other programmable data ture for any one of the one or more portable computing 
processing apparatus that can direct a computer or other 60 devices 154 shown in FIG . 1 . In particular embodiments , the 
programmable data processing apparatus to function in a virtual 3 - D modeling server 120 may be suitable for use as 
particular manner such that the instructions stored in the a computer within the context of the virtual 3 - D modeling 
computer - readable memory produce an article of manufac system 100 that is configured for generating a virtual 3 - D 
ture that is configured for implementing the functions speci - representation of a particular location ( e . g . , a particular room 
fied in the flowchart block or blocks . 65 within a manmade structure ) . 

The computer instructions may execute entirely on the In particular embodiments , the virtual 3 - D modeling 
user ' s computer , partly on the user ' s computer , as a stand server 120 may be connected ( e . g . , networked ) to other 
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computing devices in a LAN , an intranet , an extranet , and / or While the computing device - accessible storage medium 
the Internet as shown in FIG . 1 . As noted above , the virtual 230 is shown in an exemplary embodiment to be a single 
3 - D modeling server 120 may operate in the capacity of a medium , the term “ computing device - accessible storage 
server or a client computing device in a client - server net - medium ” should be understood to include a single medium 
work environment , or as a peer computing device in a 5 or multiple media ( e . g . , a centralized or distributed database , 
peer - to - peer ( or distributed ) network environment . The vir - and / or associated caches and servers ) that store the one or 
tual 3 - D modeling server 120 may be a desktop personal more sets of instructions . The terms “ computing device 
computing device ( PC ) , a tablet PC , a set - top box ( STB ) , a accessible storage medium " , and the like , should also be 
Personal Digital Assistant ( PDA ) , a cellular telephone , a u nderstood to include any medium that is capable of storing , 
web appliance , a network router , a switch or bridge , or any encoding , or carrying a set of instructions for execution by 
other computing device capable of executing a set of instruc - the computing device and that causes the computing device 
tions ( sequential or otherwise ) that specify actions to be to include any one or more of the methodologies of , for 
taken by that computing device . Further , while only a single example , the present invention . The terms " computing 
computing device is illustrated , the single term “ computing 15 device - accessible storage medium ” , “ computer - readable 
device ” ( or other such singular terminology referring to a medium ” and the like should accordingly be understood to 
computing device ) shall also be interpreted to include any include , but not be limited to , solid - state memories , optical 
collection of computing devices that individually or jointly and magnetic media , etc . 
execute a set ( or multiple sets ) of instructions to perform any Operation of Exemplary System 
one or more of the methodologies discussed herein . 20 As noted above , a virtual 3 - D modeling system 100 , 

As shown in FIG . 2 , an exemplary virtual 3 - D modeling according to various embodiments , is adapted to generate a 
server 120 includes a processor 202 , a main memory 204 3 - D representation of a particular location ( e . g . , a particular 
( e . g . , read - only memory ( ROM ) , flash memory , dynamic room within a particular manmade structure , a particular 
random access memory ( DRAM ) such as synchronous outdoor location , or other location ) for later playback by a 
DRAM ( SDRAM ) or Rambus DRAM ( RDRAM ) , etc . ) , a 25 user . Various aspects of the system ' s functionality may be 
static memory 206 ( e . g . , flash memory , static random access executed by certain system modules , including the virtual 
memory ( SRAM ) , etc . ) , and a data storage device 218 , 3 - D modeling module 300 . The virtual 3 - D modeling mod 
which communicate with each other and other system com ule 300 is discussed in greater detail below . ponents via a bus 232 . Virtual 3 - D Modeling Module The processor 202 represents one or more general - pur - 30 FIG 3 FIG . 3 is a flow chart of operations performed by a virtual pose or specific processing devices such as a microproces 3 - D modeling module 300 , which may , for example , run on sor , a central processing unit ( CPU ) , or the like . More the virtual 3 - D modeling server 120 , or any suitable com particularly , the processor 202 may be a complex instruction 
set computing ( CISC ) microprocessor , reduced instruction puting device ( such as a suitable portable computing 
set computing ( RISC ) microprocessor , very long instruction 35 25 device ) . In particular embodiments , the virtual 3 - D model 
word ( VLIW ) microprocessor , or processor implementing ing module 300 facilitates generating a 3 - D representation of 
other instruction sets , or processors implementing a combi a particular location . 
nation of instruction sets . The processing device 202 may . nation of instruction sets . The processing device 202 may The system begins , in various embodiments , at Step 305 
also be one or more special - purpose processing devices such by receiving a first image from a first portable computing 
as an application specific integrated circuit ( ASIC ) , a field 40 device associated with a first individual taken while the first 
programmable gate array ( FPGA ) , a digital signal processor portable computing device is in a first position within a 
( DSP ) , network processor , or the like . particular location at a first time . In various embodiments , 

The processor 202 may be configured to execute process the first image may be a two - dimensional or three - dimen 
ing logic 226 for performing various operations and steps sional image in any suitable photo or video format ( e . g . , TIF , 
discussed herein . 45 JPG , PNG , GIF , RAW , MPEG , MOV , AVI , WMV , MP4 , 

The virtual 3 - D modeling server 120 may further include etc . ) . In particular embodiments , in addition to the first 
a network interface device 208 . The virtual 3 - D modeling image , the system may receive audio , orientation informa 
server 120 may also include a video display unit 210 ( e . g . , tion , and location information associated with the first image 
a liquid crystal display ( LCD ) or a cathode ray tube ( CRT ) ) , and / or the device ( e . g . , portable computing device or other 
an alpha - numeric input device 212 ( e . g . , a keyboard ) , a 50 device ) that is used to capture the first image . In various 
cursor control device 214 ( e . g . , a mouse ) , and a signal embodiments , the orientation information may include 
generation device 216 ( e . g . , a speaker ) . information regarding the physical orientation of a portable 

The data storage device 218 may include a non - transitory computing device ( or other device ) used to capture the first 
computing device - accessible storage medium 230 ( also image , when that device captured the first image . The 
known as a non - transitory computing device - readable stor - 55 orientation information may include , for example , the roll , 
age medium or a non - transitory computer - readable medium ) pitch , and yaw of the first portable computing device . This 
on which is stored one or more sets of instructions ( e . g . , the orientation information may have been obtained , for 
virtual 3 - D modeling module 300 ) embodying any one or example , from an accelerometer , gyroscope , and / or other 
more of the methodologies or functions described herein . orientation determination device associated with the por 
The virtual 3 - D modeling module 300 may also reside , 60 table computing device ( or other device ) that was used to 
completely or at least partially , within the main memory 204 capture the first image . 
and / or within the processor 202 during execution thereof by The location data may include , for example , geolocation 
the virtual 3 - D modeling server 120 — the main memory 204 data for the portable computing device ( or other device ) that 
and the processing device 202 also constituting computing indicates the location of the portable computing device ( or 
device - accessible storage media . The virtual 3 - D modeling 65 other device ) when the device captured the first image . In 
module 300 may further be transmitted or received over a particular embodiments , the audio information may include 
network 115 via a network interface device 208 . positional data for a microphone associated with the first 
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portable computing device when the microphone was used second image may be in any suitable two - dimensional or 
to capture particular audio information to be played back by three - dimensional image in any suitable photo or video 
the system . format ( e . g . , TIF , JPG , PNG , GIF , RAW , MPEG , MOV , AVI , 

In some embodiments , the first portable computing device WMV , MP4 , etc . ) . In particular embodiments , in addition to 
may be any suitable portable computing device ( e . g . , a 5 the second image , the system may receive audio , orientation 
smartphone , a tablet computer , a wearable computing information , and location information associated with the 
device , a laptop computer , etc . ) . In particular embodiments , second image and / or the device ( e . g . , portable computing 
the particular location may be any suitable location ( e . g . , a device or other device ) that is used to capture the second 
bar , restaurant , dance hall , gym , bowling alley , movie the image . In various embodiments , the orientation information 
ater , park , recreational area , etc . ) . In some embodiments , the 10 may include information regarding the physical orientation 
particular location may include indoor and / or outdoor areas . of a portable computing device ( or other device ) used to 
According to various embodiments , the first position within capture the second image , when that device captured the 
the particular location may be any location where the first second image . The orientation information may include , for 
individual is standing , sitting , walking , dancing , lying , etc . example , the roll , pitch , and yaw of the second portable 
In particular embodiments , the first position may be a 15 computing device . This orientation information may have 
particular area within a particular radius of the first indi - been obtained , for example , from an accelerometer , gyro 
vidual . For example , the first position may include the area scope , and / or other orientation determination device asso 
around the first individual within five feet of the individual . ciated with the portable computing device ( or other device ) 

In some embodiments , the first time may be any suitable that was used to capture the second image . 
time ( e . g . , a particular second , minute , hour , etc . ) . The 20 The location data may include , for example , geolocation 
system may determine the first position using a GPS unit data for the second portable computing device or other 
associated with the individual ' s smartphone , suitable trian - device ) that indicates the location of the portable computing 
gulation techniques , suitable beacon techniques , and / or any device ( or other device ) when the device captured the 
other suitable method for determining an individual ' s loca second image . In particular embodiments , the audio infor 
tion . As a particular example , the system may determine the 25 mation may include positional data for a microphone asso 
individual ' s location based on information provided by the ciated with the second portable computing device when the 
individual or others on social media . For example , the microphone was used to capture particular audio informa 
system may determine the individual ' s location based on a tion to be played back by the system . 
recent “ check in ” on a social media site , such as Foursquare . In some embodiments , the second portable computing 

In various embodiments , the first individual may have 30 device may be any suitable portable computing device ( e . g . , 
installed a particular software application ( e . g . , a social a smartphone , a tablet computer , a wearable computing 
media application ) onto the individual ' s portable computing device , a laptop computer , etc . ) . According to various 
device ( or other computing device ) that facilitates the use of embodiments , the second position within the particular 
a camera associated with the individual ' s portable comput - location may be any location where the second individual is 
ing device ( e . g . , a front or rear facing camera built into the 35 standing , sitting , walking , dancing , lying , etc . In particular 
mobile computing device ) to record the first image . In some embodiments , the second position may be a particular area 
embodiments , the software application may facilitate having within a particular radius of the second individual . For 
the individual record video footage and / or take a picture in example , the second position may include the area around 
the first position and provide instructions to the individual the second individual within five feet of the individual . 
on the type of videos and / or photos to capture . For instance , 40 In some embodiments , the second time may be any 
the software application may instruct the individual to stand suitable time ( e . g . , a particular second , minute , hour , etc . ) . In 
in the middle of a room and capture a panoramic photograph various embodiments , the second time may be the same as 
of the room from that position . The 3 - D modeling applica - first time . In other embodiments , the second time may be 
tion may also instruct the individual to walk from one edge different from the first time . In some embodiments , the 
of the room to another while filming a video . This applica - 45 second time may overlap with the first time . 
tion may then use this information , as described herein , to : In particular embodiments , the system may determine the 
( 1 ) facilitate building a three dimensional representation of second position using a GPS unit ( or other location deter 
the room ( or other space ) ; and / or ( 2 ) to augment an existing mination unit ) associated with the second individual ' s 
three dimension representation ( e . g . , 3 - D model ) of the smartphone , suitable triangulation techniques , suitable bea 
room ( or other space ) . In other embodiments , the system 50 con techniques , and / or any other suitable method for deter 
may allow the individual to capture images to be used on mining an individual ' s location . The system may addition 
social media websites and / or applications ( e . g . , Facebook , ally , or alternatively , determine the individuals location 
Instagram , etc . ) and then store the image and the timestamp / based on information from one or more social media sites , 
location of the image captured by the individual . as discussed above . In various embodiments , the second 

In various embodiments , the software application may 55 position may be the same as first position . In other embodi 
receive additional information from the individual to asso - ments , the second position may be different from the first 
ciate with the first image . For example , the system may position . 
allow the user to enter information concerning the particular In various embodiments , the second individual may have 
location such as the name of the location , the address of the installed a particular software application ( e . g . , a social 
location , one or more people currently at the location ( such 60 media application ) onto the individual ' s portable computing 
as a person tagged at the location ) , comments , reviews , device ( or other computing device ) that facilitates the use of 
general price point , etc . a camera associated with the individual ' s portable comput 

The system continues at Step 310 by receiving a second ing device ( e . g . , a front or rear facing camera built into the 
image from a second portable computing device associated mobile computing device ) to record the second image . In 
with a second individual taken while the second portable 65 various embodiments , the software application may be the 
computing device is in a second position within a particular same software application that is installed on the first 
location at a second time . In various embodiments , the portable computing device ( which is associated with the first 
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lon , 

individual ) . In other embodiments , the software application In particular embodiments , the system may match one or 
may be a different software application that includes the more polygons from the 3 - D representation with one or 
same , similar , or different functionality . more polygons from the first image to determine the first 

According to various embodiments , the 3 - D modeling virtual position . For example , a painting in the 3 - D repre 
application may receive additional information from the 5 sentation may have a distinct quadrilateral shape that will at 
individual to associate with the second image . For example , least substantially match the same quadrilateral shape found 
the system may allow the user to enter information concern in the first image . The system may match one or more shapes 
ing the particular location such as the name of the location , to determine the first virtual position within the 3 - D repre 

the address of the location , one or more people at the sentation that generally corresponds to the first position . The 
10 system may also , in various embodiments , use an algorithm location ( such as a person tagged at the location ) , comments , to identify suitable polygons for this purpose in the first reviews , general price point , etc . image and the 3 - D representation . For example , the system At Step 315 , the system determines a first virtual position may use the Hough Transform technique to detect lines within a 3 - D representation of the particular location , the within the images based on the contrast changes between the first virtual position generally corresponding to the first OSHO generally corresponding the 115 15 neighboring pixels . 

position . In various embodiments , the system generates the At Step 320 , the system determines a second virtual 
3 - D representation of the particular location ( e . g . , based , at position within the 3 - D representation of the particular 
least in part , on one or more images taken from the first location that generally corresponds to the second position . In 
and / or second portable computing devices ) . In some particular embodiments , the system may determine the 
embodiments , the system receives the 3 - D representation of 20 second virtual position at least partially in response to 
the particular location from a third party mapping source receiving the second image . In various embodiments , the 
such as Google Maps or another provider of 3 - D represen - system may determine the second virtual position using any 
tations . The 3 - D representation may be , for example , an one or more of the techniques described above to determine 
animated or non - animated computer model of the particular the first virtual position , or any other suitable techniques . 
location . The system may , in various embodiments , receive 25 Continuing to Step 325 , after receiving the first and 
the 3 - D representation of the particular location from a second images ( or at any other suitable time ) , the system 
database of 3 - D representations . In particular embodiments , combines the first image , the second image , and the 3 - D 
the system may receive the 3 - D representation of the par representation so that the first position of the first image 
ticular location from a 3 - D camera and / or 3 - D scanning generally corresponds to the first virtual position within the 
device that scans the interior and exterior space of a par - 30 3 - D representation and the second position of the second 
ticular location . For example , the system may receive the image generally corresponds to the second virtual position 
3 - D representation from a 3 - D camera or from an autono - within the 3 - D representation . In various embodiments , the 
mous quadcopter ( e . g . , a drone ) equipped with 3 - D scanning system may receive a plurality of images and combine the 
technology plurality of images and the 3 - D representation so that a 

In particular embodiments , the system may determine the 35 position within a particular image generally corresponds to 
first virtual position in response to receiving the first image . a particular virtual position within the 3 - D representation . 
In some embodiments , the system may determine the first According to various embodiments , the system may com 
virtual position substantially automatically in response to bine the first image , the second image , and the 3 - D repre 
receiving the first image . The system may , in various sentation using any suitable image combination method . In 
embodiments , determine the first virtual position using any 40 particular embodiments , the system may combine the first 
suitable mapping technique . In particular embodiments , the image , the second image , and the 3 - D representation by 
system may determine the first virtual position using one or inlaying the first and second images into the 3 - D represen 
more triangulation techniques . In some embodiments , the tation . In various embodiments , the system may combine the 
system may determine the first virtual position using GPS first image , the second image , and the 3 - D representation by 
location techniques . 45 framing the first image and the second image with the 3 - D 

In various embodiments , the system may determine the representation . 
first virtual position by identifying a particular object in the In various embodiments , the system combines the first 
first image , identifying the same particular object in the 3 - D image , the second image , and the 3 - D representation by 
representation , and determining that the first virtual position superimposing the first image and the second image over the 
generally corresponds to the first position based on the 50 3 - D representation . When the system superimposes the first 
identification of the same particular object in each . For image and the second image over the 3 - D representation , the 
example , the object may be any suitable object such as a system may , in various embodiments , place the first position 
clock , a piece of furniture , a piece of art , a door , a window , in the first image within the first virtual position of the 3 - D 
etc . The system may then use any suitable algorithm , com representation and place the second position in the second 
bined with any other available information , to approximate 55 image within the second virtual position in the 3 - D repre 
the individual ' s position at the particular location . Similarly , sentation . In various embodiments , the system converts the 
the system may determine the first virtual position by first image into a first 3 - D video image , converts the second 
identifying a particular individual in the first image , identi - image into a second 3 - D video image , and generates a virtual 
fying the same particular individual in the 3 - D representa - reality representation of the particular location by superim 
tion , and determining that the first virtual position generally 60 posing the first 3 - D video image and the second 3 - D video 
corresponds to the first position based on the identification image over the 3 - D representation of the particular location . 
of the same particular individual in each . In various embodi - In particular embodiments , the system may use any suitable 
ments , the system may determine the orientation of the first technique to orient each of the first and second images 
image and the orientation of the 3 - D representation to within the 3 - D representation , for example , to assure con 
determine a first virtual position within a 3 - D representation 65 tinuity between the edges of these respective images and the 
of the particular location that generally corresponds to the adjacent portions of the 3 - D representation of the particular 
first position . location . 
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In some embodiments , the system may combine the first enhanced 3 - D modeling server 120 . In particular embodi 

image , the second image , and / or the 3 - D representation by ments , the system may generate the enhanced 3 - D repre 
identifying one or more matching objects within each image , sentation of the particular location in association with an 
removing the corresponding one or more objects from the account associated with the user . In some embodiments , the 
first image and / or the second image , and inserting the 5 system may generate the enhanced 3 - D representation of the 
remaining portions of the first and / or second images into the particular location with a timestamp of when the one or more 
3 - D representation . In particular embodiments , the system images were received by the system and / or captured . This 
may combine the first image , the second image , and the 3 - D may allow , for example , a user to search a particular night 
representation by identifying a matching background within such as a Friday night to view what the particular location 
each image , removing the corresponding background from 10 looks like at a particular time . 
the first image and / or the second image , and inserting the In particular embodiments , in addition to generating the 
remaining portions of the first and / or second images into the enhanced 3 - D representation of the particular location , the 
3 - D representation . In various embodiments , the system may system may also generate one or more avatars in the 
combine the first image , the second image , and / or the 3 - D enhanced 3 - D representation . In various embodiments , the 
representation by identifying one or more matching poly - 15 one or more avatars comprise a depiction of one or more 
gons within each image and combining the first and / or individuals in the particular location . For example , if a 
second images with the 3 - D representation based on the one particular individual has the enhanced 3 - D representation 
or more matching polygons . application running on their portable computing device and 

In further embodiments , as described above , the system allows the application to view their location ( e . g . , at least 
may combine one or more of the first and second images by 20 substantially in real time ) , the system may obtain a profile 
using any suitable character recognition software ( e . g . , opti - picture from a social media account associated with the 
cal character recognition " OCR ” software ) to read text from individual , and use the profile picture in creating an avatar 
within the first and / or second images and to then recreate at that represents the individual . In particular embodiments , the 
least a portion of that text within the 3 - D representation of avatar may comprise a substantially full image of the 
the particular location . 25 individual . In other embodiments , the avatar may comprise 
At Step 330 , at least partially in response to combining the a portion of the image of the individual . For example , the 

first image , the second image , and the 3 - D representation , system may create a generic avatar body and superimpose 
the system generates an enhanced 3 - D representation of the the individual ' s face on the head of the generic avatar body . 
particular location that includes at least a portion of the first In particular embodiments , the system may generate the one 
image , at least a portion of the second image , and at least a 30 or more avatars to resemble the flow of people through the 
portion of the 3 - D representation of the particular location . particular location . For example , the system may show the 
In various embodiments , the enhanced 3 - D representation avatars moving around from the front door , to a table , to the 
may be in any suitable photo , video , CAD format ( e . g . , TIF , bathroom , etc . 
JPG , PNG , GIF , RAW , MPEG , MOV , AVI , WMV , MP4 , In various embodiments , the system may store the 
etc . ) , or any other suitable format . In some embodiments , the 35 enhanced 3 - D representation of the particular location in 
enhanced 3 - D representation of the particular location may memory . In particular embodiments , the system may store 
be an enhanced 2 - D image that conveys a 3 - D effect . In one or more enhanced 3 - D representations by category . For 
particular embodiments , the enhanced 3 - D representation is example , the system may combine enhanced 3 - D represen 
an enhanced animated 3 - D computer model of activity at the tations by day of the week , time of day , holiday , etc . As a 
particular location . For example , the enhanced 3 - D repre - 40 further example , the system may categorize the one or more 
sentation may allow a user to view a room that shows enhanced 3 - D representations such as by location , type of 
individuals walking and interacting within the room , where venue , type of customers , etc . 
the images of the individuals have been received from two Exemplary User Experiences 
separate users , and where one image is in the form of a video Generating an Enhanced 3 - D Representation of the Inte 
and the other image is in the form of a photograph . 45 rior of a Restaurant 

In various embodiments , the system generates the In a particular example of using the enhanced 3 - D mod 
enhanced 3 - D representation of the particular location sub - eling module 300 to generate an enhanced 3 - D representa 
stantially automatically in response to combining the first tion of a particular location such as a restaurant , a first and 
image , the second image , and the 3 - D representation . In a second user may download a software application ( e . g . , a 
some embodiments , the system may generate the enhanced 50 social networking application ) onto their respective portable 
3 - D representation of the particular location at least partially computing devices ( e . g . , a smartphone or tablet ) . The first 
in response to receiving manual input from a user requesting user may log into the application on the first user ' s portable 
that the system generate the enhanced 3 - D representation of computing device . The second user may also log into the 
the particular location . In particular embodiments , the sys - application on the second user ' s portable computing device . 
tem may generate the enhanced 3 - D representation of the 55 The first and second users may be at the same restaurant and 
particular location for a specified period of time . For the first user may be enjoying dinner near a fireplace while 
instance , the system may generate the enhanced 3 - D repre the second user is grabbing a quick drink at the restaurant ' s 
sentation of the particular location for a second , a minute , an bar . While the users may be at the restaurant at the same time 
hour , a day , a month , a year , etc . In particular embodiments , in this particular example , in other situations , they may be at 
the 3 - D representation may comprise a 3 - D animation of the 60 the restaurant at different times ( e . g . , on different days ) . For 
particular location . example , the first user may be at the restaurant at 7 : 00 p . m . 

In some embodiments , the system may generate the on a Friday and the second user may be at the restaurant at 
enhanced 3 - D representation of the particular location using 2 : 00 p . m . on a Saturday . 
any suitable servers , databases , and / or other computing Returning to the example in which the first and the second 
devices , data structures , and / or computer hardware . In par - 65 users are at the restaurant at the same time , both users may 
ticular embodiments , the system may generate the enhanced desire to capture a particular moment ( a particular toast or 
3 - D representation of the particular location using the song performance ) using their respective portable comput 



15 
US 9 , 965 , 837 B1 

16 
ing devices . In a particular example , because the first user is period of time . The system may then selectively display this 
seated near the fireplace , the first user decides to take a animation ( or other visual representation ) to the restaurant 
panoramic picture of the restaurant while including the owner , who may use the animation to , for example : ( 1 ) 
fireplace in the picture . The second user , enjoying the evaluate the performance of one or more of the restaurant 
bartender ' s company , decides to take a video of the bar - 5 owner ' s employees ; ( 2 ) evaluate wait times for various 
tender mixing a brand new concoction that the bartender services within the restaurant ; and / or ( 3 ) evaluate physical 
came up with using a particular brand of whiskey . Both users traffic flows within the restaurant . 
capture their respective moments using the enhanced 3 - D In particular examples , the restaurant owner may be able 
modeling application . The users may capture images of at to determine that customers are being crowded into a front 
least some common objects ( e . g . , individuals , furniture , 10 section of the restaurant near the restaurant ' s front door but 
walls , decorations , lighting , etc . ) as they capture their that the restaurant ' s bar area is relatively open . This may 
respective images . allow the restaurant owner to reconfigure the layout of the 
Upon receiving the captured first and second images from restaurant to improve performance , or to advise customers to 

each user , the system combines the images with a 3 - D sit in the bar area so that crowding does not occur . The 
representation of the restaurant ( e . g . , the interior of a room ) 15 restaurant owner may also be able to determine that a 
that the system obtained from a third party . The system may particular table , such as an outdoor table in a corner , is being 
then enhance the 3 - D representation of the restaurant by rarely visited by the restaurant ' s wait staff . This may aid the 
adding one or more portions of the first and / or second restaurant owner in correcting wait staff deficiencies in 
images to at least a portion of the 3 - D representation . In responsiveness , etc . In addition , the restaurant owner may be 
various embodiments , the system combines the first and 20 able to view other movement patterns , such as the most 
second images with the 3 - D representation by determining common path that customers take to and from the restroom . 
where to position the images within the 3 - D representation This may allow the restaurant owner to determine which 
by matching one or more polygons within the first and / or tables have better placement based on the tables not being in 
second images with one or more polygons within the 3 - D a high traffic area . 
representation . Once the system matches the polygons , the 25 Viewing Previous Restaurant Activity 
system overlays the first and second images over the 3 - D As a further example of a user using the system , the user 
representation of the space in respective locations that may log in to the enhanced 3 - D modeling application on the 
correspond to the respective locations of the contents of the user ' s computer . When logging into the application , the user 
images at the particular location at a particular time based on may desire to see what a particular restaurant , such as Sotto 
the matching one or more polygons . 30 Sotto , looked like on a particular past evening , such as 

The system may then synchronize the playback of the Friday , October 23 . After logging into the application , the 
images so that multiple scenes from within the space are user may begin , for example , by viewing an enhanced 3 - D 
played back synchronized as they occurred within the space . representation ( such as any of those discussed above ) of the 
The system may determine when to play back multiple interior of the particular restaurant . This 3 - D representation 
images within the space by matching : ( 1 ) one or more time 35 may show , for example : ( 1 ) one or more food or drink 
stamps associated with the respective first and second specials that are displayed on any suitable display within the 
images ; ( 2 ) one or more distinct sounds included within the restaurant ' s interior ( e . g . , on a chalkboard or electronic 
images ; and / or ( 3 ) one or more images included within the display ) ; ( 2 ) one or more visual representations of one or 
images . more bartenders that are currently working at the restaurant ; 

In this example , the system is also configured to reduce 40 ( 3 ) one or more visual representations of one or more wait 
the volume of multiple conversations within the restaurant to staff that are currently working at the restaurant ; ( 4 ) one or 
create an accurate simulation of the background chatter that more videos taken of one or more individuals within the 
occurred within the restaurant when the first and second restaurant ; ( 5 ) one or more pictures taken of one or more 
images were captured . individuals within the restaurant ; and / or ( 6 ) any other suit 

Determining Movement Patterns 45 able images . The 3 - D representation may also include play 
As another example of a user using the system , the user back of one or more audio recordings and / or feeds from the 

( in this case a restaurant owner ) may log into the enhanced restaurant . 
software application on the user ' s tablet computer . The In various embodiments , the user may scroll through the 
restaurant owner may then ask the restaurant ' s wait staff and enhanced 3 - D representation of the particular restaurant 
bartenders to carry respective portable computing devices 50 until the user reaches the desired timeframe . For example , 
that are able to determine the location and movement the user may “ rewind ” the enhanced 3 - D representation 
patterns of the wearer . For example , each of the respective similar to rewinding a movie in the sense that the user may 
computing devices may run the software application , which see the one or more first images and the one or more second 
may use the respective computing devices ' location tracking images being overlaid over the 3 - D representation of the 
systems or other suitable hardware and / or software to track 55 particular location in reverse chronological order . Similarly , 
the movements of the wait staff and bartenders over the if the user desires to go forward from a particular time , the 
course of an evening . The restaurant may also advise cus - user may see the one or more first images and the one or 
tomers to log into the enhanced software application while more second images being overlaid over the 3 - D represen 
in the restaurant to allow the restaurant to track the move - tation in chronological order . The user may also rewind or 
ments of the one or more customers . 60 fast - forward to a particular time and then playback the 

After the software application collects the data regarding enhanced 3 - D representation in real - time . This may allow 
the respective movements of the wait staff , bartenders , and the user to see the type of clientele for a particular restaurant , 
customers over a particular period of time ( e . g . , one or more the type of lighting , the social scene , the best table locations , 
particular evenings ) , the system may transmit the data to a and the overall activity that occurred at a particular restau 
central server , which may use the information to create an 65 rant on a plurality of different times and days . 
animation that shows the movement of each participating For example , as shown in FIGS . 4A - 4C , the user may 
wait staff member , bartender , and customer over a particular view the dining room 402 and bar area 404 of a particular 
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restaurant 400 . When viewing the particular restaurant 400 , 
the enhanced 3 - D modeling application may display a first 
image 406 received from a first user and a second image 408 
received from a second user . As discussed above , the 
enhanced 3 - D modeling application may place the first 5 
image within the first virtual position of the 3 - D represen - 
tation and place the second image within the second virtual 
position in the 3 - D representation by using an object ( e . g . , 
a clock 410 found at least partially in the first image , the 
second image , and the 3 - D representation to determine 10 
where the first image and the second image should be placed 
within the 3 - D representation of the particular restaurant 
400 . The enhanced 3 - D modeling application may also 
display a generated avatar 412 having a user ' s profile picture 
414 for the avatar ' s head . As the user plays back the 15 
enhanced 3 - D representation in real - time , the enhanced 3 - D 
modeling application shows the path that the avatar 412 
travels between a first position 416 ( as seen in FIG . 4A ) , a 
second position 418 ( as seen in FIG . 4B ) , and a third 
position 420 ( as seen in FIG . 4C ) . 

Inventive Concepts : 
1 . A system for generating an enhanced representation of 

a particular location , the system comprising : 
a . at least one processor ; and 
b . memory , wherein the computer system is adapted 25 

for : 
i . receiving a first image from a first portable com 

puting device associated with a first individual 
taken while the first portable computing device is 
in a first position within a particular location at a 30 
first time ; 

ii . receiving a second image from a second portable 
computing device associated with a second indi 
vidual taken while the second portable computing 
device is in a second position within the particular 35 
location at a second time ; 

iii . determining a first virtual position within a 3 - D 
representation of the particular location that gen 
erally corresponds to the first position ; 

iv . determining a second virtual position within the 40 
3 - D representation of the particular location that 
generally corresponds to the second position ; 

V . after receiving the first and second image , com 
bining the first image , the second image , and the 
3 - D representation so that the first position of the 45 
first image generally corresponds to the first vir 
tual position within the 3 - D representation and the 
second position of the second image generally 
corresponds to the second virtual position within 
the 3 - D representation ; and 

vi . at least partially in response to combining the first 
image , the second image , and the 3 - D represen 
tation , generating an enhanced representation of 
the particular location that includes the first image , 
the second image , and the 3 - D representation of 55 
the particular location . 

2 . The system of Concept 1 , wherein the particular 
location is a dining establishment . 

3 . The system of Concept 2 , wherein the first and second 
individuals are patrons of the dining establishment . 60 

4 . The system of Concept 3 , wherein the first and second 
individuals each respectively use the same particular 
software application on the first and second portable 
computing devices to capture , respectively , the first and 
second images . 65 

5 . The system of Concept 2 , wherein the first and second 
individuals each respectively use the same particular 

application on the first and second portable computing 
devices to capture , respectively , the first and second 
images . 

6 . The system of Concept 5 , wherein the first image is a 
2 - D video . 

7 . The system of Concept 6 , wherein the second image is 
a 2 - D video . 

8 . The system of Concept 7 , wherein at least a portion of 
the first and second 2 - D videos were taken at the same 
time . 

9 . The system of Concept 8 , wherein the enhanced rep 
resentation of the particular location is an enhanced 
3 - D representation of the particular location . 

10 . The system of Concept 9 , wherein the system is 
adapted to play back the first and second 2 - D videos to 
recreate a scene that occurred within the dining estab 
lishment and to synchronize the playback of the first 
and second videos so that at least one sound , captured 
in both the first video and the second video , is heard at 
substantially the same time during the synchronized 
playback of the first and second videos . 

11 . The system of Concept 10 , wherein the system is 
adapted to synchronize playback of the first and second 
videos by identifying a particular sound within the 
videos and determining the timing of the playback of 
both the first video and the second video so that the 
particular sound , captured in both the first video and the 
second video , is heard at substantially the same time 
during the synchronized playback of the first and 
second videos . 

12 . The system of Concept 10 , wherein the system syn 
chronizes playback of the first and second videos based 
on respective time indicators associated with the 
respective first and second videos . 

13 . The system of Concept 5 , wherein the first image is a 
2 - D still picture . 

14 . The system of Concept 1 , wherein the system is 
further configured for : 
a . determining a first orientation of the first portable 

computing device using a first gyroscope associated 
with the first portable computing device ; 

b . determining a second orientation of the second 
portable computing device using a second gyroscope 
associated with the second portable computing 
device ; 

c . determining , at least partially based on the deter 
mined first orientation and second orientation , a 
position within the particular location for video 
playback 

15 . The system of Concept 1 , wherein the step of com 
bining the first image , the second image , and the 3 - D 
representation further comprises : 
a . Combining a portion of the first image with a portion 
of the second image ; and 

b . generating the enhanced representation of the par 
ticular location that includes the portion of the first 
image , the portion of the second image , and the 3 - D 
representation of the particular location , wherein : 
i . the portion of the first image comprises less than all 

of the first image , and the portion of the second 
image comprises less than all of the second image . 

16 . The system of Concept 1 , wherein the computer 
system is further adapted for : 
a . identifying a first particular object within the first 

image ; 
b . identifying a second particular object within the 

second image ; 
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c . identifying the first particular object within the 3 - D 
representation of the particular location ; 

d . identifying the second particular object within the 
3 - D representation of the particular location ; 

e . superimposing the first image over the 3 - D repre - 5 
sentation of the space so that the first object is in 
substantially the same position in the first image and 
the 3 - D representation ; and 

f . superimposing the second image over the 3 - D rep 
resentation of the space so that the second object is 10 
in substantially the same position in the second 
image and the 3 - D representation . 

17 . The system of Concept 16 , wherein the first particular 
object is an object selected from a group consisting of : 
a . a clock ; 
b . a piece of furniture ; 
c . a piece of art ; 
d . a door ; and 
e . a window . 

18 . The system of Concept 1 , wherein the system is 20 
further configured for generating one or more avatars in 
the virtual 3 - D representation of the particular location , 
wherein the one or more avatars comprise a depiction 
of one or more individuals in the particular location . 

19 . A system for generating an enhanced 3 - D represen - 25 
tation of a space , the system comprising : 
a . at least one processor ; and 
b . memory , wherein the computer system is adapted 

15 

for : 
i . receiving a 2 - D digital image taken in the space 30 

from a portable computing device associated with 
an individual while the portable computing device 
is in a particular position within the space ; 

ii . determining a virtual position within a 3 - D rep 
resentation of the space that generally corresponds 35 
to the particular position in the 2 - D digital image ; 

iii . combining the 2 - D digital image and the 3 - D 
representation of the space so that the particular 
position of the 2 - D digital image generally corre 
sponds to the virtual position within the 3 - D 40 
representation of the space ; 

iv . generating an enhanced 3 - D representation of the 
space that includes the combination of the 2 - D 
digital image and the 3 - D representation of the 
space ; and 45 

V . generating one or more avatars in the enhanced 
3 - D representation of the space , wherein the one 
or more avatars comprise a depiction of one or 
more individuals in the space . 

20 . The system of Concept 19 , wherein the step of 50 
generating one or more avatars in the enhanced 3 - D 
representation of the space further comprises : 
a . receiving one or more movement patterns for the one 

or more individuals in the space during a particular 
time period , wherein the one or more individuals are 55 
using a particular application on one or more por 
table computing devices associated with the one or 
more individuals ; 

b . determining one or more virtual movement patterns 
within the 3 - D representation of the space that gen - 60 
erally correspond to the one or more movement 
patterns of the one or more individuals during the 
particular time period ; and 

c . generating an enhanced 3 - D representation of the 
space that includes the generated one or more avatars 65 
moving in the one or more virtual movement patterns 
in the 3 - D representation of the space . 

21 . The system of Concept 19 , wherein the system is 
further adapted for : 
a . receiving a second 2 - D digital image taken in the 

space from a second portable computing device 
associated with a second individual while the second 
portable computing device is in a second particular 
position within the space ; 

b . determining a second virtual position within the 3 - D 
representation of the space that generally corre 
sponds to the second particular position in the second 
2 - D digital image ; 

c . combining the second 2 - D digital image and the 3 - D 
representation of the space so that the second par 
ticular position of the second 2 - D digital image 
generally corresponds to the second virtual position 
within the 3 - D representation of the space ; and 

d . generating an enhanced 3 - D representation of the 
space that includes the combination of the second 
2 - D digital image and the 3 - D representation of the 
space . 

22 . The system of Concept 21 , wherein the first and 
second 2 - D digital images are videos . 

23 . The system of Concept 22 , wherein at least a portion 
of the 2 - D digital image and the second 2 - D digital 
image were taken at the same time . 

24 . The system of Concept 23 , wherein the system is 
further adapted for : 
a . combining the first 2 - D digital image , the second 2 - D 

digital image , and the 3 - D representation of the 
space so that the particular position of the 2 - D digital 
image generally corresponds to the virtual position 
within the 3 - D representation of the space and the 
second particular position of the second 2 - D digital 
image generally corresponds to the second virtual 
position within the 3 - D representation , and 

b . generating an enhanced 3 - D representation of the 
space that includes the combination of the 2 - D 
digital image , the second 2 - D digital image , and the 
3 - D representation of the space . 

25 . The system of Concept 24 , wherein the step of 
combining the 2 - D digital image , the second 2 - D 
digital image , and the 3 - D representation comprises 
superimposing the 2 - D and the second 2 - D digital 
images over the 3 - D representation of the space . 

26 . The system of Concept 19 , wherein determining the 
virtual position within the 3 - D representation of the 
space that generally corresponds to the particular posi 
tion in the 2 - D digital image further comprises match 
ing polygons in the 2 - D digital image with polygons in 
the 3 - D representation of the space . 

27 . A system for generating a virtual reality representation 
of a particular location , the system comprising : 
a . at least one processor ; and 
b . memory , wherein the computer system is adapted 

for : 
i . receiving a first image from a first portable com 

puting device associated with a first individual 
taken while the first portable computing device is 
in a first position within a particular location at a 
first time ; 

ii . determining a first virtual position within a 3 - D 
representation of the particular location that gen 
erally corresponds to the first position ; 

iii . after receiving the first image , combining the first 
image and the 3 - D representation so that the first 
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position of the first image generally corresponds to drawings . For example , although various embodiments are 
the first virtual position within the 3 - D represen described above as in the context of enhancing a 3 - D 
tation ; and representation of a particular location , it should be under 

iv . at least partially in response to combining the first stood in light of this disclosure that the same or similar 
image and the 3 - D representation , generating a 5 5 techniques may be used to enhance a 2 - D representation of 
virtual reality representation of the particular loca the particular location . Also , it should be understood that 
tion that includes the first image and the 3 - D various embodiments may be used in many different con 
representation of the particular location . texts , such as in the context of understanding a crime scene , 

28 . The system of Concept 27 , wherein the system is understanding crowd behaviors , and / or understanding 

further adapted for : 10 activities within a classroom . Therefore , it is to be under 
stood that the invention is not to be limited to the specific i . receiving a second image from a second portable 

computing device associated with a second indi embodiments disclosed and that modifications and other 
vidual taken while the second portable computing embodiments are intended to be included within the scope of 
device is in a second position within the particular the appended claims . Although specific terms are employed 

15 herein , they are used in a generic and descriptive sense only location at a second time ; 
ii . determining a second virtual position within the 3 - D and not for the purposes of limitation . 

The invention claimed is : representation of the particular location that gener 
ally corresponds to the second position ; 1 . A system for generating an enhanced representation of 

iii . combining the second image and the 3 - D represen - & a particular location , the system comprising : 
tation so that the second position of the second image 20 e 20 a . at least one processor , and 
generally corresponds to the second virtual position b . memory , wherein the computer system is adapted for : 
within the 3 - D representation ; and i . receiving a first image from a first portable computing 

iv . at least partially in response to combining the second device associated with a first individual taken while 
image and the 3 - D representation , generating a vir the first portable computing device is in a first 
tual reality representation of the particular location 25 position within a particular location at a first time ; 
that includes the first image , the second image , and ii . receiving a second image from a second portable 
the 3 - D representation of the particular location . computing device associated with a second indi 

29 . The system of Concept 28 , wherein the first and vidual taken while the second portable computing 
second images are 2 - D videos . device is in a second position within the particular 

30 . The system of Concept 28 , wherein at least a portion 30 location at a second time ; 
of the first and second images were taken at least iii . determining a first virtual position within a 3 - D 
substantially at the same time . representation of the particular location that gener 

31 . The system of Concept 28 , wherein combining the ally corresponds to the first position ; 
first image , the second image , and the 3 - D representa iv . determining a second virtual position within the 3 - D 
tion further comprises : 35 representation of the particular location that gener 
a . converting the first image into a first 3 - D video ally corresponds to the second position ; 

V . after receiving the first and second image , combining image ; 
b . converting the second image into a second 3 - D video the first image , the second image , and the 3 - D 

representation so that the first position of the first image ; and image generally corresponds to the first virtual posi c . generating a virtual reality representation of the 40 
particular location by superimposing the first 3 - D tion within the 3 - D representation and the second 

video image and the second 3 - D video image over position of the second image generally corresponds 
the 3 - D representation of the particular location . to the second virtual position within the 3 - D repre 

32 . The system of Concept 31 , wherein the virtual reality sentation ; and 

representation of the particular location comprises a 45 vi . at least partially in response to combining the first 
3 - D video . image , the second image , and the 3 - D representation , 

Conclusion generating an enhanced representation of the par 
Many modifications and other embodiments of the inven ticular location that includes the first image , the 

tion will come to mind to one skilled in the art to which this second image , and the 3 - D representation of the 
invention pertains , having the benefit of the teaching pre - 50 particular location . 
sented in the foregoing descriptions and the associated * * * * * 

35 


