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( 57 ) ABSTRACT 
Some embodiments provide a novel method for managing 
hardware forwarding elements ( MHFEs ) that facilitate the 
creation of multiple logical networks on a set of shared 
physical forwarding elements . The method uses a set of 
logical controllers that generate data that defines a set of 
logical networks , and a set physical controllers to distribute 
the generated data to the hardware forwarding elements . In 
some embodiments , each MHFE can serve as either a master 
MHFE or a slave MHFE for one set of computing end nodes 
( e . g . , VMs , containers , etc . ) in a logical network . To ensure 
proper routing of data packets to the computing end nodes , 
each MHFE sends to its physical controller an inventory 
( e . g . , a table , a list , etc . ) of the set of computing end nodes 
for which it serves as the master MHFE or the slave MHFE . 
Each physical controller forwards the inventory for each 
logical network to the logical controller for the logical 
network . Each logical controller maintains the master inven 
tory of the MHFEs that are masters ( and slaves if applicable ) 
of the various compute end nodes of each logical network 
managed by the logical controller . After receiving a new 
inventory from a physical controller , the logical controller 
updates its records , resolves any conflicts while it is updat 
ing its records , and distributes one or more master / slave 
inventories for one or more logical networks that it manages 
to the physical controllers , which , in turn , pass this infor 
mation to the MHFEs that they manage . 
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MANAGING TUNNEL ENDPOINTS FOR some embodiments , each MHFE can also serve as a slave 
FACILITATING CREATION OF LOGICAL MHFE for one or more other sets of computing end nodes 

NETWORKS in one or more logical networks . To ensure proper routing of 
data packets to the computing end nodes , each MHFE sends 

BACKGROUND 5 to its physical controller an inventory ( e . g . , a table , a list , 
etc . ) of the set of computing end nodes for which it serves 

Several solutions have been proposed to date to allow as the master MHFE . In some of the embodiments that have 
controllers to manage standalone network hardware devices . MHFEs also designated as slave MHFEs , each MHFE ' s 
For instance , VMware ' s NSX for Multi - Hypervisor control - inventory also includes the set of computing end nodes for 
lers manage hardware VTEP ( virtual tunnel end point ) 10 which the MHFE serves as the slave MHFE . 
devices through the OVSDB protocol . The hardware _ vtep Each physical controller ( 1 ) divides the received inven 
OVSDB schema that NSX uses to integrate with the VTEP tory from each MHFE into different inventories for different 
devices is described at the openvswitch website . This logical networks , and then ( 2 ) forwards the inventory for 
schema uses the table Ucast _ Macs _ Remote to provide the each logical network to the logical controller for the logical 
MAC addresses of end - points in various logical switches , 15 network . For each logical controller , the inventory that the 
and their corresponding locators ( VTEP IPs where the physical controller in some embodiments generates includes 
devices terminate VXLAN tunnels ) . master MHFE data records ( and slave MHFE data records if 

Two hardware VTEP devices can be two routers operating applicable ) for one or more logical networks managed by the 
in Virtual Router Redundancy Protocol ( VRRP ) configura - logical controller . In some embodiments , for a logical net 
tion . These two routers can be like an L3 switch or a 20 work , the physical controller batch processes multiple 
switch - router , which has both switch and routing capabili inventories that it receives from different MHFEs , before it 
ties . During normal operations , only one VTEP device ( i . e . , sends one aggregated inventory to the logical controller of 
VTEP1 or VTEP2 ) would be the active VTEP device for the the logical network . Specifically , in some embodiments , the 
VRRP solution : one of them would report the MAC address physical controller batch processes the inventories that it 
of the VRRP router through Ucast _ Macs Local . The NSX 25 receives from the MHFEs so that the physical controller can 
controller would propagate this MAC address and the VTEP just send one inventory to the logical network ' s logical 
IP ( of the active VTEP device , VTEP1 or VTEP2 ) to all controller on a periodic basis or after the inventory has 
other VTEP devices connected to the logical switch that has reached a certain size . In other embodiments , the physical 
the given VRRP router . The NSX controller would propa controllers process the received inventories in real time so 
gate this information through the Ucast _ Macs _ Remote 30 that the logical controllers can receive inventories as soon as 
table . possible . 

During failover or other error conditions , both VTEP Each logical controller maintains the master inventory of 
devices ( i . e . , VTEP1 and VTEP2 ) may report the MAC the MHFEs that are masters ( and slaves if applicable ) of the 
address of the router . In that case , the NSX controller needs various compute end nodes of each logical network man 
to decide which VTEP device is the active one , in order to 35 aged by the logical controller . After receiving a new inven 
update the Ucast _ Macs _ Remote table of all other VTEP tory from a physical controller , the logical controller exam 
devices correctly . Therefore , there is a need for a method for ines the master MHFE data records ( and slave MHFE data 
the controller to support such VRRP solutions . records if applicable ) in the new inventory and in its master 

inventory to update its records in the master inventory . In its 
BRIEF SUMMARY 40 attempt to keep its master inventory up to date , the logical 

controller might identify cases where two MHFEs identify 
Some embodiments provide a novel method for managing themselves as the master of a compute end node . In such 

hardware forwarding elements that facilitate the creation of circumstances , the logical controller uses a conflict resolu 
multiple logical networks on a set of shared physical for - tion process to resolve the discrepancy in the reported data 
warding elements . The method uses a set of logical control - 45 records , and based on the output of this process , designates 
lers that generate data that defines a set of logical networks . one of the two MHFEs as the mater of the compute end 
The number of logical controllers can be different than the node . To resolve conflict between two MHFEs specifying 
number of logical networks as one logical controller typi - that they are masters of the same MAC , the logical controller 
cally can generate data for multiple logical networks . The in some embodiments picks the last WIFE that provided the 
method also uses a set physical controllers to distribute the 50 MAC record , based on a reasoning that , in the case of 
generated data to the hardware forwarding elements . The failover the latest MHFE to report the MAC is the active 
number of physical controllers does not have to equal the one . 
number of hardware forwarding elements as one physical In some embodiments , more than two MHFEs might 
controller typically distributes data to multiple hardware identify themselves as masters of a compute end node , and 
forwarding elements . Also , in some embodiments , one con - 55 the conflict resolution process of the logical controller 
troller can operate as both a logical controller and a physical resolves this inconsistency to identify only one of the 
controller . Alternatively , each controller in some embodi - MHFEs as the master MHFE of the compute end node . Also , 
ments is a separate software process , and one computing in some embodiments , no WIFE identifies itself as the 
device can execute two controller processes , where one master of a compute end node as each MHFEs associated 
controller process is a logical controller and another con - 60 with the compute end node , believes itself to be a slave 
troller process is a physical controller . MHFE . In such cases , the conflict resolution process of 

In some embodiments , each managed hardware forward some embodiments analyzes the reported data and desig 
ing element ( MHFE ) can serve as the master MHFE for one nates one of the MHFEs as the master MHFE for the 
set of computing end nodes ( e . g . , VMs , containers , etc . ) in compute end node . 
a logical network . Also , in some embodiments , each MHFE 65 After processing one or more inventories that it receives 
can be master MHFE for multiple different sets of comput - from one or more physical controllers , the logical controller 
ing end nodes for multiple different logical networks . In distributes one or more master / slave inventories for one or 
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more logical networks that it manages to the physical FIG . 7 illustrates a computer system that is used to 
controllers . In some embodiment , each distributed master / implement some embodiments of the invention . 
slave inventory identifies for each MHFE , the compute end 
nodes for which the MHFE is the master MHFE and the DETAILED DESCRIPTION 
compute end nodes for which the MHFE is the slave MHFE . 5 
In other embodiments , each distributed inventory only iden - In the following detailed description of the invention , 
tifies updates to previous inventories that the logical con - numerous details , examples , and embodiments of the inven 
troller previously distributed . tion are set forth and described . However , it will be clear and 

Also , in some embodiments , each physical controller only apparent to one skilled in the art that the invention is not 
gets the inventory records for the MHFEs that the physical 10 limited to the embodiments set forth and that the invention 
controller manages . After receiving an updated master / slave may be practiced without some of the specific details and 
inventory form a logical controller , the physical controller examples discussed . 
parses the updated inventory into different inventories for its Some embodiments provide a novel method for managing 
different physical controllers and then to each of its physical hardware forwarding elements that facilitate the creation of 
controllers that has one or more updated records , sends the 15 multiple logical networks on a set of shared physical for updated records in an updated inventory . The MHFEs then warding elements . The method uses N logical controllers to use the updated records to update their respective records , 
and then use these updated records to process packets ( e . g . , generate data that define M logical networks ( where N and 
route packets ) to compute end nodes in the network . M are integers that can be different ) , and O physical con 

One of ordinary skill will realize that the collection , 20 in 20 trollers for communicating with the managed hardware 
reconciliation and distribution process of some embodi forwarding elements ( MHFEs ) . Each logical controller acts 
ments can be used more generally to collect , reconcile and as arbiter that specifies different MHFEs as the master 
distribute MAC inventories for any arbitrary architecture MHFEs for different sets of computing end nodes ( e . g . , 
that ( 1 ) has one or more MACs operate between logical VMs , containers , etc . ) in a logical network . At any given 
network tunnel endpoints ( e . g . , hardware forwarding ele - 25 time , each logical controller in some embodiments serves as 
ments or software forwarding elements ) , and ( 2 ) has the a master logical controller for one or more logical networks . 
MAC addresses behind different logical network tunnel While serving as a master logical controller for a logical 
endpoints distributed to the logical network tunnel end network , the logical controller in some embodiments is the 
points . The MAC addresses are collected , reconciled and only logical controller that can generate data that can be used 
distributed so that the logical network tunnel endpoints will 30 to define the logical network . 
know how to route data packets that are intended for To specify the list of master MHFEs , each logical con 
machines ( or containers ) behind other logical network tun - troller receives through the physical controllers , each 
nel endpoints . MHFE ’ s master records that identify the compute end nodes 

The preceding Summary is intended to serve as a brief for which the MHFE is the master . After resolving any 
introduction to some embodiments of the invention . It is not 35 inconsistencies in these records , the logical controller pro 
meant to be an introduction or overview of all inventive vides to the physical controllers master records that identify 
subject matter disclosed in this document . The Detailed the MHFEs that are masters of the compute end nodes of the 
Description that follows and the Drawings that are referred logical network , so that each physical controller can then 
to in the Detailed Description will further describe the relay to its MHFE ( s ) the master records . 
embodiments described in the Summary as well as other 40 In some embodiments , each MHFE can also serve as a 
embodiments . Accordingly , to understand all the embodi - slave MHFE that acts a backup MHFE for a master MHFE 
ments described by this document , a full review of the that is primarily responsible for a set of compute end nodes 
Summary , Detailed Description , the Drawings and the in a logical network . When two MHFEs identify themselves 
Claims is needed . Moreover , the claimed subject matters are as a master MHFE for a set of compute end nodes ( e . g . , 
not to be limited by the illustrative details in the Summary , 45 during a failover condition when the failed and new MHFE 
Detailed Description and the Drawing . are being reported as the master MHFE for the set of 

compute end nodes ) , the logical controller identifies one of 
BRIEF DESCRIPTION OF THE DRAWINGS them as the master MHFE and the other one as the slave 

MHFE . To specify the list of master and slave MHFEs , each 
The novel features of the invention are set forth in the 50 logical controller ( 1 ) receives through the physical control 

appended claims . However , for purposes of explanation , lers , each MHFE ' s master and slave records that identify the 
several embodiments of the invention are set forth in the compute end nodes for which the MHFE is the master and 
following figures . is the slave , and ( 2 ) after resolving any inconsistencies in 

FIG . 1 illustrates a network control system that imple - these records , distributes to the MHFEs through the physical 
ments the hardware forwarding element management 55 controllers , verified master and slave records that correctly 
method of some embodiments of the invention . identify the MHFE master and slaves for the different sets of 

FIG . 2 illustrates a MHFE assignment process of some compute end nodes . 
embodiment of the invention . FIG . 1 illustrates a network control system 100 that 
FIGS . 3 and 4 pictorially illustrate the reporting process implements the MHFE management method of some 

for two examples for two LFEs of two logical networks . 60 embodiments of the invention . In this example , the MHFES 
FIG . 5 illustrates an example of using some embodiments are top - of - rack ( TOR ) switches that connect software for 

of the invention to distribute tunnel endpoint assignments to w arding elements ( SFE ) executing on hosts in one rack to 
SFEs that serve as tunnel endpoints . SFEs executing on hosts on other racks . In this figure , three 

FIG . 6 illustrate an example of using some embodiments racks 150 , 152 , and 154 are shown . As further shown , each 
to reconcile tunnel endpoint assignments to ensure packet 65 rack includes two TORs 105 and several hosts 110 , with 
routing after a virtual machine from one tunnel endpoint ' s each host executing one or more virtual machines 115 and at 
domain to another tunnel endpoint ' s domain . least one SFE 120 ( e . g . , a software switch and / or router ) . In 
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A . 
this example , the method is used to manage the identity of municate with its TORs , each physical controller has a TOR 
master and slave TORs for each compute node in each rack . agent 140 to communicate with the TORs for which the 

In some embodiments , the SFEs 120 are configured to physical controller is the master controller ( i . e . , the primary 
form multiple logical forwarding elements ( e . g . , logical controller for communicating with the TORS ) . In some 
switch ) . Each LFE is an abstract construct that conceptually 5 embodiments , the TORs and TOR agents communicate with 
spans multiple SFEs to connect VMs on multiple different each other by using the OVSdb communication protocol . 
hosts to each other . Several examples of LFEs will be further In some embodiments , each TOR can serve as the master provided below . In some embodiments , overlay tunnel con TOR for one set of computing end nodes ( e . g . , VMs , nections between the hosts facilitate the creation of the containers , etc . ) in a logical network and as the slave TOR LFEs . To create overlay connections between hosts in dif - 10 for another set of computing end nodes in the logical ferent racks , some embodiments define tunnel connections network . An appliance or a set of appliances that executes a between different pairs of TORs in different racks . For the VRRP ( virtual router redundancy protocol ) designates the example illustrated in FIG . 1 , four tunnels are created 
between each TOR in each rack ' s pair of TORs and each master and slave TORs in some embodiments . Such a VRRP 
TOR in another rack ' s pair of TORS . For instance between 15 appliance is provided by a number of hardware vendors . 
racks 150 and 152 , one tunnel is created between TORs 105a This appliance is not shown in FIG . 1 , as the use of a VRRP 
and 105c , one tunnel is created between TORs 105a and appliance in not essential to the architecture illustrated in 
105d , one tunnel is created between TORs 105b and 105c , this and other figures ; other schemes are used to assign 
and one tunnel is created between TORs 105b and 105d . master and slave TORs in other embodiments . 

Different types of tunnels can be used in different embodi - 20 Also , each TOR can be master and / or slave TOR for 
ments . Examples of such tunnels include STT ( stateless multiple different sets of computing end nodes for multiple 
transport tunnels ) , GRE ( Generic Routing Encapsualtion ) different logical networks . To ensure proper routing of data 
tunnels , VXLAN tunnels , etc . Tunnels can often be viewed packets to the computing end nodes , each TOR sends to its 
as point - to - point logical wire connections between their master physical controller an inventory ( e . g . , a table , a list , 
endpoints ( e . g . , between a pair of TORs ) because tunnels can 25 etc . ) of the set of computing end nodes for which the TOR 
traverse through intervening network fabric ( e . g . , interven - serves as the master TOR and the set of computing end 
ing switches , routers , etc . ) . nodes for which it serves as the slave TOR . For each logical 

To manage the master and slave assignments of the network , the physical controllers pass along the inventory 
MHFEs , the network control system 100 includes a set of data to the logical controller that manages the logical 
physical controllers 130 and a set of logical controllers 135 . 30 network , so that the logical controller can reconcile the 
The logical controllers generate data to define the logical various reported master / slave inventories and distribute to 
forwarding elements , while the physical controllers distrib - the TORs ( through the physical controllers ) a master inven 
ute the generated data to the MHFEs and SFEs . The number tory that identifies the correct master / slave TOR for each 
of logical controllers can be different than the number of compute end node in a logical network . This reconciliation 
logical networks as one logical controller can generate data 35 is useful avoid mis - routings that can occur when two TORS 
for multiple logical networks . The generated data is used to are reported as a master TOR for a VM ( e . g . , during a 
configure the SFEs and TORs to implement the logical failover condition when the failed and new TOR are being 
forwarding elements . reported as the master TOR for the VM ) . 

In some embodiments , the generated data is transformed in some embodiments , the controllers ( e . g . , the logical 
into physical data by the physical controllers 130 , local 40 and physical controllers ) communicate through RPC ( re 
controllers ( not shown ) executing on the hosts , and / or by mote procedure call ) channels . Also , in some embodiments , 
modules operating on the TORs , before this data is supplied the inventories that are exchanged between the TORs and 
to SFEs and / or TORs . For instance , before distributing the the physical controllers , and between the physical and 
data generated by the logical controller , a physical controller logical controllers , specifies the logical network or LFE 
in some embodiments converts the data into another format , 45 associated with each compute end node ( e . g . , each MAC 
e . g . , into ( 1 ) physical control plane data for the TORs and / or address ) reported in the inventory . The logical network or 
SFEs , or ( 2 ) into a format that a TOR module or host local LFE identify is useful in that it allows the parsing of the 
controller can further process to produce physical control records in a received inventory into different inventories for 
plane data . different inventories for different logical or physical con 

The number of physical controllers can be different than 50 trollers or different TORs . 
the number of TORs as one physical controller typically FIG . 2 illustrates a TOR assignment process 200 of some 
distributes data to multiple TORs . Also , in some embodi - embodiment of the invention . In this process , each logical 
ments , only one physical controller is the master controller network ' s logical controller receives master / slave assign 
for supplying data to a set of TORs to configure the TORS ments from the TORs through the TOR physical controllers , 
to facilitate the creation of LFEs . At any given time , only the 55 and resolves any discrepancies in the reported assignments , 
master physical controller can provide data to its TORs . In before distributing a master assignment inventory to the 
some embodiments , each TOR ' s master physical controller TORs through the physical controllers . As shown , this 
can have another physical controller that operates as a slave process is implemented by different processes on each TOR , 
physical controller that serves as a backup ( e . g . , a hot physical controller and logical controller associated with a 
standby backup ) to the master physical controller in case the 60 logical network . The TORs and controllers can perform 
master controller fails . separate processes for each of the logical networks that they 

In some embodiments , one controller can operate as both manage , or they can use one common set of processes to 
a logical controller and a physical controller . Each controller specify TOR assignments for several or all logical networks 
in some embodiments is a separate software process , and together . The TOR assignment process 200 will be explained 
one computing device can execute two controller processes , 65 by reference to FIGS . 3 and 4 , which pictorially illustrate the 
where one controller process is a logical controller and reporting process for two examples for two LFEs 300 and 
another controller process is a physical controller . To com - 400 of two logical networks . 
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As shown , the process 200 starts ( at 205 ) with a TOR Each logical controller maintains the master UMR table 
sending a Ucast _ Mac Remote ( UMR ) table to the TOR ' s of the TORs that are masters and slaves of the VMs of each 
physical controller . This table specifies MAC addresses of logical network managed by the logical controller . After 
the VMs in the TOR ' s rack for which the TOR is the master receiving ( at 225 ) a new UMR table from a physical 
TOR or the slave TOR . In some embodiments , this table 5 controller , the logical controller examines ( at 230 ) the 
specifies all the MAC addresses of all the VMs in the TOR ' s master and slave TOR data records in the new UMR table 
rack for which the TOR is the master TOR or the slave TOR and in its master UMR table to update its records in the 
in one or more logical networks . In other embodiments , this master UMR table . In its attempt to keep its master UMR 
table only specifies MAC records for one logical network . In table up to date , the logical controller might identify cases 
still other embodiments , this table only provides MAC 10 where two TORs identify themselves as the master of one 
update records , such as MAC update records that the TOR VM . In such circumstances , the logical controller uses ( at 
modified recently for one logical network or all logical 230 ) a conflict resolution process to resolve the discrepancy 
networks managed by the TOR . in the reported data records , and based on the output of this 

The TOR assignment process 200 collects , reconciles , and process , designates one of the two TORs as the mater of the 
distributes reconciled UMR tables in order to correctly 15 compute end node . 
identify the master TOR for each compute end node in racks To resolve conflict between two TORs specifying that 
150 , 152 , and 154 so that the TORs can properly route data they are masters of the same MAC , the logical controller in 
packets to the compute end nodes through the other TORs . some embodiments picks the last TOR that provided the 
In some embodiments , different TORs send their UMR MAC record , based on a reasoning that , in the case of 
tables to their physical controllers at different times , such as 20 failover the latest TOR to report the MAC is the active one . 
periodically at different offset times or in real time after For instance , in some embodiments , the logical controller 
changing a master or slave record . processes RPC messages for a given logical forwarding 

FIG . 3 illustrates an example of the TOR 105b sending a element using a first - come - first - served ( FCFS ) mechanism 
UMR table to its physical controller 130c , while FIG . 4 ( e . g . , uses a first - in , first - out queue ) . In some embodiments , 
illustrates an example of the TOR 105a sending a UMR 25 the logical controller assigns a time ( based on its local clock ) 
table to its physical controller 130b , In both of these for each of these local MACs arriving from different virtual 
examples , each TOR ' s UMR table only relates to the VM tunnel end point devices ( e . g . , different TORs ) . If there is a 
compute end nodes of one logical network . In FIG . 3 , the MAC conflict ( two virtual tunnel end point devices reporting 
UMR table relates to VMs associated with a logical for the same MAC ) , the logical controller picks the latest tunnel 
warding element ( e . g . , logical switch or router ) X , while in 30 end point device that reports the MAC based on the time 
FIG . 4 , the UMR table relates to VMs associated with a stamps . 
logical forwarding element Y . As shown , logical forwarding In other embodiments , the logical controller resolves 
element X conceptually spans multiple hosts to connect conflicts by using time stamps ( e . g . , by selecting the later 
VMs 1 - 7 , while logical forwarding element Y conceptually time stamps ) that each virtual tunnel end point device ( e . g . , 
spans multiple hosts to connect VMs A - E . 35 TOR ) records for each of its MAC records to indicate the 

As mentioned above , the TORs in some embodiments time that the TOR made a determination that it was the 
send UMR tables that include master / slave records for master of the MAC . In still other embodiments , the physical 
multiple logical networks . Accordingly , after receiving a controllers assign the timestamps when they receive the 
UMR table ( at 210 ) that may contain records for more than MAC records from the TORs . In this way , the timestamps 
one logical network , a physical controller divides ( at 215 ) 40 are indicative of when the records reached the system as a 
the received UMR table from each TOR into different UMR while , not just when the records were received by the logical 
table for different logical networks . The physical controller controller . 
forwards ( at 220 ) the UMR table that it generates for each In some embodiments , more than two TORs might iden 
logical network to the logical controller for the logical tify themselves as masters of a VM , and the conflict reso 
network . FIG . 3 illustrates the physical controller 130c 45 lution process of the logical controller resolves this incon 
forwarding a UMR table for logical network X to the logical sistency to identify only one of the TORs as the master TOR 
controller 135a after receiving a UMR table from the TOR of the compute end node . Also , in some embodiments , no 
105b , while FIG . 4 illustrates the physical controller 130 TOR identifies itself as the master of a VM as each TORS 
forwarding a UMR table for logical network Y to the logical associated with the VM , believes itself to be a slave TOR . In 
controller 135b after receiving a UMR table from the TOR 50 such cases , the conflict resolution process of some embodi 
105a . ments analyzes the reported data and designates one of the 

For each logical network , the UMR table that the physical TORs as the master TOR for the VM . For a logical network , 
controller in some embodiments generates includes master the logical controller waits to collects multiple UMR tables 
and slave TOR data records for one or more logical networks that it receives from multiple physical controllers , before it 
managed by the logical controller . In some embodiments , for 55 processes the UMR tables in batch ( e . g . , on a periodic basis 
a logical network , the physical controller waits to collect and or after the collected UMR tables have reached a certain 
process multiple UMR tables that it receives from multiple size ) . In other embodiments , the logical controller processes 
TORs , before it sends one aggregated UMR table to the each received UMR table in real time so that the TORs can 
logical controller of the logical network . More specifically , receive reconciled UMR tables as soon as possible . 
in some embodiments , a physical controller batch processes 60 After processing the UMR table ( s ) that it receives from 
the UMR tables that it receives from the TORs so that the one or more physical controllers , the logical controller 
physical controller only sends one UMR table to a logical determines ( at 235 ) whether it has modified any master / slave 
controller on periodic basis or after the UMR table has records , which would require the logical controller to dis 
reached a certain size . In other embodiments , the physical tribute an updated UMR table . If not , the process ends . In 
controllers process the received UMR tables in real time so 65 such a situation , before terminating , the logical controller of 
that the logical controllers can receive UMR tables as soon some embodiments sends a message to the physical con 
as possible . troller that sent it the UMR table to direct the physical 
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controller to inform the TOR that provide the initial UMR 150 , 152 , and 154 . FIG . 5 shows the physical controller 130d 
table update that no UMR records need to be changed by the ( 1 ) collecting MAC records from SFE 510 to construct 
TOR . UMR tables , and ( 2 ) distributing the reconciled UMR table 
When the logical controller determines ( at 235 ) that it has to the SFE 510 of the host 505 . In this example , the physical 

updated one or more master / slave records , it distributes one 5 controller 130d is the master physical controller of the SFE 
or more UMR tables for one or more logical networks that 510 . The physical controller 130d passes the UMR table 
it manages to the physical controllers . In some embodiment , collected from the SFE 510 to the logical controller 135a , so 
each distributed master / slave UMR table identifies for each that it can construct the master UMR table for the LFE X . 
TOR , the VMs for which the TOR is the master TOR and the As the master physical controller 130d for the SFE 510 , 
VMs for which the TOR is the slave TOR . In other embodi - 10 the physical controller 130d provides data that allows the 
ments , each distributed UMR table only identifies updates to SFE 510 to facilitate the creation of the LFE X . To create this 
previous UMR tables that the logical controller previously LFE , either the SFE 510 gets physical control plane data 
distributed . FIG . 3 illustrates the logical controller 135a from the physical controller 130d , or this controller 130d 
forwarding updated UMR tables to physical controllers provides the configuration data to a local controller on the 
130a - 130d , while FIG . 4 illustrates the logical controller 15 host 505 , which generates physical control plane data that 
135b forwarding updated UMR tables to physical controllers allows the SFE 510 to establish tunnels and / or process 
130a - 130d . packets to facilitate the creation of LFE X . As part of the 

In some embodiments , the logical controller sends to each data that it pushes to the SFE 510 , the physical controller 
physical controller only UMR table records for the TORS 130d in some embodiments pushes the reconciled UMR 
that the physical controller manages . After receiving ( at 245 ) 20 table so that the SFE will know how to route data packets to 
an updated UMR table form a logical controller , the physical machines behind the TORs . In other embodiments , the 
controller ( at 250 ) ( 1 ) parses the updated inventory into reconciled UMR tables are not pushed to the SFE 510 
different inventories for its different TORs and then ( 2 ) to because this SFE performs MAC learning to identify the 
each of its TORs that has one or more updated records , sends TORs to which it needs to route the packets . 
the updated records in an updated UMR table . FIGS . 3 and 25 As shown by the example illustrated in FIG . 5 , the TOR 
4 illustrates the physical controller 130a - 130d forwarding assignment tables ( i . e . , the UMR tables in these examples ) 
updated UMR tables to the TORs for which they are masters . can be distributed to other tunnel endpoints . One of ordinary 
As shown , physical controller 130a is master of TORs 1050 skill will realize that the collection , reconciliation and dis 
and 105d , physical controller 130b is master of TOs 105a , tribution process of some embodiments can be used more 
physical controller 130c is master of TORs 105b and 105f , 30 generally to collect , reconcile and distribute MAC tables for 
and physical controller 130d is master of TOR 105e , As any arbitrary architecture that ( 1 ) has one or more MACs 
further shown in FIG . 4 , physical controller 130a provides operate between logical network tunnel endpoints ( e . g . , 
a new UMR table to TOR 105d even though this TOR is not hardware forwarding elements or software forwarding ele 
the master of any VMs , because TOR 105d is the slave TOR ments ) , and ( 2 ) has the MAC addresses behind different 
for VME . In the examples illustrated in FIGS . 3 and 4 , each 35 logical network tunnel endpoints distributed to the logical 
TOR is either the master or slave TOR of a VM in its rack , network tunnel endpoints . The MAC addresses are col 
and the master TORs are illustrated as the TORs that are lected , reconciled and distributed so that the logical network 
connected to the VM hosts with dashed lines . Although not tunnel endpoints will know how to route data packets that 
illustrated , one TOR can be the master TOR of one or more are intended for machines ( or containers ) behind other 
VMs on a host , while another TOR can be the master TOR 40 logical network tunnel endpoints . 
of one or more other VMs on the same host , in some In the examples illustrated in FIGS . 1 - 5 , the TOR assign 
embodiments . ment tables ( i . e . , the UMR tables in these examples ) identify 

After receiving ( at 255 ) the updated UMR table , each master and slave TORs for MACs that operate behind each 
TOR then ( at 260 ) uses the updated records to update its TOR . Other embodiments collect , reconcile and distribute 
respective records , and then uses these updated records to 45 MAC assignment tables that only identify a master logical 
process packets ( e . g . , route packets ) to VMs in the network . network tunnel endpoint ( e . g . , a TOR or SFE ) behind which 
After 260 , the process 200 ends . one or more MACs operate . Such an approach is useful for 

In the examples illustrated in FIGS . 1 - 4 , the TOR assign - cases where a compute end node ( e . g . , a VM or container ) 
ment tables ( i . e . , the UMR tables in these examples ) are migrates from a first host in a first rack that has a first TOR 
gathered and distributed to the TORs . In other embodiments , 50 to a second host in a second rack that has a second TOR . 
however , these tables are also gathered and distributed from FIG . 6 illustrates one such case . Specifically , it illustrates 
other tunnel endpoints , such as SFEs that execute on hosts . an example where a first VM ( VM1 ) migrates from a first 
In some embodiments , these tunnel endpoints are SFEs that host 615 in a first rack 652 to a second host 620 in a second 
establish tunnels with TORs for facilitating the creation of rack 654 . In such a case , both the first and second TORS 
logical networks . 55 605b and 605c might concurrently claim to be the master 

FIG . 5 illustrates an example of such a SFE . This example TOR for the migrated VM1 , and this might cause the data 
is identical to the example illustrated in FIG . 3 , except that packets from other compute end nodes ( e . g . , VM4 and VM5 
now the LFE X includes a VM8 . This VM ( VM8 ) executes on host 625 of rack 650 ) or other TORs ( e . g . , TOR 605a of 
on a host 505 that includes an SFE 510 , which has estab - rack 650 ) to route their data packets that are intended for the 
lished a tunnel to each of the six TORs A - F . As shown , each 60 migrated VM1 ) incorrectly to the wrong rack ( i . e . , to host 
rack ’ s TOR connects to the TORs in each other rack through 615 of rack 652 ) . 
a tunnel . Specifically , in FIG . 5 , each TOR has five tunnels , Thus , these embodiments use the physical controllers 130 
four tunnels to connect to the TORs of the other two racks of the logical network tunnel ( LNT ) endpoints ( i . e . , TORS 
and one tunnel to connect to the SFE 510 . 605b and 605c in this example ) to gather MAC assignment 

The host 505 in some embodiments is a host that is not in 65 tables from their respective LNT endpoints and pass each 
racks 150 , 152 , and 154 , which are serviced by TORs A - F . logical network ' s MAC assignments to the network ' s logical 
In other embodiments , the host 505 is in one of the racks controller 135 . The logical controller 135 then analyzes the 
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supplied MAC assignments to maintain a reconciled MAC the computer system . The permanent storage device 735 , on 
assignment tables for each of its logical networks . The the other hand , is a read - and - write memory device . This 
logical controller 135 distributes the reconciled MAC device is a non - volatile memory unit that stores instructions 
assignment records to the physical controllers 135 of all and data even when the computer system 700 is off . Some 
TORs that are responsible for VMs that are part of the 5 embodiments of the invention use a mass - storage device 
logical network . In addition to TORs 605b and 605c , these ( such as a magnetic or optical disk and its corresponding 
TORs include TOR 605a of rack 650 , which includes VM4 disk drive ) as the permanent storage device 735 . 
and VMS that are part of the same logical network as Other embodiments use a removable storage device ( such 
VM1 - VM3 . The physical controllers 130 distribute the as a floppy disk , flash drive , etc . ) as the permanent storage 
reconciled MAC assignment records to their respective 10 device . Like the permanent storage device 735 , the system 
TORs 605a - b . Once the TORs have the reconciled MAC memory 725 is a read - and - write memory device . However , 
assignment records , their correct their own records . This unlike storage device 735 , the system memory is a volatile 
allows TOR 605a to route packets intended for VM1 cor - read - and - write memory , such a random access memory . The 
rectly to TOR 605c and not incorrectly to TOR 605b . system memory stores some of the instructions and data that 
Many of the above - described features and applications are 15 the processor needs at runtime . In some embodiments , the 

implemented as software processes that are specified as a set invention ' s processes are stored in the system memory 725 , 
of instructions recorded on a computer readable storage the permanent storage device 735 , and / or the read - only 
medium ( also referred to as computer readable medium ) . memory 730 . From these various memory units , the pro 
When these instructions are executed by one or more cessing unit ( s ) 710 retrieve instructions to execute and data 
processing unit ( s ) ( e . g . , one or more processors , cores of 20 to process in order to execute the processes of some embodi 
processors , or other processing units ) , they cause the pro ments . 
cessing unit ( s ) to perform the actions indicated in the The bus 705 also connects to the input and output devices 
instructions . Examples of computer readable media include , 740 and 745 . The input devices enable the user to commu 
but are not limited to , CD - ROMs , flash drives , RAM chips , nicate information and select commands to the computer 
hard drives , EPROMs , etc . The computer readable media 25 system . The input devices 740 include alphanumeric key 
does not include carrier waves and electronic signals passing boards and pointing devices ( also called " cursor control 
wirelessly or over wired connections . devices ” ) . The output devices 745 display images generated 

In this specification , the term " software ” is meant to by the computer system . The output devices include printers 
include firmware residing in read - only memory or applica - and display devices , such as cathode ray tubes ( CRT ) or 
tions stored in magnetic storage , which can be read into 30 liquid crystal displays ( LCD ) . Some embodiments include 
memory for processing by a processor . Also , in some devices such as a touchscreen that function as both input and 
embodiments , multiple software inventions can be imple - output devices . 
mented as sub - parts of a larger program while remaining Finally , as shown in FIG . 7 , bus 705 also couples com 
distinct software inventions . In some embodiments , multiple puter system 700 to a network 765 through a network 
software inventions can also be implemented as separate 35 adapter ( not shown ) . In this manner , the computer can be a 
programs . Finally , any combination of separate programs part of a network of computers ( such as a local area network 
that together implement a software invention described here ( “ LAN ” ) , a wide area network ( “ WAN ” ) , or an Intranet , or 
is within the scope of the invention . In some embodiments , a network of networks , such as the Internet . Any or all 
the software programs , when installed to operate on one or components of computer system 700 may be used in con 
more electronic systems , define one or more specific 40 junction with the invention . 
machine implementations that execute and perform the Some embodiments include electronic components , such 
operations of the software programs . as microprocessors , storage and memory that store computer 

FIG . 7 conceptually illustrates a computer system 700 program instructions in a machine - readable or computer 
with which some embodiments of the invention are imple readable medium ( alternatively referred to as computer 
mented . The computer system 700 can be used to implement 45 readable storage media , machine - readable media , or 
any of the above - described hosts , controllers , and managers . machine - readable storage media ) . Some examples of such 
As such , it can be used to execute any of the above described computer - readable media include RAM , ROM , read - only 
processes . This computer system includes various types of compact discs ( CD - ROM ) , recordable compact discs ( CD 
non - transitory machine readable media and interfaces for R ) , rewritable compact discs ( CD - RW ) , read - only digital 
various other types of machine readable media . Computer 50 versatile discs ( e . g . , DVD - ROM , dual - layer DVD - ROM ) , a 
system 700 includes a bus 705 , processing unit ( s ) 710 , a variety of recordable / rewritable DVDs ( e . g . , DVD - RAM , 
system memory 725 , a read - only memory 730 , a permanent DVD - RW , DVD + RW , etc . ) , flash memory ( e . g . , SD cards , 
storage device 735 , input devices 740 , and output devices mini - SD cards , micro - SD cards , etc . ) , magnetic and / or solid 

state hard drives , read - only and recordable Blu - Ray® discs , 
The bus 705 collectively represents all system , peripheral , 55 ultra density optical discs , any other optical or magnetic 

and chipset buses that communicatively connect the numer - media , and floppy disks . The computer - readable media may 
ous internal devices of the computer system 700 . For store a computer program that is executable by at least one 
instance , the bus 705 communicatively connects the pro - processing unit and includes sets of instructions for per 
cessing unit ( s ) 710 with the read - only memory 730 , the forming various operations . Examples of computer pro 
system memory 725 , and the permanent storage device 735 . 60 grams or computer code include machine code , such as is 

From these various memory units , the processing unit ( s ) produced by a compiler , and files including higher - level 
710 retrieve instructions to execute and data to process in code that are executed by a computer , an electronic com 
order to execute the processes of the invention . The pro ponent , or a microprocessor using an interpreter . 
cessing unit ( s ) may be a single processor or a multi - core While the above discussion primarily refers to micropro 
processor in different embodiments . The read - only - memory 65 cessor or multi - core processors that execute software , some 
( ROM ) 730 stores static data and instructions that are embodiments are performed by one or more integrated 
needed by the processing unit ( s ) 710 and other modules of circuits , such as application specific integrated circuits 

745 . 
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( ASICs ) or field programmable gate arrays ( FPGAs ) . In is not to be limited by the foregoing illustrative details , but 
some embodiments , such integrated circuits execute instruc - rather is to be defined by the appended claims . 
tions that are stored on the circuit itself . We claim : 
As used in this specification , the terms " computer ” , 1 . A system for managing hardware forwarding elements 

“ server ” , " processor ” , and “ memory ” all refer to electronic 5 that facilitate the creation of multiple logical networks on a 
or other technological devices . These terms exclude people set of shared physical forwarding elements , the system 
or groups of people . For the purposes of the specification , comprising : 
the terms display or displaying means displaying on an a set of logical controllers to generate data to define a set 
electronic device . As used in this specification , the terms of logical networks ; and 
" computer readable medium , " " computer readable media , ” 10 a set of physical controllers to communicate with the 
and “ machine readable medium ” are entirely restricted to managed hardware forwarding elements ( MHFES ) , 
tangible , physical objects that store information in a form wherein for each particular logical network managed by a 
that is readable by a computer . These terms exclude any particular logical controller , the particular logical con 
wireless signals , wired download signals , and any other troller is for ( i ) receiving through a subset of the 
ephemeral or transitory signals . 15 physical controllers , MHFE master records that iden 

While the invention has been described with reference to tify any compute end node of the particular logical 
numerous specific details , one of ordinary skill in the art will network for which an MHFE is designated as the 
recognize that the invention can be embodied in other master MHFE , ( ii ) processing the received records to 
specific forms without departing from the spirit of the identify and resolve any inconsistency in the received 
invention . For instance , this specification refers throughout 20 records to specify only one MHFE as the master of each 
to computational and network environments that include compute end node of the particular logical network , 
virtual machines ( VMs ) . However , virtual machines are and ( iii ) supplying processed MHFE master records to 
merely one example of data compute nodes ( DCNS ) . DCNs the subset of physical controllers for passing to a set of 
may include non - virtualized physical hosts , virtual MHFEs . 
machines , containers that run on top of a host operating 25 2 . The system of claim 1 , wherein at least one logical 
system without the need for a hypervisor or separate oper - controller generates data to define at least two logical 
ating system , and hypervisor kernel network interface mod - networks , and at least one physical controller communicates 
ules . with two MHFEs . 
VMs , in some embodiments , operate with their own guest 3 . The system of claim 1 , wherein each logical controller 

operating systems on a host using resources of the host 30 generates data that defines a logical forwarding element for 
virtualized by virtualization software ( e . g . , a hypervisor , a different logical network . 
virtual machine monitor , etc . ) . The tenant ( i . e . , the owner of 4 . The system of claim 1 , wherein no two logical con 
the VM ) can choose which applications to operate on top of trollers concurrently define data for the same logical net 
the guest operating system . Some containers , on the other work because only one logical controller is a master of any 
hand , are constructs that run on top of a host operating 35 one logical network at any given time . 
system without the need for a hypervisor or separate guest 5 . The system of claim 1 , wherein no two physical 
operating system . In some embodiments , the host operating controllers concurrently communicate with the same MHFE 
system uses name spaces to isolate the containers from each because only one physical controller is a master of any one 
other and therefore provides operating - system level segre - MHFE at any given time . 
gation of the different groups of applications that operate 40 6 . The system of claim 1 , 
within different containers . This segregation is akin to the wherein the master records include media access control 
VM segregation that is offered in hypervisor - virtualized ( MAC ) addresses of compute end nodes that operate 
environments that virtualize system hardware , and thus can behind each MHFE ; 
be viewed as a form of virtualization that isolates different wherein a plurality of different pairs of MHFEs connect to 
groups of applications that operate in different containers . 45 each other through tunnels , and 
Such containers are more lightweight than VMs . wherein the tunnels establish overlay logical networks 

Hypervisor kernel network interface module , in some that are defined on shared physical forwarding ele 
embodiments , is a non - VM DCN that includes a network ments . 
stack with a hypervisor kernel network interface and 7 . The system of claim 6 , wherein at least a plurality of 
receive / transmit threads . One example of a hypervisor ker - 50 tunnels pass through intervening network fabric that is 
nel network interface module is the vmknic module that is between the MHFES . 
part of the ESXiTM hypervisor of VMware , Inc . One of 8 . The system of claim 6 , wherein the MHFEs are 
ordinary skill in the art will recognize that while the speci - top - of - rack ( TOR ) switches and the compute end nodes are 
fication refers to VMs , the examples given could be any type virtual machines or containers executing on hosts that are in 
of DCNs , including physical hosts , VMs , non - VM contain - 55 racks of the TOR switches . 
ers , and hypervisor kernel network interface modules . In 9 . The system of claim 1 , wherein the set of MHFEs that 
fact , the example networks could include combinations of receives the processed MHFE master records includes the 
different types of DCNs in some embodiments . MHFEs that provided the MHFE master records supplied to 

In addition , a number of the figures conceptually illustrate particular the logical controller . 
processes . The specific operations of these processes may 60 10 . A method of managing hardware forwarding elements 
not be performed in the exact order shown and described . ( MHFE ) that create a logical network that spans several 
The specific operations may not be performed in one con - physical forwarding elements , the method comprising : 
tinuous series of operations , and different specific operations from a plurality of the physical controllers that manage a 
may be performed in different embodiments . Furthermore , set of MHFEs , receiving MHFE master records that 
the process could be implemented using several sub - pro - 65 identify any compute end node of the logical network 
cesses , or as part of a larger macro process . Thus , one of for which an MHFE in the MHFE set is designated as 
ordinary skill in the art would understand that the invention the master MHFE ; 
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processing the received records to identify and resolve ( MHFE ) that create a logical network that spans several 
any inconsistency in the received records to specify physical forwarding elements , the program comprising sets 
only one MHFE in the MHFE set as the master of each of instructions for : 
compute end node of the logical network ; and receiving , from a plurality of the physical controllers that 

supplying processed MHFE master records to the physical 5 manage a set of MHFES , MHFE master records that 
controllers for passing the records to the MHFE set . identify any compute end node of the logical network 

11 . The method of claim 10 , wherein at least one physical for which an MHFE in the MHFE set is designated as 
controller communicates with two MHFEs . the master MHFE ; 

12 . The method of claim 10 , wherein no two physical processing the received records to identify and resolve 
controllers concurrently communicate with the same MHFE 10 any inconsistency in the received records to specify 
because only one physical controller is a master of any one only one MHFE in the MHFE set as the master of each MHFE at any given time . compute end node of the logical network ; and 

13 . The method of claim 10 , supplying processed MHFE master records to the physical wherein the master records include media access control controllers for passing the records to the MHFE set . ( MAC ) addresses of compute end nodes that operate 15 
behind each MHFE ; 18 . The non - transitory machine readable medium of claim 

wherein a plurality of different pairs of MHFEs connect to 
each other through tunnels ; and wherein the master records include media access control 

wherein the tunnels establish overlay logical networks . ( MAC ) addresses of compute end nodes that operate 
14 . The method of claim 13 , wherein at least a plurality 20 behind each MHFE ; 

of tunnels pass through intervening network fabric that is wherein a plurality of different pairs of MHFEs connect to 
between the MHFEs . each other through tunnels ; and 

15 . The method of claim 13 , wherein the MHFEs are wherein the tunnels establish overlay logical networks . 
top - of - rack ( TOR ) switches and the compute end nodes are 19 . The non - transitory machine readable medium of claim virtual machines or containers executing on hosts that are in 25 18 wherein at least a plurality of tunnels pass through 
racks of the TOR switches . intervening network fabric that is between the MHFEs . 16 . The method of claim 10 , wherein the set of MHFES : 
that receives the processed MHFE master records includes 20 . The non - transitory machine readable medium of claim 
the MHFEs that provided the received MHFE master 18 , wherein the MHFEs are top - of - rack ( TOR ) switches and 
records . the compute end nodes are virtual machines or containers 30 

17 . A non - transitory machine readable medium storing a executing on hosts that are in racks of the TOR switches . 
program for managing hardware forwarding elements * * * * * 

17 , 


