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POLICY - BASED APPLICATION nology ( IT ) organizations for several reasons including 
DEPLOYMENT TO A TARGET compliance and deployment restrictions . 

APPLICATION PLATFORM SYSTEM In one implementation a management system is provided 
to translate an application from one application platform 

TECHNICAL FIELD 5 infrastructure to a different application platform infrastruc 
ture . The management system may monitor statistics of the 

The implementations of the disclosure relate generally to application to determine whether a policy - based threshold 
computing infrastructures and , more specifically , relate to has been triggered ( i . e . , based on performance metrics , 

policy - based application deployment and continuous best - fit security metrics , cost metrics , location metrics , etc . ) . Based 
10 on the triggered policy - based threshold , the management placement across heterogeneous computing infrastructures . 10 system determines the type of application platform infra 

BACKGROUND structure to transfer the application . The management sys 
tem then translates , using a rules engine , metadata of the 

The advent of cloud computing has led to many new application to a format consistent with the target application 
15 platform infrastructure . The management system can then lifecycle management methods for applications deployed cause the application to be deployed on the target application using cloud computing infrastructures . These new lifecycle platform infrastructure . The automated deployment and management methods drastically reduce the time required to understanding of the application platform infrastructure as a 

build and update applications . This reduction in time service description makes for faster and less error prone 
required to build and update applications has led to 20 deployment . 
increased organizational agility and a reduction in cost . FIG . 1 is a block diagram of a network architecture 100 
However , the ability to migrate workloads from these new in which implementations of the disclosure may operate . 

lifecycle management methods to traditional lifecycle man - The network architecture 100 includes a management sys 
agement methods and between new lifecycle management tem 110 communicably coupled to one or more application 
methods is limited . This ability to quickly choose the 25 platform systems 120 - 150 via network 102 . Network 102 
lifecycle management method appropriate for the computing may be a private network ( e . g . , a local area network ( LAN ) , 
model is critical to maintaining flexibility . Flexibility is a wide area network ( WAN ) , intranet , or other similar 
strategic to information technology ( IT ) organizations for private networks ) or a public network ( e . g . , the Internet ) . 
several reasons including compliance and deployment Management system 110 may include one or more machines 
restrictions . 30 such as server computers , desktop computers , or any other 

computing device . 
BRIEF DESCRIPTION OF THE DRAWINGS Application platform systems 120 - 150 are computing 

infrastructures that provide resources ( physical and / or vir 
The disclosure will be understood more fully from the tual ) and services to deploy one or more applications 126 , 

detailed description given below and from the accompany - 35 136 , 146 , 156 . One type of application platform system is a 
ing drawings of various implementations of the disclosure . physical system 120 . Physical system 120 may include a 
The drawings , however , should not be taken to limit the computing device 125 hosting an operating system ( OS ) 122 
disclosure to the specific implementations , but are for expla - that executes an application server ( AS ) 124 hosting appli 
nation and understanding only . cation 126 . Computing device 125 may be a server com 

FIG . 1 is a block diagram of a network architecture in 40 puter , desktop computer , or any other computing device . 
which implementations of the disclosure may operate . Metadata 128 corresponding to the AS 124 and the appli 

FIG . 2 is a block diagram of management system infra - cation 126 may also be included in AS 124 . Metadata 128 
structure according to an implementation of the disclosure . may include the characteristics and configurations of the AS 

FIG . 3 is a flow diagram illustrating a method for imple - 124 and of the application 126 . For example , metadata 128 
menting policy - based application deployment and continu - 45 may include a runtime environment of the application 126 , 
ous best - fit placement across heterogeneous computing properties used for scaling the application 126 , backup 
infrastructures , according to an implementation of the dis requirements of the AS 124 and of the application 126 , and 
closure . so on . 

FIG . 4 illustrates a block diagram of one implementation Another type of application platform system is a virtual 
of a computer system . 50 ized Infrastructure - as - a - System ( IaaS ) platform 130 , which 

utilizes virtual machines ( VMs ) to host and deploy applica 
DETAILED DESCRIPTION tions 136 . Virtualized IaaS 130 may include a computing 

device 135 hosting an OS 133 and virtualization software 
Implementations of the disclosure provide for policy 137 . The virtualization software 137 may virtualize the 

based application deployment and continuous best - fit place - 55 resources of computing device 135 to provide one or more 
ment across heterogeneous computing infrastructures . The VMs 131 running on computing device 135 . Computing 
advent of cloud computing has led to many new lifecycle device 135 may be a server computer , desktop computer , or 
management methods for applications deployed using any other computing device . Each VM 131 may host another 
cloud - computing infrastructures . These new lifecycle man - OS 132 which runs an AS 134 hosting one or more appli 
agement methods drastically reduce the time required to 60 cations 136 and associated metadata 138 . 
build and update applications . However , the ability to An additional type of application platform system is a 
migrate workloads from these new lifecycle management physical Platform - as - a - Service ( PaaS ) platform 140 , which 
methods to traditional lifecycle management methods and utilizes application containers 142 as execution spaces for 
between new lifecycle management methods is limited . This applications 146 . An application container 142 includes a 
ability to quickly choose the lifecycle management method 65 resource - constrained processing space of a computing 
appropriate for the computing model is critical to maintain - device 145 . The computing device 145 of the physical PaaS 
ing flexibility . Flexibility is strategic to information tech - 140 may include an OS 143 and PaaS software 141 . Com 
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puting device 145 may be a server computer , desktop n izations providing one or more of the application platform 
computer , or any other computing device . PaaS software 141 systems 120 - 150 . Management system 110 may provide 
may implement and manage the applications containers 142 , continuous best - fit placement of an application 126 , 136 , 
as well as control initialization of the various applications 146 , 156 across the different application platform systems 
146 utilizing the physical PaaS platform 140 . Each comput - 5 120 - 150 based on policies implemented by the management 
ing device 145 in a physical PaaS 140 may host multiple system 110 . As discussed above , management system 110 
applications containers 142 , each running an application may be implemented on one or more machines , such as 146 . In some embodiments , application container 142 may server computers , desktop computers , or any other comput run an AS 144 that hosts the applications 146 and associated ing device . metadata 148 . 10 The management system 110 of embodiments of the A further type of application platform system is a virtu disclosure can translate an application , such as applications alized PaaS platform 150 , which utilizes applications con 
tainers 152 running on VMs 151 to host applications 156 . 126 , 136 , 146 , 156 , from one source application platform 
Each VM 151 may execute multiple application containers system 120 - 150 to a different target application platform 
152 . The application containers 152 are resource - con - 15 Sys con 15 system 120 - 150 . For example , management system 110 may 
strained processing spaces of the VM 152 . The VMs 151 oversee and manage the translation of the application 156 
may be hosted by one or more computing devices 155 of the running on the virtual PaaS 150 to an application 136 
virtual PaaS 150 . The VMs 151 may include an OS 160 and running on the virtual laaS 130 . 
PaaS software 159 . PaaS software 159 may implement and Management system 110 may include a policy engine 
manage the VMs 151 and applications containers 152 , as 20 112 , a translation engine 114 , and a broker 116 . The broker 
well as control initialization of the various applications 156 116 , in cooperation with policy engine 112 , may monitor the 
utilizing the virtual PaaS platform 150 . VMs 151 may status of applications 126 , 136 , 146 , 156 as well as their 
execute on a computing device 155 , which may be a server corresponding containers and potentially , computing 
computer , desktop computer , or any other computing device . devices and other external systems , such as third - party 
Each computing device 155 in a virtual PaaS 150 may 25 monitoring systems to determine whether a policy - based 
include an OS 153 and virtualization software 157 to host threshold has been triggered ( i . e . , based on a performance 
multiple VMs 151 . The VMs 151 , in turn , may each host metrics threshold , security metrics threshold , cost metrics 
multiple applications containers 152 that each run an appli - threshold , location metrics threshold , etc . ) . Based on the 
cation 156 . In some embodiments , application container 152 triggering event , the broker 116 , in cooperation with policy 
may run an AS 154 that hosts the applications 156 and 30 engine 112 , determines a type of application platform sys 
associated metadata 158 . tem 120 - 150 to transfer the application 126 , 136 , 146 , 156 . 

Other types of application platform systems 120 - 150 than The translation engine 114 then translates metadata 128 , 
those specifically illustrated and described above may also 138 , 148 , 158 of the application 126 , 136 , 146 , 156 to a 
be implemented in embodiments of the disclosure . In some metadata format consistent with the target application plat 
embodiments , one or more of the application platform 35 form system 120 - 150 . The broker 116 may then cause the 
systems 120 - 150 may interact with and utilize a cloud application 126 , 136 , 146 , 156 to be deployed on the target 
computing system ( not shown ) managed by a cloud provider application platform system 120 - 150 . Further details of 
system . The cloud provider system provides nodes to management system 110 , and its components , are described 
execute software and / or other processes . In some implemen - below with respect to FIG . 2 . 
tations , these nodes are virtual machines ( VMs ) hosted in the 40 FIG . 2 is a block diagram of management system infra 
cloud computing system . Each VM is hosted on a physical structure 200 according to an implementation of the disclo 
machine configured as part of the cloud computing system . sure . The management system infrastructure 200 provides 
The VMs may be executed by OSes on each host machine . continuous best - fit placement of an application across dif 
Users can interact with applications executing on the ferent application platform systems based on policies imple 

cloud - based VMs using client computer systems via a vari - 45 mented by the management system . Management system 
ety of internet protocols . These include , but are not limited infrastructure 220 may include management system 110 , 
to , web - based protocols , such as HyperText Transfer Proto - described with respect to FIG . 1 . The management system 
col ( HTTP ) and HyperText Transfer Protocol Secure 110 may communicate with one or more application plat 
( HTTPS ) , but also could involve messaging protocols , such form systems , such as virtualized laaS 130 and virtualized 
as Advanced Messaging Queuing Protocol ( AMQP ) , 50 PaaS 150 of FIG . 1 . Although not specifically illustrated , 
Streaming Text Oriented Messaging Protocol ( STOMP ) , and management system 110 and application platform systems 
MQ Telemetry Transport ( MQTT ) , or data access protocols may be communicably coupled via a network . 
such as Java Database Connectivity ( JDBC ) . Users may also In one implementation , the management system 110 is 
be able to securely interact with the application container one or more computing devices , and includes a policy 
itself using protocols such as Secure Shell ( SSH ) . A client 55 engine 112 , translation engine 114 , broker 116 , and configu 
computing system may be a mobile device , a PDA , a laptop , ration repository 210 . Management system 110 may include 
a desktop computer , a tablet computing device , a server more or less components than illustrated and described . As 
device , or any other computing device . In other implemen - discussed above , management system 110 provides continu 
tations , the applications may be hosted directly on host o us best - fit placement of an application across different 
machines without the use of VMs ( e . g . , a “ bare metal ” 60 application platform systems based on policies implemented 
implementation ) , and in such an implementation , the hosts by the management system . The management system 110 
themselves are referred to as “ nodes ” . can translate an application from one source application 

In one embodiment , the application platform systems platform system to a different target application platform 
120 - 150 are communicably coupled to a management sys - system . For example , management system 110 may oversee 
tem 110 via network 102 . Management system 110 may be 65 and manage the translation of the application 156 running on 
part of an organization providing the application platform the virtual PaaS 150 to an application 136 running on the 
systems 120 - 150 or may be communicate with other orga - virtual IaaS 130 . 
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Broker 116 may be a component implemented in hard components ( e . g . , multiple drives or multiple databases ) that 
ware , software , firmware , or any combination of the above , may also span multiple computing devices ( e . g . , multiple 
that can interface with application programming interfaces server computers ) . 
( APIs ) of each of the application platform systems , such as As discussed above , metadata 158 may include charac 
APIs of virtualized IaaS 130 or APIs of virtualized PaaS 5 teristics and configurations of the AS 154 and of the appli 
150 , in order to interact with and deploy applications on the cation 156 . For example , metadata 158 may include a 
corresponding application platform systems . For example , description of the application 156 , a runtime environment of 
broker 116 understands the commands and provisioning the application 156 , properties used for scaling the applica 
requirements of each application platform system it is con tion 156 ( e . g . , size and / or demand thresholds that trigger the 
nected to , and can communicate with these application 10 addition of resources , such as extra container or nodes , for 
platform systems to provision resources and deploy appli the application ) , backup / restore requirements of the AS 154 
cations . and of the application 126 , the type of code utilized in the 

In one embodiment , broker 116 monitors and inspects ( as application 156 , and so on . The metadata 158 is stored in 
shown in FIG . 2 as “ 1 . Inspect ” ) running applications on one configuration repository 210 and details the configuration 
or more application platform systems to determine whether 15 information specification to the source application platform 
a status of any of the applications triggers a translation system ( e . g . , configuration information corresponding to a 
event . In one embodiment , broker 116 monitors applications virtualized PaaS 150 ) . 
running on a single application platform system , with the The translation engine 114 may then access and read ( " 3 . 
ability to transfer the application to one of multiple different Read ” ) the deployment policy 220 from the policy engine 
application platform systems than the monitored application 20 112 to determine the target application platform for purposes 
platform system . For example , assume for purposes of the of translating the application 156 . As illustrated in FIG . 2 , 
following description , that broker 116 monitors applications the target application platform for application 156 is the 
running on virtualized PaaS 150 , such as application 156 . virtualized IaaS 130 application platform system for pur 
The broker 116 may utilize a set interval ( polling ) or a poses of the following description . Once the target applica 
stateful API ( if provided by the PaaS software or Virtual - 25 tion platform system is determined , the translation engine 
ization software ) or a publish / subscribe message bus model 114 may then read ( “ 4a . Read ” ) the application metadata 212 
to monitor and inspect applications 156 . corresponding to the source application platform system and 

Broker 116 may reference policy engine 112 , and specifi - translate ( “ - 4b . Translate ” ) that metadata into a metadata 
cally a deployment policy 220 maintained by policy engine format 214 for the target application platform system . 
112 , to determine when metrics exhibited by the application 30 In one embodiment , the translation engine 114 utilizes a 
156 trigger a translation threshold for another application rules engine , such as translation rules 230 , to write out the 
platform system . The metrics may be performance - based , new metadata file 214 into the configuration repository 210 . 
security - based , location - based , cost - based , and so on . For The translation rules 230 dictate how to convert one type of 
example , a performance - based metric may include a demand metadata format ( source application platform system for 
threshold ( e . g . , when a number or rate of requests to the 35 mat ) into a different type of metadata format ( target appli 
application passes a certain amount , migrate the application cation platform system format ) . For example , with respect to 
to a different application platform system ) . A cost - based scalability configurations , the translation rules 230 may 
metric may include a monetary expense threshold for include a rule that a scalability , X , on the virtualized PaaS 
resources of the application platform system ( e . g . , when a 150 is equal to a scalability Y on the virtualized IaaS 130 . 
spend on resources for the application passes a certain 40 Furthermore , if translating an application 156 from the 
amount , migrate the application to a different application virtualized PaaS 150 to the virtualized IaaS 130 , the fol 
platform system ) . A security - based metric may include a lowing translations may also be performed by translation 
threshold of occurrences of security events or governance engine 114 utilizing the translation rules 230 , for example : 
requirements before an application is migrated to a more 1 HA Proxy in Virtualized PaaS 150 = 1 LBaaS in Virtu 
secure application platform system ( e . g . , physical hard - 45 alized IaaS 130 
ware ) . A location - based metric may include a threshold 1 HTTP container ( e . g . , resource - constrained processing 
amount of data being handled in a particular location ( e . g . , space of a computing device ) in virtualized PaaS 150 = 1 
specific country ) before the application is moved to an VM of size small in Virtualized IaaS 130 
application platform system in that location for regulatory 1 container running a source control repository in virtu 
reasons . The deployment policy 220 may detail both the 50 alized PaaS 150 = 1 VM of size small with GIT reposi 
metric - based thresholds that trigger a translation , as well as tory in Virtualized laaS 
the target application platform systems associated with each IPtables rules in container in virtualized PaaS 
of the triggering events . In other embodiments , a user of the 150 = security group changes in Virtualized IaaS 130 
application may explicitly request ( e . g . , user may prefer a and so on 
more secure application platform system ) a transfer of the 55 After the metadata 212 , 214 has been translated , the 
application to specific target application platform system . translation engine sends a request ( 5 . Request " ) to the 
As part of , or subsequent to the inspection of a monitored broker 116 to deploy the application 158 on the target 

application 156 , the broker 116 may store ( " 2 . Store ” ) application platform system ( e . g . , virtualized laaS 130 ) 
metadata 158 corresponding to the application 156 and utilizing the application translated metadata 214 . The broker 
associated application platform system 150 into a configu - 60 116 accesses and reads ( 66 . Read " ) the applications target 
ration repository 210 of the management system 110 . Con - platform metadata 214 in the configuration repository 210 in 
figuration repository 210 may be a data store that may be order to deploy ( “ 7 . Deploy " ) the application 136 on the 
implemented as a memory ( e . g . , random access memory ) , a target application platform system of the virtualized IaaS 
cache , a drive ( e . g . , a hard drive ) , a flash drive , a database 130 . The broker 116 may communicate with APIs ( e . g . , disk 
system , key / value store , object storage , or another type of 65 APIs of the virtualization software 137 ) of the virtualized 
component or device capable of storing data . The configu - IaaS 130 in order to cause the application 138 to be deployed 
ration repository 210 may also include multiple storage at the virtualized IaaS 130 . In some embodiments , the broker 
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116 may also integrate with the application platform systems machine may be connected ( e . g . , networked ) to other 
in order to move traffic from the source application platform machines in a LAN , an intranet , an extranet , or the Internet . 
system ( e . g . , virtualized PaaS 150 ) to the target application The machine may operate in the capacity of a server or a 
platform system ( e . g . , virtualized IaaS 130 ) . client device in a client - server network environment , or as a 

FIG . 3 is a flow diagram illustrating a method 300 for 5 peer machine in a peer - to - peer ( or distributed ) network 
implementing policy - based application deployment and environment . The machine may be a personal computer 
continuous best - fit placement across heterogeneous comput ( PC ) , a tablet PC , a set - top box ( STB ) , a Personal Digital 
ing infrastructures , according to an implementation of the Assistant ( PDA ) , a cellular telephone , a web appliance , a 
disclosure . Method 300 may be performed by processing server , a network router , switch or bridge , or any machine 
logic that may comprise hardware ( e . g . , circuitry , dedicated 10 capable of executing a set of instructions ( sequential or 
logic , programmable logic , microcode , etc . ) , software ( such otherwise ) that specify actions to be taken by that machine . 
as instructions run on a processing device ) , firmware , or a Further , while a single machine is illustrated , the term 
combination thereof . In one implementation , method 300 is “ machine ” shall also be taken to include any collection of 
performed by management system 110 described with machines that individually or jointly execute a set ( or 
respect to FIGS . 1 and 2 . 15 multiple sets ) of instructions to perform any one or more of 
Method 300 begins at block 310 , where one or more the methodologies discussed herein . 

applications of a source application platform system are The computer system 400 includes a processing device 
monitored . In some embodiments , the application platform 402 ( e . g . , processor , CPU , etc . ) , a main memory 404 ( e . g . , 
system may include , but is not limited to , a physical read - only memory ( ROM ) , flash memory , dynamic random 
machine , a virtualized PaaS , a physical Paas , or a virtualized 20 access memory ( DRAM ) ( such as synchronous DRAM 
IaaS , to name a few examples . Then at block 320 , it is ( SDRAM ) or DRAM ( RDRAM ) , etc . ) , a static memory 406 
determined whether the monitored one or more applications ( e . g . , flash memory , static random access memory ( SRAM ) , 
have triggered a metric - based threshold . In one embodiment , etc . ) , and a data storage device 418 , which communicate 
the metric - based thresholds may be maintained by a policy with each other via a bus 408 . 
engine of the management system , and may include , but are 25 Processing device 402 represents one or more general 
not limited to , performance - based metrics , cost - based met - purpose processing devices such as a microprocessor , cen 
rics , location - based metrics , security - based metrics , and so tral processing unit , or the like . More particularly , the 
on . The metric - based thresholds may each correspond to a processing device may be complex instruction set comput 
target application platform system that an application trig - ing ( CISC ) microprocessor , reduced instruction set com 
gering the threshold should be deployed to . 30 puter ( RISC ) microprocessor , very long instruction word 

Then , at block 330 , a target application platform system ( VLIW ) microprocessor , or processor implementing other 
is determined which to deploy the application that triggered instruction sets , or processors implementing a combination 
a metrics - based threshold . As discussed above , the target of instruction sets . Processing device 402 may also be one 
application platform system may correspond to the particu or more special - purpose processing devices such as an 
lar metrics - based threshold that was triggered by the appli - 35 application specific integrated circuit ( ASIC ) , a field pro 
cation . At block 340 , the triggering application is inspected grammable gate array ( FPGA ) , a digital signal processor 
and metadata corresponding to the application in a format of ( DSP ) , network processor , or the like . The processing device 
the source application platform system is stored to a con - 402 is configured to execute the processing logic 426 for 
figuration repository of the management system . performing the operations and steps discussed herein . 

Subsequently , at block 350 , the metadata of the applica - 40 The computer system 400 may further include a network 
tion stored in the configuration repository is translated into interface device 422 communicably coupled to a network 
metadata having a format of the determined target applica - 464 . The computer system 400 also may include a video 
tion platform system . In one embodiment , the management display unit 410 ( e . g . , a liquid crystal display ( LCD ) or a 
system may maintain a translation engine that includes a cathode ray tube ( CRT ) ) , an alphanumeric input device 412 
rules policy to govern the translation of application metadata 45 ( e . g . , a keyboard ) , a cursor control device 414 ( e . g . , a 
from one application platform system format to another mouse ) , and a signal generation device 420 ( e . g . , a speaker ) . 
application platform system format The data storage device 418 may include a machine 

Lastly , at block 360 , the management system communi - accessible storage medium 424 on which is stored software 
cates with the target application platform system to cause the 426 embodying any one or more of the methodologies of 
application to be deployed on the target application platform 50 functions described herein . The software 426 may also 
system . In one embodiment , the management system utilizes reside , completely or at least partially , within the main 
the translated metadata of the application for the deploy - memory 404 as instructions 426 and / or within the process 
ment . The management system may include a broker that ing device 402 as processing logic 426 during execution 
understands APIs of the target application platform system thereof by the computer system 400 ; the main memory 404 
and can communicate with the target application platform 55 and the processing device 402 also constituting machine 
system to cause the application to be deployed on that accessible storage media . 
system . Furthermore , the management system may cooper The machine - readable storage medium 424 may also be 
ate with both the source application platform system and the used to store instructions 426 to implement a management 
target application platform system to cause traffic corre system 110 to implement policy - based application deploy 
sponding to the application to be migrated to the deployed - 60 ment and continuous best - fit placement across heteroge 
version of the application at the target application platform neous computing infrastructures , such as the management 
system . system 110 described with respect to FIGS . 1 and 2 , and / or 

FIG . 4 illustrates a diagrammatic representation of a a software library containing methods that call the above 
machine in the example form of a computer system 400 applications . While the machine - accessible storage medium 
within which a set of instructions , for causing the machine 65 424 is shown in an example implementation to be a single 
to perform any one or more of the methodologies discussed medium , the term “ machine - accessible storage medium ” 
herein , may be executed . In alternative implementations , the should be taken to include a single medium or multiple 
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media ( e . g . , a centralized or distributed database , and / or systems will appear as set forth in the description below . In 
associated caches and servers ) that store the one or more sets addition , the disclosure is not described with reference to 
of instructions . The term “ machine - accessible storage any particular programming language . It will be appreciated 
medium ” shall also be taken to include any medium that is that a variety of programming languages may be used to 
capable of storing , encoding or carrying a set of instruction 5 implement the teachings of the disclosure as described 
for execution by the machine and that cause the machine to herein . 
perform any one or more of the methodologies of the The disclosure may be provided as a computer program 
disclosure . The term “ machine - accessible storage medium " product , or software , that may include a machine - readable 
shall accordingly be taken to include , but not be limited to , medium having stored thereon instructions , which may be 
solid - state memories , and optical and magnetic media . 10 used to program a computer system ( or other electronic 

In the foregoing description , numerous details are set devices ) to perform a process according to the disclosure . A 
forth . It will be apparent , however , that the disclosure may machine - readable medium includes any mechanism for stor 
be practiced without these specific details . In some ing or transmitting information in a form readable by a 
instances , well - known structures and devices are shown in machine ( e . g . , a computer ) . For example , a machine - read 
block diagram form , rather than in detail , in order to avoid 15 able ( e . g . , computer - readable ) medium includes a machine 
obscuring the disclosure . ( e . g . , a computer ) readable storage medium ( e . g . , read only 
Some portions of the detailed descriptions which follow memory ( “ ROM " ) , random access memory ( “ RAM ” ) , mag 

are presented in terms of algorithms and symbolic repre - netic disk storage media , optical storage media , flash 
sentations of operations on data bits within a computer memory devices , etc . ) , etc . 
memory . These algorithmic descriptions and representations 20 Whereas many alterations and modifications of the dis 
are the means used by those skilled in the data processing closure will no doubt become apparent to a person of 
arts to most effectively convey the substance of their work ordinary skill in the art after having read the foregoing 
to others skilled in the art . An algorithm is here , and description , it is to be understood that any particular imple 
generally , conceived to be a self - consistent sequence of steps mentation shown and described by way of illustration is in 
leading to a desired result . The steps are those requiring 25 no way intended to be considered limiting . Therefore , ref 
physical manipulations of physical quantities . Usually , erences to details of various implementations are not 
though not necessarily , these quantities take the form of intended to limit the scope of the claims , which in them 
electrical or magnetic signals capable of being stored , trans - selves recite only those features regarded as the disclosure . 
ferred , combined , compared , and otherwise manipulated . It What is claimed is : 
has proven convenient at times , principally for reasons of 30 1 . A method comprising : 
common usage , to refer to these signals as bits , values , determining , by a processing device , that an application 
elements , symbols , characters , terms , numbers , or the like . provided by a source application platform system has 

It should be borne in mind , however , that all of these and triggered a metrics - based threshold of a plurality of 
similar terms are to be associated with the appropriate metrics - based thresholds by exceeding the metrics 
physical quantities and are merely convenient labels applied 35 based threshold , wherein the plurality of metrics - based 
to these quantities . Unless specifically stated otherwise , as thresholds correspond to a plurality of target applica 
apparent from the following discussion , it is appreciated that tion platform systems , and wherein the metrics - based 
throughout the description , discussions utilizing terms such threshold is exceeded when a rate of requests associ 
as “ sending ” , “ receiving ” , “ attaching ” , “ forwarding ” , “ cach ated with the application exceeds a threshold rate of 
ing ” , “ referencing ” , “ determining ” , “ providing ” , “ imple - 40 requests ; 
menting ” , “ translating ” , “ causing ” , or the like , refer to the determining , by the processing device , a target application 
action and processes of a computer system , or similar platform system from the plurality of target application 
electronic computing device , that manipulates and trans platform systems that is selected by using the metrics 
forms data represented as physical ( electronic ) quantities based threshold of the plurality of metrics - based thresh 
within the computer system ' s registers and memories into 45 olds that was triggered , wherein the target application 
other data similarly represented as physical quantities within platform system provides different types of resources 
the computer system memories or registers or other such than the source application platform system providing 
information storage , transmission or display devices . the application ; 

The disclosure also relates to an apparatus for performing translating , by the processing device , metadata of the 
the operations herein . This apparatus may be specially 50 application from a format of the source application 
constructed for the purposes , or it may comprise a general platform system to a format of the target application 
purpose computer selectively activated or reconfigured by a platform system ; 
computer program stored in the computer . Such a computer determining a resource of the target application platform 
program may be stored in a machine readable storage system to provide the application that corresponds to a 
medium , such as , but not limited to , any type of disk 55 resource of the source application platform system that 
including floppy disks , optical disks , CD - ROMs , and mag is providing the application ; and alon , and 
netic - optical disks , read - only memories ( ROMs ) , random causing , by the processing device , the application to be 
access memories ( RAMs ) , EPROMs , EEPROMs , magnetic deployed at the target application platform system in 
or optical cards , or any type of media suitable for storing view of the determined resource by using the translated 
electronic instructions , each coupled to a computer system 60 metadata . 
bus . 2 . The method of claim 1 , wherein the source application 

The algorithms and displays presented herein are not platform system and the target application platform system 
inherently related to any particular computer or other appa - comprise one of a bare metal system , a virtualized Platform 
ratus . Various general purpose systems may be used with as - a - System ( PaaS ) , a physical PaaS , or a virtualized Infra 
programs in accordance with the teachings herein , or it may 65 structure - as - a - System ( IaaS ) . 
prove convenient to construct more specialized apparatus to 3 . The method of claim 1 , further comprising monitoring 
perform the method steps . The structure for a variety of these the application at the source application platform system by 
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referencing a policy engine to compare statistics of the statistics of the application against the plurality of metrics 
application against the plurality of metrics - based thresholds based thresholds that comprise the policy engine . 
that comprise the policy engine . 12 . The system of claim 9 , wherein the metrics - based 

4 . The method of claim 1 , wherein the metrics - based threshold comprises at least one of a performance metric , a 
threshold comprises at least one of a performance metric , a 5 cost metric , a location metric , or a security metric , and 
cost metric , a location metric , or a security metric . wherein each of the plurality of metrics - based thresholds 

5 . The method of claim 1 , wherein each of the plurality of corresponds to one of a plurality of application platform 
metrics - based thresholds corresponds to one of a plurality of systems comprising at least the source application platform 
application platform systems comprising at least the source system and the target application platform system . 

application platform system and the target application plat # 10 13 . The system of claim 9 , wherein the metadata com 
prises at least one of a runtime environment of the applica form system . tion , properties used for scaling the application , backup 6 . The method of claim 1 , wherein the metadata comprises requirements of the application , restore requirements of the 

at least one of a runtime environment of the application , application , or type of code of the application . properties used for scaling the application , backup require 
ments of the application , restore requirements of the appli metadata utilizes a rules engine to convert fields of the 
cation , or type of code of the application . metadata from the format of the source application platform 

7 . The method of claim 1 , wherein the translating the system to the format of the target application system . 
metadata utilizes a rules engine to convert fields of the 15 . The system of claim 9 , wherein the causing the 
metadata from the format of the source application platform 20 application to be deployed further comprising communicat 
system to the format of the target application system . ing with one or more application programming interfaces 

8 . The method of claim 1 , wherein the causing the ( APIs ) of the target application platform to provide the 
application to be deployed further comprising communicat - metadata in the format of the target application platform 
ing with one or more application programming interfaces system . 
( APIs ) of the target application platform to provide the 25 16 . A non - transitory machine - readable storage medium 
metadata in the format of the target application platform comprising instructions that , when executed by a processing 
system . device , cause the processing device to : 

9 . A system comprising : determine , by the processing device , that an application 
a memory ; and provided by a source application platform system has 
a processing device , operatively coupled with the 30 triggered a metrics - based threshold of a plurality of 
memory , to : metrics - based thresholds by exceeding the metrics 
determine that an application provided by a source based threshold , wherein the plurality of metrics - based 

application platform system has triggered a metrics thresholds correspond to a plurality of target applica 
based threshold of a plurality of metrics - based tion platform systems , and wherein the metrics - based 
thresholds by exceeding the metrics - based threshold , 35 threshold is exceeded when a rate of requests associ 
wherein the plurality of metrics - based thresholds ated with the application exceeds a threshold rate of 
correspond to a plurality of target application plat requests ; 
form systems , and wherein the metrics - based thresh determine , by the processing device , a target application 
old is exceeded when a rate of requests associated platform system from the plurality of target application 
with the application exceeds a threshold rate of 40 platform systems that is selected by using the metrics 
requests ; based threshold of the plurality of metrics - based thresh 

determine a target application platform system from the olds that was triggered , wherein the target application 
plurality of target application platform systems that platform system provides different types of resources 
is selected by using the metrics - based threshold of than the source application platform system providing 
the plurality of metrics - based thresholds that was 45 the application ; 
triggered , wherein the target application platform translate , by the processing device , metadata of the appli 
system provides different types of resources than the cation from a format of the source application platform 
source application platform system providing the system to a format of the target application platform 
application ; system ; 

translate metadata of the application from a format of 50 determine , by the processing device , a resource of the 
the source application platform system to a format of target application platform system to provide the appli 
the target application platform system ; cation that corresponds to a resource of the source 

determine a resource of the target application platform application platform system that is providing the appli 
system to provide the application that corresponds to cation ; and 
a resource of the source application platform system 55 cause , by the processing device , the application to be 
that is providing the application ; and deployed at the target application platform system in 

cause the application to be deployed at the target view of the determined resource by using the translated 
application platform system in view of the deter metadata . 
mined resource by using the translated metadata . 17 . The non - transitory machine - readable storage medium 

10 . The system of claim 9 , wherein the source application 60 of claim 16 , wherein the source application platform system 
platform system and the target application platform system and the target application platform system comprise one of 
comprise one of a bare metal system , a virtualized Platform a bare metal system , a virtualized Platform - as - a - System 
as - a - System ( PaaS ) , a physical PaaS , or a virtualized Infra - ( PaaS ) , a physical PaaS , or a virtualized Infrastructure - as 
structure - as - a - System ( IaaS ) . a - System ( IaaS ) . 

11 . The system of claim 9 , wherein processing device is 65 18 . The non - transitory machine - readable storage medium 
further to monitor the application at the source application of claim 16 , comprising further instructions that , when 
platform system by referencing a policy engine to compare executed by the processing device , cause the processing 
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device to monitor the application at the source application 
platform system by referencing a policy engine to compare 
statistics of the application against the plurality of metrics 
based thresholds that comprise the policy engine . 

19 . The non - transitory machine - readable storage medium 5 
of claim 16 , wherein the metrics - based threshold comprises 
at least one of a performance metric , a cost metric , a location 
metric , or a security metric , and wherein each of the plurality 
of metrics - based thresholds corresponds to one of a plurality 
of application platform systems comprising at least the 10 
source application platform system and the target applica 
tion platform system . 

20 . The non - transitory machine - readable storage medium 
of claim 16 , wherein the metadata comprises at least one of 
a runtime environment of the application , properties used for 15 
scaling the application , backup requirements of the appli 
cation , restore requirements of the application , or type of 
code of the application . 

* * * * 


