a2 United States Patent
Wang et al.

US009870684B2

US 9,870,684 B2
Jan. 16, 2018

(10) Patent No.:
45) Date of Patent:

(54) INFORMATION PROCESSING APPARATUS,
INFORMATION PROCESSING METHOD,
PROGRAM, AND INFORMATION
PROCESSING SYSTEM FOR ACHIEVING A
SURVEILLANCE CAMERA SYSTEM

(71)  Applicant: SONY CORPORATION, Tokyo (IP)

(72) Inventors: QiHong Wang, Tokyo (JP); Kenichi
Okada, Tokyo (JP); Ken Miyashita,
Tokyo (JP); Yasushi Okumura, Tokyo
(IP)

(73) Assignee: Sony Corporation, Tokyo (JP)

*) Notice: Subject to any disclaimer, the term of this
] y
patent is extended or adjusted under 35
U.S.C. 154(b) by 121 days.

(21) Appl. No:  14/763,581

(22) PCT Filed: Jan. 16, 2014

(86) PCT No.: PCT/JP2014/000180
§ 371 (e)(D),
(2) Date: Jul. 27, 2015

(87) PCT Pub. No.: W02014/122884
PCT Pub. Date: Aug. 14, 2014

(65) Prior Publication Data
US 2015/0356840 Al Dec. 10, 2015

(30) Foreign Application Priority Data
Feb. 6, 2013 (IP) ccccevvvreirecrccicnen 2013-021371

(51) Int. CL
GOSB 13/196

(52) US. CL
CPC . GOSB 13/19608 (2013.01); GOSB 13/19682
(2013.01); GOSB 13/19691 (2013.01)

(58) Field of Classification Search
CPC ........ GO8B 13/19608; G08B 13/19682; GOSB

13/19691

See application file for complete search history.
(56) References Cited
U.S. PATENT DOCUMENTS

2003/0085992 Al
2005/0104727 Al*

5/2003 Arpa et al.
5/2005 Han ............. GO6K 9/00335
340/541

2006/0078047 Al 4/2006 Shu et al.

(Continued)

FOREIGN PATENT DOCUMENTS

EP 1777959 Al 4/2007
EP 2442284 Al 4/2012
(Continued)

Primary Examiner — Siamak Harandi
(74) Attorney, Agent, or Firm — Paratus Law Group,
PLLC

(57) ABSTRACT

There is provided an information processing apparatus
including an obtaining unit configured to obtain a plurality
of segments compiled from at least one media source,
wherein each segment of the plurality of segments contains
at least one image frame within which a specific target object
is found to be captured, and a providing unit configured to
provide image frames of the obtained plurality of segments
for display along a timeline and in conjunction with a
tracking status indicator that indicates a presence of the
specific target object within the plurality of segments in
relation to time.

24 Claims, 84 Drawing Sheets




US 9,870,684 B2
Page 2

(56) References Cited
U.S. PATENT DOCUMENTS
2006/0221184 Al  10/2006 Vallone et al.

2008/0252448 Al  10/2008 Agarwalla et al.
2008/0304706 Al  12/2008 Akisada et al.

FOREIGN PATENT DOCUMENTS

JP 2009-251940 10/2009
WO WO02009/121053 A2 10/2009

* cited by examiner



U.S. Patent

Jan. 16, 2018

Sheet

1 of 84 US 9,870,684 B2

Y /30
Client
e 32
GUI unit
-
Communication unit
EY
o s 2
Q.\\“AT/") '*/t
i
Server l
ey
Communication unit
. X _ ,
v 22 ¢ 33 s 24§ 25
Camera Image e Alarm
control unit anaiysig unit -~ Data management unit i mani%?tment
Y
% + 21
Camera W Vlde
management unit i *ﬂ;‘é{m data
& “208
2, Camrea ..
Qﬁ Network —~, Zré—9 dovices 10

MMM

~5

FIG.1



U.S. Patent Jan. 16, 2018 Sheet 2 of 84 US 9,870,684 B2

Time

FeB LE a8 £ SN SR 4

‘__/* S

FIG.2

£3 2 Fyemamammetmarmaormarnady:




US 9,870,684 B2

Sheet 3 of 84

Jan. 16, 2018

U.S. Patent

—

<

|

-

-

Q07| SOBPIA paIOIG uonosep uosiad Jo} ropeIsWED
p _ s - uogiejuewibag 03pIA
| R 08pIA| |
AN ;i,,,iii:;w ; -
= uawasbeuswy .
B0 > OWE AIEDEION m uoyosiep uosiad Joy cooeIRWEn
uoRoEIRIL| o uonelusuwBes 0BPIA
r ¥ .
= M - | A
} b4 BIEPBIBN W Y
Qmm 80e-1 . R uonoa)sp uosiad Jog E zZooeiowes
m W uonejuswbag 1 T oapin
w Bupjoriuonoeiep] g : uoynsep uosiad Joy
i uosiad -~ e ‘uoneuswbeg : Logelswe]
u elepEjo 108PIA :
F ww - w.» R
PR e+ e & ———— &, 7SSO " a5 _.,; - m\ - e w. amamnnns 5 “ h ~
\ Zy €2 2 or

« mmmmemn 5 ANANNANAS 4 SIAMANANAC & NANNNON N ARBBOSON N

£ emmmimeiae



US 9,870,684 B2

Sheet 4 of 84

Jan. 16, 2018

U.S. Patent

e S e

ejepejaw
Bupjoey uosied
0 aseqeieq

o TR

<AGBN/>000029 B<ATRIN>
<XHeP/=005E0Y d<Xdep>
< AGM />00P2 0 <AQM>

W R A AR RTINS ES

O

<ACEW/=00€029 0< AdeN>
<XOBY/>0091 99 O<Xden>

< A4 />00bP1L 0 <ASH>

< X /> 002905 0<XGu>

<ALW> DO0GTT O<ALY>

<XLH>00696€ 0<X1T>

<duIBSB> GBY'§S 0'EL 02/6/21 0g<dwrisatu>
AE;W&E@EV wOAESEmEmoV

<piTBupDely> L o<pl Bunoe

<Pl 100{G0/> ¢ 0<p 100igo>

A E

s
o)
“«w::b

A

{‘.Zg’

<ABIN/>D000ES D Ade>
<Xdew/>000079 0= xdep>

< AGM />00€85..°0 <ABY>

< XK8Y /> D080 £ D=XGd>

<ALY> GOLLEZ O<AL >

<XEV=0080L 2 0<X 11>

<dweisewn/> G7'96:01EL 02/6/Z 10T <duimsou>
<pf TBIBULIRD > | O<pi BISIIRD>

<piBuoRy/> L o=pl Bunsen>

<pl 138iq0/>20<0y 18l

by
Op—

<AdBN/>00DEEY D= Adein>
<XAe/>008286 DX den>

< ABY />000229°0 <Agx>

< XG /> 009485 0<XEH>

<ALY> 002LvL 0<ALT>

<K LV>008Z80°0<X 11>

<diuRSat> CRYI95:0:8} 02/6/2102<0Wessill:>
<pi BIBUIRS > | Q<! BIQWIED>

<pi Bunoen>10<pl Bupoess

<P 1990q0/> | 0<pi 308100

Y




U.S. Patent Jan. 16, 2018 Sheet 5 of 84 US 9,870,684 B2

13 (L) 12
0.0)% | 4
$(1,1)
)
14
13 (LTX, LTY) 12
L (LTX LTY) v 4 y
- N\ ‘
\
K‘;
Ss'.
\
\‘s
s . $(1,1)
(RBX,RBY)  (RBX,RBY) 14

FI1G.5B



US 9,870,684 B2

Sheet 6 of 84

Jan. 16, 2018

U.S. Patent

9'9l4

HE
% gl .
b~ W4 2]
Mv!, i

c‘\ﬁ

.w .

0

5




US 9,870,684 B2

Sheet 7 of 84

Jan. 16, 2018

U.S. Patent

(0L)zL~

¢y dgy  BZ9 . Ol4

6G

i

M k 7/.
i
b

AARIN LRI AN O

T ed T TTTTYTE TR T
DOOEOT T boooel A

: : <

: 3 )

5 3

LU A uJ
) N = | Y
00 G
,,,,, W\..\ Mm M ]w
AN !
/)
,\ ;7 w M H ;




U.S. Patent Jan. 16, 2018 Sheet 8 of 84 US 9,870,684 B2

=70
55
-58

G /
=y
4

74

69

71b
i

1

85 10

[
|

FIG.8




U.S. Patent Jan. 16, 2018 Sheet 9 of 84 US 9,870,684 B2

“+-70
-55
“-51

[

RCIDOGHE.

5'1'

_~B%9a

Tja

i
H

69

71b
H

{

¢
H

65 10

2
#
;&}
Q

FIG.9



U.S. Patent Jan. 16, 2018 Sheet 10 of 84 US 9,870,684 B2

.70(12)

S

57

65

LR ~.

75

B

67
{

FIG.10



U.S. Patent Jan. 16, 2018 Sheet 11 of 84 US 9,870,684 B2

.55

70(12)

,M.m
o a

\\mw

S

¥
o oty
[ale) \ijxfl»f =

Poiory

69a

< Ron-
s
ij /"
Vol
P o %’“
0w o

\
FIG.11



U.S. Patent Jan. 16, 2018 Sheet 12 of 84 US 9,870,684 B2

o~
o
h
S o
by *‘: 0
P § :
4 ] i
/ g
67
Q7
O.—-«

69a > 72

74

OJ-D»

o 5] peeoeoang

3
\
\
N

IR

H
&
3

[ S o e

il i

14

loooco0

\
)

slefelelole]

RRRN

/""”‘ B

67

A
X
FIG.12



U.S. Patent Jan. 16, 2018 Sheet 13 of 84 US 9,870,684 B2

odfa gy :{J'

65

L5

[sleRelvkyis]
3

i

74

53

QO:Q0:00

bt

o

il
R RRRY

o
o
g -
Q7
Q.
G

,,,,,,

E RN,

bbbt
SRR TR S

{00:00:00

Fraa sl

/

\

ﬁ
FIG.13



U.S. Patent Jan. 16, 2018 Sheet 14 of 84 US 9,870,684 B2

470

A

irget ?‘"

pecify tar

7
Cancsl ;‘ is

hodobidd b

[sleietsRvol

N ha,

<
<
i f

200
)

Soddedikd

aaaaaaaaa

GOw

"

S

GOOMOT

Lidd

i

4

s}

,,,,,

DGO

RN RN

[eleceiskele]

R

|

R IR T S

P LN JPCE:

QOO0

i;%:

i

b

fomaone

iiri iy

FIG.14



U.S. Patent Jan. 16, 2018 Sheet 15 of 84 US 9,870,684 B2

.70

v

LRI LA

LA

|

ixdiig

RGO 0

,\

] Specii‘y targetE

RN I

CQO00.00

i
‘E\
7

oed
anwas Koo

o
e, 2
e o

69b

65

e

et

[
A

o, s
P

QT:00:00

1
s
I}

SARRR
S5

100:00:00

%

7
FIG.15



U.S. Patent Jan. 16, 2018 Sheet 16 of 84 US 9,870,684 B2

“~-51

[

e ioRati iy
H

SRR

QOO0 SR et eeete
RN IR HERS
"% 1% e % WK 5

41b

3 o I
b S w
& ot

:

!

“
3
4

SO:0000
L4 g f

HXARI0
.
|\

KNl
%nhin|

FIG.16



U.S. Patent Jan. 16, 2018 Sheet 17 of 84 US 9,870,684 B2

470
“~_51

RIERBLERYHS

5
(] &2
Lt s S & -
P B
3

m\ W

72b

Ss

LIRS




US 9,870,684 B2

Sheet 18 of 84

Jan. 16, 2018

U.S. Patent




U.S. Patent Jan. 16, 2018 Sheet 19 of 84 US 9,870,684 B2

470
“-51

72a

73

RS P S5

SE TP

fl

52 3

.

Y
5

5{?@&&

B

72b

3

50

LD




U.S. Patent Jan. 16, 2018 Sheet 20 of 84 US 9,870,684 B2

70

IR

iodd

E
=
j

¢
i
S’)
LY
\
4
i
%%!
fresecelyls] OO0
bodedndidodododd RN
X 53 ¥ % o
G 3 s
JE /
7
)
\
5
A

Q0000

el

o
AAAAAA
P

jti;;i
13 - T N

kA
ok
[E
34
QW &
gM %4
L

5
J
MAP

FIG.20



U.S. Patent Jan. 16, 2018 Sheet 21 of 84 US 9,870,684 B2

.70

50
y
!

MAP

FIG.21



US 9,870,684 B2

Sheet 22 of 84

Jan. 16, 2018

U.S. Patent

0L~

S5 e

N 0K K v M

» 0w §:

Y

!

T
QCOTO0]

R R
Qv ieis]

dVIN

0g




U.S. Patent Jan. 16, 2018 Sheet 23 of 84 US 9,870,684 B2

(elsZelennie:

14 t:sEHH.}

i

QOO0

LRI

7
;
i
i
3
4
//

Lo s o %

J
i

56"

L digd
Y
|

L

H
H
Y
k]
K3
LIRS
i
4
7
E g
2 g
i b
[slodsiogeial
X
<
{23

€w i o
hormn v [
L. S / o
e &
oo g8




U.S. Patent Jan. 16, 2018 Sheet 24 of 84 US 9,870,684 B2

“he 70

,,,,,

A
Ll
()
(1)
/

M“W;Q'
SR ey el

e
G RS




U.S. Patent Jan. 16, 2018 Sheet 25 of 84 US 9,870,684 B2

w70

P o
(e o]

R

56"

57

(o*».,‘ NIVPC o N 2

FIG.25



U.S. Patent Jan. 16, 2018 Sheet 26 of 84 US 9,870,684 B2

70

\\\\\

SO0
Q
{/{R]

50

It




U.S. Patent Jan. 16, 2018 Sheet 27 of 84 US 9,870,684 B2

70

4409

i e

M“‘"«u

&
] &
&7
. N b
s

: e
Is2) 3

e ] ,..n-"‘""wmm M- P

v
v
~
AR

®
oA
\
ix
!
57

Y
) A~
e
JEI| S
g

FIG.27



US 9,870,684 B2

Sheet 28 of 84

Jan. 16, 2018

U.S. Patent

8¢9l

6917

0L

5 S AV 4 SRR

3 . O .
fm.ffffMMm;Mnm .,.;M:. :::"::: e IR AR AR A K
OO0 OIS OO0 004 gl O} frugsese STy iz QEOGBCE QOO0
? ¥,
M i




U.S. Patent Jan. 16, 2018 Sheet 29 of 84 US 9,870,684 B2

.70
69

- %
G e

e s it irininn s P
feERes

;;._ e

a0

47 §

A ) -
= e
e P
/
e

o ;

- . .”V"‘

5 4 = E oy
o7 o

fa T

T i}
o j
a8 3 Al

xR PO 0000 8 KR -n«ue}t

;
},. ’
& ’ "

SHelaRalv]
: %1

0GC
IRERRNERRE
)

50

-
o on

DL
3 h

3E e
iTy) e w0
(00 T et ”

e

FIG.29



o5 . 0€Old

US 9,870,684 B2

CYYEYTETTEY
OO0

¥ e O
, I, . N S mansstiocl
ISR RSN ”«.mvuwmv,m" TEYTTTY [ K AR I ]
OO GOrGEGO] GO0 COOTOR QTOOVC
5

o nd

Sheet 30 of 84

VT PSRRI

§ <
s
¥
i i
: 3
3
&
M ?
S FRRY
% H
A H
5, 3 o
H ]
% ? 53
L&
.

Jan. 16, 2018

U.S. Patent




U.S. Patent Jan. 16, 2018 Sheet 31 of 84 US 9,870,684 B2




U.S. Patent Jan. 16, 2018 Sheet 32 of 84 US 9,870,684 B2

OO‘OO:O;C
)

I

SCOOO0

:SE:{,“:-
~88

00000

RARERRRRLE]

oG

i iimam St T
ot
s

50

" Close

FIG.32



US 9,870,684 B2

Sheet 33 of 84

Jan. 16, 2018

U.S. Patent

887

HER R
OODID0)

S A% | % | % | %S
R SN e
e SRS r(.»\\c.\l‘\\(
/ =
\ %
i aso[D |
H
/ ! e
i ! :
]
a w m.
i 13 ]
3 4 i
P %
M 1 3
H 4 i
A %
; i b
H 3
w. H
i £

9

o6 -

o .
sl

18



U.S. Patent Jan. 16, 2018 Sheet 34 of 84 US 9,870,684 B2

(Q). ‘__,_,,ww"”MM .
[ R o
10 B
B~ o
O I -
T9] © e
<
P"v
P _—
e “"““E
3 <
R @ \
I3
2 e
"gw e ‘ww"”::} e w
= R

LT

FIG.34



US 9,870,684 B2

Sheet 35 of 84

Jan. 16, 2018

U.S. Patent

ﬂ ,,,,,, TN I I IA : %

.)M.w".ww,mgw:.m Ty R R R R AR N A A R R A R LR A NN RN L R E R R R R PR s *
GOONOGE OO0 00 QOGO COOUO0 [SleRelotolot SIS | KetoRoteltote! [Slsgslatalet Feiietetes sngioo) S

/il

\ e,

g
g

dVIN

(21)0L - | Y
AN A \

.
- Rt 3 18

0S



U.S. Patent Jan. 16, 2018

Sheet 36 of 84

US 9,870,684 B2

 initial status
\ihefore correctiony.

e b papson deterted
Jn play viaw image c?mk;éeﬁjw

ST102-

i Is track_id

R

of

Motans,
Q

~ YES|

s dad of e FOrEO L
. e

“\‘"ﬁ?@?«,@ﬁ identical t
e

ST103-

Display GUI menu

ST104w e

e Select "Set Target” in menu
ST108--

omni UL
7

YES

Aoguire curent §

phay view image

ime {of

ST106

NO "D

oes tracking data o
alarm person exist
' at time t?

f - YES
..M"'MM

. ST107

Detect tracking data of alarm person at
time earlier than and closest o time {,
and set time of detected data to be
ta {(when tracking data does not exist;
smallesttime is setast_a)

Detect interrupted time, which is earlier

than and closest to time t and at which

tracking data of alarm person does not

exist, and set interrupted time to-be t_a
3

v -ST113

V Pt ST1 08

Detect tracking data of alarm person at
time fater than and closest o time {,
and set time of detected data to be

t b fwhen tra::kmg data does not exist,

igraaat Hono by sed ge 3

Detect interrupted time, which is later
than and closest to time t and at which
tracking data of alarm person does not
exist, and set interrupted time to be 1 b

¥ ~=ST1109

Cut data on person tracking and newly
issue track_id of data on tracked person

betweent aandt b

i

ST110. ¥

Set specified person to be tracking target, and
set track_id of data on specified person to be
track_id of alarm person between { aandt b

STl ¥
Update GUI after correction

FIG.36




U.S. Patent Jan. 16, 2018 Sheet 37 of 84 US 9,870,684 B2

i LIRS 1
s e




U.S. Patent Jan. 16, 2018

initial status
. (before correctlon)

Sheet 38 of 84

US 9,870,684 B2

ST201 oy
NO

o clicked” i
ST202..  ¥YES

Determine instruction of
cutting at one soint

571203 ¥

Calculate cut time t based on
click position of cut button'in
rolied film portion

Sett aast
when'{ a=t b

4 :

e

ST204-

: e (T is time of ‘
R 1114 43] generatnon} ,w’

ST205 |yps ST207

NO

ST208--

STI08.

i e |
MMF s ou tbutth
GUl dragged :

?

Depict dragged range
to be selected range

Is drag to cut NO

i‘bu‘tton endédw -
ST211. ¥ YES

Calculate cut time t_a based
on drag start position and
calculate cut time t_b based
on drag end position

Set cutting start time
{o be t and sel cutting
end time to be
largest time

Set cutting start time
to be smallest time
and set culting
end time tobe t

Set cutting start time
to bet_aand set
cutting end time

tobet b

Set cutting start time
to be t_b and set
cutting end time

tobet a

§

i

i’

!
51206 k4

Cut data on person tracking and newly issue track_id

of data on tracked person between
start and end time of cutting

ST@1hun W

Update GLII after correction

FIG.39




U.S. Patent Jan. 16, 2018 Sheet 39 of 84

US 9,870,684 B2

RIS LA -
IR R RE LA NY) “"‘--V'55

3 5
Rl 220 ji::.:m::cmte taieada
B U RS P N
X

/ NN

FI1G.40B




U.S. Patent Jan. 16, 2018 Sheet 40 of 84 US 9,870,684 B2

CRECE RCE ACHNCEE &

RIS LA

FIG.41B "



U.S. Patent Jan. 16, 2018 Sheet 41 of 84

US 9,870,684 B2

F1G.42B



U.S. Patent

Jan. 16, 2018

Sheet 42 of 84

US 9,870,684 B2

ot - . - {"‘v
P e ol
P & 3

FIG.43B




U.S. Patent Jan. 16, 2018 Sheet 43 of 84 US 9,870,684 B2

ML AN VI VNV N IR K DN 04K S0 K 30 0K 02 QK M M M

m rmening

ey §u~¢<~a’:m A g:::-:-:'.v»::::::: PRI
I TR I 5 1 SR SR SRS AL B OO0 N0 WA A EO KRR ADHBERRS

F1G.44B



U.S. Patent Jan. 16, 2018 Sheet 44 of 84 US 9,870,684 B2




US 9,870,684 B2

Sheet 45 of 84

Jan. 16, 2018

U.S. Patent

e e e R e N

A e A A R SR e e e L L R e

088
ol

288

Jes

o988
0l

i e e i it it e

:mwmwm

eiga

;,m:;::.
| €60000] -




US 9,870,684 B2

Sheet 46 of 84

Jan. 16, 2018

U.S. Patent

~% LyOld

7

e

e S

298 (011085 Q1108s (11088 011088 01109S 01{29S 0}]08s (L09S 03298 0}




US 9,870,684 B2

Sheet 47 of 84

3 3 b H i
i i '

s H 4 N H
: H i ; ;
¥ < ¥

i ¢ i : ‘
k i : H :
3 ¢ K ; 3
: K i ‘
< ¥ . B :
e E:

; F ; ; H
H ! bt 1 ¢
¢ b3 ‘. H H
> < b3 H H
; i ; ; :
i : i 1 }
3 » b2 I 3
£ 5 * ¥ 1
B + v s H
3 b : ] )
B : b N i 4
p: : B L g
: M el e e bl
: : i ; N
E 3 ; ;

b 3 3 i

: b3 ¢

P < r

. & ¥

+ b t

. 5 2

. ¢ v

H i

3 b3

H 3

3 3

<

H

285 0l

Jan. 16, 2018

coipodd  ©ocotloon

U.S. Patent

preipreeg

&

P

<
¥
z
i3
2
z
¥
z
»
*
i
<




US 9,870,684 B2

Sheet 48 of 84

Jan. 16, 2018

U.S. Patent

Pl i
L 04000

088 g

098 g

295 0

088 g

088 g

088 g

088 g

gt

67 Old



US 9,870,684 B2

Sheet 49 of 84

Jan. 16, 2018

U.S. Patent

P

e B, NP T R N

e |

17, TR

E0°LO00

et o e e

[RPRUIPNIUAVIIVONIS; IIGUPI | JSSype: S

¢S

¥




US 9,870,684 B2

Sheet 50 of 84

Jan. 16, 2018

U.S. Patent

e i S A L e e e i e e e

N R AL e A A o RS

298 G

098 G

2985 G

098 G

295 ¢

088 ¢

085 §

098 G

Pritiiaeeg

£0°40:00 \

GS

i

T T T

£2:00:00




US 9,870,684 B2

Sheet 51 of 84

Jan. 16, 2018

U.S. Patent

: K K b
B B H : :
i : § : I
3 : : H :
G e $+T.ai+ﬂstn,t.}§ll
Y : [ H H
: i : H
s R B H 4

388 | 398 § 0OBS

fii
L0

H Z i i
m&qcom

tiid

P Suoom \

SRLEERN
R

H H
% H B
. b ; :
v : x ¥ + :
: H 2 B .
5 5 H < . i
& i : ¥ 3 H t
B : S 3 ! t : '
y : H X m : . : x
b - v P T i v H
¥ : B3 4 w4l + : .
b} : * : 3 X b : B 1
; ¥ . H B : p 3 :
i v . : ¥ B ¥ B !
+ ¥ : 5 E H : H
H H 1 : : : ; ! b
H M PR T H : H

¢ [ H :

s ¢

Awwwwm,

¥

A

¢S



US 9,870,684 B2

Sheet 52 of 84

Jan. 16, 2018

U.S. Patent

o ittt e e ot e At

x?:

Sty

&gk

Fiy

o0sg

i
+

i

N

Eath!

LS

€G oOld



US 9,870,684 B2

Sheet 53 of 84

Jan. 16, 2018

U.S. Patent

e N e S AL N L i e

.
v
13

3
b

A W et

'
i
t
\
¢
'
‘
¢
)
¢
'
H
¢
'
‘
¢
'
¢
v

A A A T A AR 1 N N e 8

ww LHIE
£0'40:00

B A A0 9,14 3 8 050 08 B 88 0000 8 L8 g P e g e a3 S e AL SRS

:m.w::

e o o e e SR e e i L

:m;m::,_

mmwwo”oo

&

R a

i
3
3
i
H

i

.”::m::

T
N 3




US 9,870,684 B2

Sheet 54 of 84

Jan. 16, 2018

U.S. Patent

»
v
“.

o Q w

;

3

L R N

fel=14 088 398 238 088

:_ H
g womo

GG 'Old



US 9,870,684 B2

Sheet 55 of 84

Jan. 16, 2018

U.S. Patent

§
mcnmo”oc_ £F

e

::mw 141
B30

»::w

¥
*
€
v
¥
]
v
¥
5
b
]
H
.
>
b

kY

st
s 20000

¥
<

-

e Hhemmmmmneines

sasioagoosiassis

GEGiGE

i

f44d

¥

N

_ bl
CHLE00

I
H
H
3

FRVSTUNIIILLY APURIRVIES > RIRURE I SN

m
(9348

PRUNIRII NSRRI | RS

S
21000

FRUNNPRVIRIPIVIUEIR VOIS STRSRIRSRPVEE /s IPRERPIES PN

L 3

A

9G9I+



US 9,870,684 B2

Sheet 56 of 84

Jan. 16, 2018

U.S. Patent

:
i
.
i
'
'

mm“mouocw

£
GG

4

Y
i

¥
3
<

s

MZJ::

$3113144
£0:50:00

§ BHEE

::w::

AR

i

|

:i::
e

: ! ; : :
: : ‘ : : : M :
: ; : : : ; : : :
: : ‘ ; : : : ; :
H M H f 3 B . H ‘<
; : : : : ; : : :
b : 3 H , R H v 4
: ! : : : : i : :
H H 3 i 3 H .u H :
v Y > B i . ? % »
; i : : : : : ‘ i
: i : ; m : : :
: : : :
: : } : : ; ;
: : u : : : :
’ ¥ 1 < > ] .
: : : : ; : ;
N B H < b < +
! : : : : :
! : : : : :
; ; : : ; :
* » ¥ ‘ :
i M M : <
2 7 ¥ < 4
i b i ﬁw P
888 098 088 085S 9988 288 098 098 228 035
GL i GL i GL t 6L 3 GL gL i Gl § Gl GL | Gt
xmmm: ; _:%wﬁ i 1 m,::mﬂ::;:mw:: s :.mm:m TN
BLZaD ;w,m“ﬁ@/, ree coison] wa0en LBLGE SLTNDN] B
: ! : { : : :
; ; : : ; : :
: : : : :
: ; : : : : 6S
: . : : :

JASROI =



US 9,870,684 B2

Sheet 57 of 84

Jan. 16, 2018

U.S. Patent

et

T

7

3
2000

»
.
H
5
‘
¥
5
¥
5
‘
s
3
%
<

__m

088 G|

988 G|

088 m_\momm Gl

{

3
:
:
:
:
;
:
:
:
:
;
; :
AR TR S
' !
b §
: :
; {
! !
: :
; '
!
: :
: :
i
: ;
; :
i
:
; :
i
H :
4 3
: ;

~a 86 Old

e

088 G|

e setoe i i oG e
s

¥

A

s

:

M,:m,,:

:M::

afed e

<
sasgl

¥

LS



US 9,870,684 B2

Sheet 58 of 84

Jan. 16, 2018

o
o
.

o

o,

0
w0

U.S. Patent

% 659l

s

3 : H : : 3 3 . : H i
# : : : . “ < : v B '
H : : : : i ; H H 1 H
i : i : : 1 5 5 : H ¢
: H : H v i i 4 ‘ . ' 4
5 : : : f I 3 : 4 b s
H : ' : s . 4 H i : H
H : : : i : ; h ¥ : H
i H 1 H H ¥ » 4 N < i
B H . i . 3 3 i : K 1
i : . : i : ; H 1 1
H : : : : Y b3 i '
s : . B H < H v H
B N . ¥ * . . ¥ ]
? B . s 3 pe F H H
H : : i : 3 : ; .
: : 3 e ¥ H L H
H : i . < B % :
f ; - : : H ¥ ’
¢ | + 5 5 p b4 H
H B . % i * ‘ *
13 v ¥ ¥ » . *. v
¢ K ¢ v 5 b3 < H
: : : : 3 4 : 4
B B B H K : e i et o o 200 e e G
. b < . K ¥ 34 H
. 5 H ‘ § It i H
¥ N k3 2 « . P
H i . < i’ H
p : . : . o
3 - ¥ > ‘ ?
. . . < kd 3
5 v I ¢ t €
H : » 5 ¢ H
23 % < ¥ i)
: o ; i <
B 3 > . M
. < 4 b4 N
v 3 4 :
H s i ;
: b 5 H
: 3 ‘ ~
1 H : 5
: ¢ % :
¥ > & '
b i H B
: N i H
¥ » : H
5 i 3 4 H

205GL | 995G § 098Gl | D9SG) | OasgL | 0asgy § 09sSgl | 998Gl | 098Gl

prin
E0:00

H
¥
%

T
H
(z9).G

A

¢S



US 9,870,684 B2

Sheet 59 of 84

Jan. 16, 2018

U.S. Patent

e 0 e A A e S N A

089S G}

0as Gi

R N

/409’914
/7

088 G|

%
b
b
<
H
3
3
’
5
b
»
3

seioed |

¥

A

I

e R

w,_:_\MMWJmMM’::M::_: .::

B
‘

00§ €04




US 9,870,684 B2

Sheet 60 of 84

Jan. 16, 2018

U.S. Patent

19914




U.S. Patent Jan. 16, 2018 Sheet 61 of 84 US 9,870,684 B2

TimeScope

Matching

B

# [ Matching 1.

> 3
N

i\}latchiné

¥
EY

£ 27
> s’ ,

["Matching o
. | Matching
<

FI1G.62



US 9,870,684 B2

Sheet 62 of 84

Jan. 16, 2018

U.S. Patent

66 LIl vmm OW; omm

L8
....... . 1
- }

(NHL“1405) aseq Juiuiesy




U.S. Patent Jan. 16, 2018 Sheet 63 of 84 US 9,870,684 B2

{1 Disappearance point

O Appearance point

<=3 Optimization matching processing
Time
: b
TimeScope
. g * é ...........M‘ :
111

A B

O Disappearance point
O Appearance point

<------=--3 Optimization matching processing

FI1G.65



U.S. Patent Jan. 16, 2018 Sheet 64 of 84 US 9,870,684 B2

TimeScope TimeScope
o It 2
o 110

Ly 3
Gf%% s avazivas .N'M?;C}/ W\gw,/{:;

0 Disappearance point

QO Appearance point

«-----------3»(Optimization matching processing
Time
' - B
TimeScope TimeScope
o T[T 0]
oA vi™B_n
: 50 1M1
5 = ; ':\ f
N arget | m*
110 : 110
1108.»»‘; ID'1 '/%j !
111
( {3 Disappearance point
O Appearance point
S S » Optimization matching processing

FIG.67



U.S. Patent Jan. 16, 2018 Sheet 65 of 84 US 9,870,684 B2

Time

TimeScope TimeScope

4
110 _
*) . ;"’1111 H
RO I D
i1 %110a ’1;9
S NE e
! S\X- iDZ“
' [ Disappearance point
O Appearance point
«€----------3 Optimization matching processing

FI1G.68

Time
: .
111 TimeScope TimeScope
AT EiM
‘«,MJN ~*§;{mw’{ﬁ
D

o Disappearance point
O Appearance point

«----------»Optimization matching processing

FIG.69



U.S. Patent Jan. 16, 2018 Sheet 66 of 84 US 9,870,684 B2

Time
) \ b
TimeScope TimeScope
111 4 o ™
D1 N M0a D>z 1
110
I i A
+
1

D‘ Disappearance point
O Appearance point

R » Optimization matching processing

FIG.70



US 9,870,684 B2

Sheet 67 of 84

Jan. 16, 2018

U.S. Patent

S0UBLINDN0 JUSPIOU
je uopesadO

%*ﬁ&*“l*“,‘ﬂ.‘&*“9*‘5**5‘*“!‘4#' \u\mf!
g
%

90£1S~ r 3 12 914

T —— LONoNASUl pue
‘Bupjoely ‘pienb
Aunoas 01 Juss

UOHEI]
PRICHUOUNI
igsu pieni
Aanoes oy
UGHRULIOMR

puld

L L 3
Sy »
AL T TP PPN L

LR UoHBULIOUI
105 A puss 1O UOa8}02
5 % wopad
W et il . T b 1081109 8
™y o & T, uuee JaLisum
tl(l&lﬁi&lmmm&!hlﬂ,t&%‘.ﬁ”%ﬁﬁﬁﬂ"’ ﬂ‘ mc_gkmwmo
10S 108
{ 205 {
+ { w
/M \MH,}/
b T g
H A‘Ml %ﬁw [

uapioul Buinjos
10} UOlBUWIOUI
szAjeue pue 199|100

pr———

0UBLIND20 JUSPIdUY
Jaye uoneiad



US 9,870,684 B2

Sheet 68 of 84

Jan. 16, 2018

U.S. Patent

dVIN

N\

AN

~, 0LS

f, {
RN kY

}

<
(x&xx €111 1E'EZL0Z

ff}\jvmxxxx Z0'L LEe2L0Z
7 XARIO G701 LEEZLOT

XXXXXXXXXX L €201 L€ 2L0C

XXOOXXX OE0L LE€ 202

SNYYTV

LG~
WG
L

g
b4
pouse

S T T
A bana
SO R

\

e t=ZLG

¢/l 9Old



US 9,870,684 B2

Sheet 69 of 84

Jan. 16, 2018

U.S. Patent

dVIN

- Q
[ et ]
Yo

XROUKKXXXKX €T L) LE'E L0

KOOKXXXXX 204 LEEEL0E

wmxxxvmx&xxx Sy0L _w\m.w.m 107

XOOXXXXXX LE0L LEEEL0E

XXXXXXKXXX Q0L 1€°€721L02

SWYVTY

e B rineNg ol TR,

»“w. i M.

3 wE
v e
3 ﬂ, 1% w

AI0iSIH

Mou
3oely

P0G

€. 9l4



US 9,870,684 B2

Sheet 70 of 84

Jan. 16, 2018

U.S. Patent

OXXXXXXX €241 1E°€°ZL0Z
XXXXXXXXXX 20111 LE'CZL0T
00006000 G701 LE76 2107
X0 LE:0L LE'EZL0Z
WOBKXNXX Q0L L2102

LG

NS e e

e e g

4 ZABIE

v0S



US 9,870,684 B2

Sheet 71 of 84

Jan. 16, 2018

U.S. Patent

—‘ ey 22

GLG—H4-

XXXXXXUXKX €271 LE'E 21072

XXXXXXXXXX Z0'L) LE€Z1L02

T 0000 G-0L L8 £ 20T -

MUXKKOAXK LE.0L LEE2L0E

OOOCOXXX 0S.01 LESZL0Z

SIWAVTY

G/ Old



US 9,870,684 B2

Sheet 72 of 84

Jan. 16, 2018

U.S. Patent

d

VIN

XRROOXXXX €271 LE€°¢L0C

IXXXXXXXXX Z0: L) LEEEL0C

P

7 o Gyl Ve e 2t

XXX L €20 LE°€ZL0Z

XOOOOXXXX GE0L LE'ECLOC

SWHYTV

o 0 o N A W

B i DL

9,914



US 9,870,684 B2

Sheet 73 of 84

Jan. 16, 2018

U.S. Patent

LS

RTINS

dVIN

A

926~
GCG K101 |
,,W,Qmu
2} _ o1
i
/
i 7
giq 625

G0g

IVARIE



U.S. Patent Jan. 16, 2018 Sheet 74 of 84 US 9,870,684 B2

MAP

531
f

2012.3.31 10:30 >000000(XxXX

FIG.78



U.S. Patent Jan. 16, 2018 Sheet 75 of 84 US 9,870,684 B2

MAP

gﬂ
7s)
o 0
st "”?"»m.,,w~ e OFY
7 ~
WO .
g e O‘E EO% § s “L{‘g
w T ‘ e
- o
-
_ i w
. ; . S| . e
: - m
( } [
[
5 8
HoTa=l|
ol 1 e
(@) o edo bt ' ;
oo o 3
i k1
O ; ;
2 w0



US 9,870,684 B2

Sheet 76 of 84

Jan. 16, 2018

U.S. Patent

8ZG

2L

i
0£S LES ,
/ GES N
,M R
/ RN
dVIN N
yssiey . it £EG
)
A PEG
H
ww
/ I
! ,m. |
] w ;
925 qges z5

S09

08'9Old



US 9,870,684 B2

Sheet 77 of 84

Jan. 16, 2018

U.S. Patent

826G~

ZL

bt |
|
o.mm GES ﬁ» - LES 9eg
M, J g N
/ w } M }
o
w// ; .
Q < _\/_ useyoy : et - CEG
Alellells
w s ,,,,a... ; |
H “ard | gt PEG
/ , ©
. W w — H
] w i ,,w
i 7 :
qees f 9¢s qees CES .
Y 18Ol



US 9,870,684 B2

Sheet 78 of 84

Jan. 16, 2018

U.S. Patent

;
/
i
I
¥
Ao

bk 2 | ooy |
suosiad palisads g |
0] pajoaiod jebiey sy |

ettt

8EGT T

et

Asopsd :
MOU 7
soeiy \
Pl
»\.\XXXXXXXXXX DOl LE L0
/
6%4

e 28Ol

825~ T4~




US 9,870,684 B2

Sheet 79 of 84

Jan. 16, 2018

U.S. Patent

dVIN

CVG .
o A ko
. abie)
e oy

XXKOXXKK 0820 &w £'e2Log

- 7
6ES 6ES

A €8Ol



U.S. Patent Jan. 16, 2018 Sheet 80 of 84 US 9,870,684 B2

544

MAP

543

gf
T3]
"
g =
2ol 3

X
x
>
bas
b4
4
>
b e
x
X
[
o

o e
e

) o
=

Ts) P
©
oN
A
(o]
N

FIG.84



US 9,870,684 B2

Sheet 81 of 84

Jan. 16, 2018

U.S. Patent

\xm )
me A10181H
. 7
.“.. H
Xw\,\ w 18bie; |
AT oy 1507 ;
sttt & %, wf. - 3
: ,m .f Y
ff XIOOKXKXX OE0 _\MWMMN?ON
, )

Y I
eVS ¥¥S BEYS

4

G09

6ES

G8'9ld




US 9,870,684 B2

Sheet 82 of 84

Jan. 16, 2018

U.S. Patent

{esawieDn alepipue puosag)

@&NW@ i § o

7

(elowed aiepipued 1siid)

9PSTH

f i - ;
GHS BES  EVS 625 6ES

b 98'Ol4



US 9,870,684 B2

Sheet 83 of 84

Jan. 16, 2018

U.S. Patent

bz~

wnipaw Gupiooal
ajgeAOUIay

M

04—

nun 8AuQ

/8Old

60¢ 80¢ L0¢C 90¢
M .W
un jiun sbelolg Hun nduy nun Aeidsig
LIONBouNUILoD) : : ; :

H

=

H

ﬁ

soeual indinoandyy

1L

q.
O 2o
N

]

NvY

!
€0

i

WNOH

00¢

20z

il

Ndd

02




U.S. Patent Jan. 16, 2018 Sheet 84 of 84 US 9,870,684 B2

656

652 ’ 651




US 9,870,684 B2

1
INFORMATION PROCESSING APPARATTUS,
INFORMATION PROCESSING METHOD,
PROGRAM, AND INFORMATION
PROCESSING SYSTEM FOR ACHIEVING A
SURVEILLANCE CAMERA SYSTEM

CROSS REFERENCE TO RELATED
APPLICATIONS

The application is a National Stage Patent Application of
PCT International Patent Application No. PCT/IP2014/
000180 filed on Jan. 16, 2014 under 35 U.S.C. § 371, which
claims the benefit of Japanese Priority Patent Application JP
2013-021371 filed Feb. 6, 2013, the entire contents of which
are incorporated herein by reference in their entirety.

TECHNICAL FIELD

The present disclosure relates to an information process-
ing apparatus, an information processing method, a pro-
gram, and an information processing system that can be used
in a surveillance camera system, for example.

BACKGROUND ART

For example, Patent Literature 1 discloses a technique to
easily and correctly specify a tracking target before or during
object tracking, which is applicable to a surveillance camera
system. In this technique, an object to be a tracking target is
displayed in an enlarged manner and other objects are
extracted as tracking target candidates. A user merely needs
to perform an easy operation of selecting a target (tracking
target) to be displayed in an enlarged manner from among
the extracted tracking target candidates, to obtain a desired
enlarged display image, i.e., a zoomed-in image (see, for
example, paragraphs [0010], [0097], and the like of the
specification of Patent Literature 1).

CITATION LIST
Patent Literature

[PTL 1]
Japanese Patent Application Laid-open No. 2009-251940

SUMMARY
Technical Problem

Techniques to achieve a useful surveillance camera sys-
tem as disclosed in Patent Literature 1 are expected to be
provided.

In view of the circumstances as described above, it is
desirable to provide an information processing apparatus, an
information processing method, a program, and an informa-
tion processing system that are capable of achieving a useful
surveillance camera system.

Solution to Problem

According to an embodiment of the present disclosure,
there is provided an image processing apparatus including:
an obtaining unit configured to obtain a plurality of seg-
ments compiled from at least one media source, wherein
each segment of the plurality of segments contains at least
one image frame within which a specific target object is
found to be captured; and a providing unit configured to
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2

provide image frames of the obtained plurality of segments
for display along a timeline and in conjunction with a
tracking status indicator that indicates a presence of the
specific target object within the plurality of segments in
relation to time.

According to another embodiment of the present disclo-
sure, there is provided an image processing method includ-
ing: obtaining a plurality of segments compiled from at least
one media source, wherein each segment of the plurality of
segments contains at least one image frame within which a
specific target object is found to be captured; and providing
image frames of the obtained plurality of segments for
display along a timeline and in conjunction with a tracking
status indicator that indicates a presence of the specific target
object within the plurality of segments in relation to time.

According to another embodiment of the present disclo-
sure, there is provided a non-transitory computer-readable
medium having embodied thereon a program, which when
executed by a computer causes the computer to perform a
method, the method including: obtaining a plurality of
segments compiled from at least one media source, wherein
each segment of the plurality of segments contains at least
one image frame within which a specific target object is
found to be captured; and providing image frames of the
obtained plurality of segments for display along a timeline
and in conjunction with a tracking status indicator that
indicates a presence of the specific target object within the
plurality of segments in relation to time.

Advantageous Effects of Invention

As described above, according to the present disclosure,
it is possible to achieve a useful surveillance camera system.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram showing a configuration
example of a surveillance camera system including an
information processing apparatus according to an embodi-
ment of the present disclosure.

FIG. 2 is a schematic diagram showing an example of
moving image data generated in an embodiment of the
present disclosure.

FIG. 3 is a functional block diagram showing the surveil-
lance camera system according to an embodiment of the
present disclosure.

FIG. 4 is a diagram showing an example of person
tracking metadata generated by person detection processing.

FIGS. 5A and 5B are each diagrams for describing the
person tracking metadata.

FIG. 6 is a schematic diagram showing the outline of the
surveillance camera system according to an embodiment of
the present disclosure.

FIG. 7 is a schematic diagram showing an example of a
UI (user interface) screen generated by a server apparatus
according to an embodiment of the present disclosure.

FIG. 8 is a diagram showing an example of a user
operation on the Ul screen and processing corresponding to
the operation.

FIG. 9 is a diagram showing an example of a user
operation on the Ul screen and processing corresponding to
the operation.

FIG. 10 is a diagram showing another example of an
operation to change a point position.

FIG. 11 is a diagram showing the example of the opera-
tion to change the point position.



US 9,870,684 B2

3

FIG. 12 is a diagram showing the example of the opera-
tion to change the point position.

FIG. 13 is a diagram showing another example of the
operation to change the point position.

FIG. 14 is a diagram showing the example of the opera-
tion to change the point position.

FIG. 15 is a diagram showing the example of the opera-
tion to change the point position.

FIG. 16 is a diagram for describing a correction of one or
more identical thumbnail images.

FIG. 17 is a diagram for describing the correction of one
or more identical thumbnail images.

FIG. 18 is a diagram for describing the correction of one
or more identical thumbnail images.

FIG. 19 is a diagram for describing the correction of one
or more identical thumbnail images.

FIG. 20 is a diagram for describing another example of
the correction of one or more identical thumbnail images.

FIG. 21 is a diagram for describing the example of the
correction of the one or more identical thumbnail images.

FIG. 22 is a diagram for describing the example of the
correction of the one or more identical thumbnail images.

FIG. 23 is a diagram for describing the example of the
correction of the one or more identical thumbnail images.

FIG. 24 is a diagram for describing the example of the
correction of the one or more identical thumbnail images.

FIG. 25 is a diagram for describing the example of the
correction of the one or more identical thumbnail images.

FIG. 26 is a diagram for describing another example of
the correction of the one or more identical thumbnail
images.

FIG. 27 is a diagram for describing the example of the
correction of the one or more identical thumbnail images.

FIG. 28 is a diagram for describing the example of the
correction of the one or more identical thumbnail images.

FIG. 29 is a diagram for describing the example of the
correction of the one or more identical thumbnail images.

FIG. 30 is a diagram for describing the example of the
correction of the one or more identical thumbnail images.

FIG. 31 is a diagram for describing how candidates are
displayed by using a candidate browsing button.

FIG. 32 is a diagram for describing how candidates are
displayed by using the candidate browsing button.

FIG. 33 is a diagram for describing how candidates are
displayed by using the candidate browsing button.

FIG. 34 is a diagram for describing how candidates are
displayed by using the candidate browsing button.

FIG. 35 is a diagram for describing how candidates are
displayed by using the candidate browsing button.

FIG. 36 is a flowchart showing in detail an example of
processing to correct the one or more identical thumbnail
images.

FIG. 37 is a diagram showing an example of a Ul screen
when “Yes” is detected in Step 106 of FIG. 36.

FIG. 38 is a diagram showing an example of the Ul screen
when “No” is detected in Step 106 of FIG. 36.

FIG. 39 is a flowchart showing another example of the
processing to correct the one or more identical thumbnail
images.

FIGS. 40A and 40B are each a diagram for describing the
processing shown in FIG. 39.

FIGS. 41A and 41B are each a diagram for describing the
processing shown in FIG. 39.

FIGS. 42A and 42B are each a diagram for describing
another example of a configuration and an operation of a
rolled film image.
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FIGS. 43 A and 43B are each a diagram for describing the
example of the configuration and the operation of the rolled
film image.

FIGS. 44 A and 44B are each a diagram for describing the
example of the configuration and the operation of the rolled
film image.

FIG. 45 is a diagram for describing the example of the
configuration and the operation of the rolled film image.

FIG. 46 is a diagram for describing a change in standard
of a rolled film portion.

FIG. 47 is a diagram for describing a change in standard
of the rolled film portion.

FIG. 48 is a diagram for describing a change in standard
of the rolled film portion.

FIG. 49 is a diagram for describing a change in standard
of the rolled film portion.

FIG. 50 is a diagram for describing a change in standard
of the rolled film portion.

FIG. 51 is a diagram for describing a change in standard
of the rolled film portion.

FIG. 52 is a diagram for describing a change in standard
of the rolled film portion.

FIG. 53 is a diagram for describing a change in standard
of the rolled film portion.

FIG. 54 is a diagram for describing a change in standard
of the rolled film portion.

FIG. 55 is a diagram for describing a change in standard
of the rolled film portion.

FIG. 56 is a diagram for describing a change in standard
of the rolled film portion.

FIG. 57 is a diagram for describing a change in standard
of graduations indicated on a time axis.

FIG. 58 is a diagram for describing a change in standard
of graduations indicated on the time axis.

FIG. 59 is a diagram for describing a change in standard
of graduations indicated on the time axis.

FIG. 60 is a diagram for describing a change in standard
of graduations indicated on the time axis.

FIG. 61 is a diagram for describing an example of an
algorithm of person tracking under an environment using a
plurality of cameras.

FIG. 62 is a diagram for describing the example of the
algorithm of person tracking under the environment using
the plurality of cameras.

FIG. 63 is a diagram including photographs, showing an
example of one-to-one matching processing.

FIG. 64 is a schematic diagram showing an application
example of the algorithm of person tracking according to an
embodiment of the present disclosure.

FIG. 65 is a schematic diagram showing an application
example of the algorithm of person tracking according to an
embodiment of the present disclosure.

FIG. 66 is a schematic diagram showing an application
example of the algorithm of person tracking according to an
embodiment of the present disclosure.

FIG. 67 is a schematic diagram showing an application
example of the algorithm of person tracking according to an
embodiment of the present disclosure.

FIG. 68 is a schematic diagram showing an application
example of the algorithm of person tracking according to an
embodiment of the present disclosure.

FIG. 69 is a schematic diagram showing an application
example of the algorithm of person tracking according to an
embodiment of the present disclosure.

FIG. 70 is a schematic diagram showing an application
example of the algorithm of person tracking according to an
embodiment of the present disclosure.
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FIG. 71 is a diagram for describing the outline of a
surveillance system using the surveillance camera system
according to an embodiment of the present disclosure.

FIG. 72 is a diagram showing an example of an alarm
screen.

FIG. 73 is a diagram showing an example of an operation
on the alarm screen and processing corresponding to the
operation.

FIG. 74 is a diagram showing an example of an operation
on the alarm screen and processing corresponding to the
operation.

FIG. 75 is a diagram showing an example of an operation
on the alarm screen and processing corresponding to the
operation.

FIG. 76 is a diagram showing an example of an operation
on the alarm screen and processing corresponding to the
operation.

FIG. 77 is a diagram showing an example of a tracking
screen.

FIG. 78 is a diagram showing an example of a method of
correcting a target on a tracking screen.

FIG. 79 is a diagram showing an example of the method
of correcting a target on the tracking screen.

FIG. 80 is a diagram showing an example of the method
of correcting a target on the tracking screen.

FIG. 81 is a diagram showing an example of the method
of correcting a target on the tracking screen.

FIG. 82 is a diagram showing an example of the method
of correcting a target on the tracking screen.

FIG. 83 is a diagram for describing other processing
executed on the tracking screen.

FIG. 84 is a diagram for describing the other processing
executed on the tracking screen.

FIG. 85 is a diagram for describing the other processing
executed on the tracking screen.

FIG. 86 is a diagram for describing the other processing
executed on the tracking screen.

FIG. 87 is a schematic block diagram showing a configu-
ration example of'a computer to be used as a client apparatus
and a server apparatus.

FIG. 88 is a diagram showing a rolled film image accord-
ing to another embodiment.

DESCRIPTION OF EMBODIMENTS

Hereinafter, embodiments of the present disclosure will
be described with reference to the drawings.

(Surveillance Camera System)

FIG. 1 is a block diagram showing a configuration
example of a surveillance camera system including an
information processing apparatus according to an embodi-
ment of the present disclosure.

A surveillance camera system 100 includes one or more
cameras 10, a server apparatus 20, and a client apparatus 30.
The server apparatus 20 is an information processing appa-
ratus according to an embodiment. The one or more cameras
10 and the server apparatus 20 are connected via a network
5. Further, the server apparatus 20 and the client apparatus
30 are also connected via the network 5.

The network 5 is, for example, a LAN (Local Area
Network) or a WAN (Wide Area Network). The type of the
network 5, the protocols used for the network 5, and the like
are not limited. The two networks 5 shown in FIG. 1 do not
need to be identical to each other.

The camera 10 is a camera capable of capturing a moving
image, such as a digital video camera. The camera 10
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generates and transmits moving image data to the server
apparatus 20 via the network 5.

FIG. 2 is a schematic diagram showing an example of
moving image data generated in an embodiment. The mov-
ing image data 11 is constituted of a plurality of temporally
successive frame images 12. The frame images 12 are
generated at a frame rate of 30 fps (frame per second) or 60
fps, for example. Note that the moving image data 11 may
be generated for each field by interlaced scanning. The
camera 10 corresponds to an imaging apparatus according to
an embodiment.

As shown in FIG. 2, the plurality of frame images 12 are
generated along a time axis. The frame images 12 are
generated from the left side to the right side when viewed in
FIG. 2. The frame images 12 located on the left side
correspond to the first half of the moving image data 11, and
the frame images 12 located on the right side correspond to
the second half of the moving image data 11.

In an embodiment, the plurality of cameras 10 are used.
Consequently, the plurality of frame images 12 captured
with the plurality of cameras 10 are transmitted to the server
apparatus 20. The plurality of frame images 12 correspond
to a plurality of captured images in an embodiment.

The client apparatus 30 includes a communication unit 31
and a GUI (graphical user interface) unit 32. The commu-
nication unit 31 is used for communication with the server
apparatus 20 via the network 5. The GUI unit 32 displays the
moving image data 11, GUIs for various operations, and
other information. For example, the communication unit 31
receives the moving image data 11 and the like transmitted
from the server apparatus 20 via the network 5. The moving
image and the like are output to the GUI unit 32 and
displayed on a display unit (not shown) by a predetermined
GUL

Further, an operation from a user is input in the GUI unit
32 via the GUI displayed on the display unit. The GUI unit
32 generates instruction information based on the input
operation and outputs the instruction information to the
communication unit 31. The communication unit 31 trans-
mits the instruction information to the server apparatus 20
via the network 5. Note that a block to generate the instruc-
tion information based on the input operation and output the
information may be provided separately from the GUI unit
32.

For example, the client apparatus 30 is a PC (Personal
Computer) or a tablet-type portable terminal, but the client
apparatus 30 is not limited to them.

The server apparatus 20 includes a camera management
unit 21, a camera control unit 22, and an image analysis unit
23. The camera control unit 22 and the image analysis unit
23 are connected to the camera management unit 21. Addi-
tionally, the server apparatus 20 includes a data management
unit 24, an alarm management unit 25, and a storage unit 208
that stores various types of data. Further, the server appa-
ratus 20 includes a communication unit 27 used for com-
munication with the client apparatus 30. The communication
unit 27 is connected to the camera control unit 22, the image
analysis unit 23, the data management unit 24, and the alarm
management unit 25.

The communication unit 27 transmits various types of
information and the moving image data 11, which are output
from the blocks connected to the communication unit 27, to
the client apparatus 30 via the network 5. Further, the
communication unit 27 receives the instruction information
transmitted from the client apparatus 30 and outputs the
instruction information to the blocks of the server apparatus
20. For example, the instruction information may be output
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to the blocks via a control unit (not shown) to control the
operation of the server apparatus 20. In an embodiment, the
communication unit 27 functions as an instruction input unit
to input an instruction from the user.

The camera management unit 21 transmits a control
signal, which is supplied from the camera control unit 22, to
the cameras 10 via the network 5. This allows various
operations of the cameras 10 to be controlled. For example,
the operations of pan and tilt, zoom, focus, and the like of
the cameras are controlled.

Further, the camera management unit 21 receives the
moving image data 11 transmitted from the cameras 10 via
the network 5 and then outputs the moving image data 11 to
the image analysis unit 23. Preprocessing such as noise
processing may be executed as appropriate. The camera
management unit 21 functions as an image input unit in an
embodiment.

The image analysis unit 23 analyzes the moving image
data 11 supplied from the respective cameras 10 for each
frame image 12. The image analysis unit 23 analyzes the
types and the number of objects appearing in the frame
images 12, the movements of the objects, and the like. In an
embodiment, the image analysis unit 23 detects a predeter-
mined object from each of the plurality of temporally
successive frame images 12. Herein, a person is detected as
the predetermined object. For a plurality of persons appear-
ing in the frame images 12, the detection is performed for
each of the persons. The method of detecting a person from
the frame images 12 is not limited, and a well-known
technique may be used.

Further, the image analysis unit 23 generates an object
image. The object image is a partial image of each frame
image 12 in which a person is detected, and includes the
detected person. Typically, the object image is a thumbnail
image of the detected person. The method of generating the
object image from the frame image 12 is not limited. The
object image is generated for each of the frame images 12 so
that one or more object images are generated.

Further, the image analysis unit 23 can calculate a differ-
ence between two images. In an embodiment, the image
analysis unit 23 detects differences between the frame
images 12. Furthermore, the image analysis unit 23 detects
a difference between a predetermined reference image and
each of the frame images 12. The technique used for
calculating a difference between two images is not limited.
Typically, a difference in luminance value between two
images is calculated as the difference. Additionally, the
difference may be calculated using the sum of absolute
differences in luminance value, a normalized correlation
coeflicient related to a luminance value, frequency compo-
nents, and the like. A technique used in pattern matching and
the like may be used as appropriate.

Further, the image analysis unit 23 determines whether
the detected object is a person to be monitored. For example,
a person who fraudulently gets access to a secured door or
the like, a person whose data is not stored in a database, and
the like are determined as a person to be monitored. The
determination on a person to be monitored may be executed
by an operation input by a security guard who uses the
surveillance camera system 100. In addition, the conditions,
algorithms, and the like for determining the detected person
as a suspicious person are not limited.

Further, the image analysis unit 23 can execute a tracking
of the detected object. Specifically, the image analysis unit
23 detects a movement of the object and generates its
tracking data. For example, position information of the
object that is a tracking target is calculated for each succes-
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sive frame image 12. The position information is used as
tracking data of the object. The technique used for tracking
of'the object is not limited, and a well-known technique may
be used.

The image analysis unit 23 according to an embodiment
functions as part of a detection unit, a first generation unit,
a determination unit, and a second generation unit. Those
functions do not need to be achieved by one block, and a
block for achieving each of the functions may be separately
provided.

The data management unit 24 manages the moving image
data 11, data of the analysis results by the image analysis
unit 23, and instruction data transmitted from the client
apparatus 30, and the like. Further, the data management unit
24 manages video data of past moving images and meta
information data stored in the storage unit 208, data on an
alarm indication provided from the alarm management unit
25, and the like.

In an embodiment, the storage unit 208 stores information
that is associated with the generated thumbnail image, i.e.,
information on an image capture time of the frame image 12
that is a source to generate the thumbnail image, and
identification information for identifying the object included
in the thumbnail image. The frame image 12 that is a source
to generate the thumbnail image corresponds to a captured
image including the object image. As described above, the
object included in the thumbnail image is a person in an
embodiment.

The data management unit 24 arranges one or more
images having the same identification information stored in
the storage unit 208 from among one or more object images,
based on the image capture time information stored in
association with each image. The one or more images having
the same identification information correspond to an iden-
tical object image. For example, one or more identical object
images are arranged along the time axis in the order of the
image capture time. This allows a sufficient observation of
a time-series movement or a movement history of a prede-
termined object. In other words, a highly accurate tracking
is enabled.

As will be described later in detail, the data management
unit 24 selects a reference object image from one or more
object images, to use it as a reference. Additionally, the data
management unit 24 outputs data of the time axis displayed
on the display unit of the client apparatus 30 and a pointer
indicating a predetermined position on the time axis. Addi-
tionally, the data management unit 24 selects an identical
object image that corresponds to a predetermined position
on the time axis indicated by the pointer, and reads the object
information that is information associated with the identical
object image from the storage unit 208 and outputs the
object information. Additionally, the data management unit
24 corrects one or more identical object images according to
a predetermined instruction input by an input unit.

In an embodiment, the image analysis unit 23 outputs
tracking data of a predetermined object to the data manage-
ment unit 24. The data management unit 24 generates a
movement image expressing a movement of the object based
on the tracking data. Note that a block to generate the
movement image may be provided separately and the data
management unit 24 may output tracking data to the block.

Additionally, in an embodiment, the storage unit 208
stores information on a person appearing in the moving
image data 11. For example, the storage unit 208 prelimi-
narily stores data of a person on a company and a building
in which the surveillance camera system 100 is used. When
a predetermined person is detected and selected, for
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example, the data management unit 24 reads the data of the
person from the storage unit 208 and outputs the data. For
a person whose data is not stored, such as an outsider, data
indicating that the data of the person is not stored may be
output as information of the person.

Additionally, the storage unit 208 stores an association
between the position on the movement image and each of the
plurality of frame images 12. According to an instruction to
select a predetermined position on the movement image
based on the association, the data management unit 24
outputs a frame image 12, which is associated with the
selected predetermined position and is selected from the
plurality of frame images 12.

In an embodiment, the data management unit 24 functions
as part of an arrangement unit, a selection unit, first and
second output units, a correction unit, and a second genera-
tion unit.

The alarm management unit 25 manages an alarm indi-
cation for the object in the frame image 12. For example,
based on an instruction from the user and the analysis results
by the image analysis unit 23, a predetermined object is
detected to be an object of interest, such as a suspicious
person. The detected suspicious person and the like are
displayed with an alarm indication. At that time, the type of
alarm indication, a timing of executing the alarm indication,
and the like are managed. Further, the history and the like of
the alarm indication are managed.

FIG. 3 is a functional block diagram showing the surveil-
lance camera system 100 according to an embodiment. The
plurality of cameras 10 transmit the moving image data 11
via the network 5. Segmentation for person detection is
executed (in the image analysis unit 23) for the moving
image data 11 transmitted from the respective cameras 10.
Specifically, image processing is executed for each of the
plurality of frame images 12 that constitute the moving
image data 11, to detect a person.

FIG. 4 is a diagram showing an example of person
tracking metadata generated by person detection processing.
As described above, a thumbnail image 41 is generated from
the frame image 12 from which a person 40 is detected.
Person tracking metadata 42 shown in FIG. 4, associated
with the thumbnail image 41, is stored. The details of the
person tracking metadata 42 are as follows.

The “object_id” represents an ID of the thumbnail image
41 of the detected person 40 and has a one-to-one relation-
ship with the thumbnail image 41.

The “tracking id” represents a tracking ID, which is
determined as an ID of the same person 40, and corresponds
to the identification information.

The “camera_id” represents an ID of the camera 10 with
which the frame image 12 is captured.

The “timestamp” represents a time and date at which the
frame image 12 in which the person 40 appears is captured,
and corresponds to the image capture time information.

The “LTX”, “LTY”, “RBX”, and “RBY” represent the
positional coordinates of the thumbnail image 41 in the
frame image 12 (normalization).

The “MapX” and “MapY” each represent position infor-
mation of the person 40 in a map (normalization).

FIGS. 5A and 5B are each diagrams for describing the
person tracking metadata 42, (LTX, LTY, RBX, RBY). As
shown in FIG. 5A, the upper left end point 13 of the frame
image 12 is set to be coordinates (0, 0). Further, the lower
right end point 14 of the frame image 12 is set to be
coordinates (1, 1). The coordinates (LTX, LTY) at the upper
left end point of the thumbnail image 41 and the coordinates
(RBX, RBY) at the lower right end point of the thumbnail
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image 41 in such a normalized state are stored as the person
tracking metadata 42. As shown in FIG. 5B, for a plurality
of persons 40 in the frame image 12, a thumbnail image 41
of each of the persons 40 is generated and data of positional
coordinates (LTX, LTY, RBX, RBY) is stored in association
with the thumbnail image 41.

As shown in FIG. 3, the person tracking metadata 42 is
generated for each moving image data 11 and collected to be
stored in the storage unit 208. Meanwhile, the thumbnail
image 41 generated from the frame image 12 is also stored,
as video data, in the storage unit 208.

FIG. 6 is a schematic diagram showing the outline of the
surveillance camera system 100 according to an embodi-
ment. As shown in FIG. 6, the person tracking metadata 42,
the thumbnail image 41, system data for achieving an
embodiment of the present disclosure, and the like, which
are stored in the storage unit 208, are read out as appropriate.
The system data includes map information to be described
later and information on the cameras 10, for example. Those
pieces of data are used to provide a service relating to an
embodiment of the present disclosure by the server appara-
tus 20 according to a predetermined instruction from the
client apparatus 30. In such a manner, interactive processing
is allowed between the server apparatus 20 and the client
apparatus 30.

Note that the person detection processing may be
executed as preprocessing when the cameras 10 transmit the
moving image data 11. Specifically, irrespective of use of the
services or applications relating to an embodiment of the
present disclosure by the client apparatus 30, the generation
of the thumbnail image 41, the generation of the person
tracking metadata 42, and the like may be preliminarily
executed by the blocks surrounded by a broken line 3 of FIG.
3.

(Operation of Surveillance Camera System)

FIG. 7 is a schematic diagram showing an example of a
UT (user interface) screen generated by the server apparatus
20 according to an embodiment. The user can operate a Ul
screen 50 displayed on the display unit of the client appa-
ratus 30 to check videos of the cameras (frame images 12),
records of an alarm, and a moving path of the specified
person 40 and to execute correction processing of the
analysis results, for example.

The Ul screen 50 in an embodiment is constituted of a first
display area 52 and a second display area 54. A rolled film
image 51 is displayed in the first display area 52, and object
information 53 is displayed in the second display area 54. As
shown in FIG. 7, the lower half of the Ul screen 50 is the first
display area 52, and the upper half of the UI screen 50 is the
second display area 54. The first display area 52 is smaller
in size (height) than the second display area 54 in the vertical
direction of the Ul screen 50. The position and the size of the
first and second display areas 52 and 54 are not limited.

The rolled film image 51 is constituted of a time axis 55,
a pointer 56 indicating a predetermined position on the time
axis 55, identical thumbnail images 57 arranged along the
time axis 55, and a tracking status bar 58 (hereinafter,
referred to as status bar 58) to be described later. The pointer
56 is used as a time indicator. The identical thumbnail image
57 corresponds to the identical object image.

In an embodiment, a reference thumbnail image 43 serv-
ing as a reference object image is selected from one or more
thumbnail images 41 detected from the frame images 12. In
an embodiment, a thumbnail image 41 generated from the
frame image 12 in which a person A is imaged at a
predetermined image capture time is selected as a reference
thumbnail image 43. For example, based on the reason why
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the person A enters an off-limits area at that time and is thus
determined to be a suspicious person, the reference thumb-
nail image 43 is selected. The conditions and the like on
which the reference thumbnail image 43 is selected is not
limited.

When the reference thumbnail image 43 is selected, the
tracking ID of the reference thumbnail image 43 is referred
to, and one or more thumbnail images 41 having the same
tracking ID are selected to be identical thumbnail images 57.
The one or more identical thumbnail images 57 are arranged
along the time axis 55 based on the image capture time of the
reference thumbnail image 43 (hereinafter, referred to as a
reference time). As shown in FIG. 7, the reference thumbnail
image 43 is set to be larger in size than the other identical
thumbnail images 57. The reference thumbnail image 43 and
the one or more identical thumbnail images 57 constitute the
rolled film portion 59. Note that the reference thumbnail
image 43 is included in the identical thumbnail images 57.

In FIG. 7, the pointer 56 is arranged at a position
corresponding to a reference time T1 on the time axis 55.
This shows a basic initial status when the Ul screen 50 is
constituted with reference to the reference thumbnail image
43. On the right side of the reference time T1 indicated by
the pointer 56, the identical thumbnail images 57 that have
been captured later than the reference time T1 are arranged.
On the left side of the reference time T1, the identical
thumbnail images 57 that have been captured earlier than the
reference time T1 are arranged.

In an embodiment, the identical thumbnail images 57 are
arranged in respective predetermined ranges 61 on the time
axis 55 with reference to the reference time T1. The range
61 represents a time length and corresponds to a standard,
i.e., a scale, of the rolled film portion 59. The standard of the
rolled film portion 59 is not limited and can be appropriately
set to be 1 second, 5 seconds, 10 seconds, 30 minutes, 1
hour, and the like. For example, assuming that the standard
of'the rolled film portion 59 is 10 seconds, the predetermined
ranges 61 are set at intervals of 10 seconds on the right side
of the reference time T1 shown in FIG. 7. From the identical
thumbnail images 57 of the person A, which are imaged
during the 10 seconds, a display thumbnail image 62 to be
displayed as a rolled film image 51 is selected and arranged.

The reference thumbnail image 43 is an image captured at
the reference time T1. The same reference time T1 is set at
the right end 43a and a left end 4356 of the reference
thumbnail image 43. For a time later than the reference time
T1, the identical thumbnail images 57 are arranged with
reference to the right end 43a of the reference thumbnail
image 43. On the other hand, for a time earlier than the
reference time T1, the identical thumbnail images 57 are
arranged with reference to the left end 435 of the reference
thumbnail image 43. Consequently, the state where the
pointer 56 is positioned at the left end 4356 of the reference
thumbnail image 43 may be displayed as the Ul screen 50
showing the basic initial status.

The method of selecting the display thumbnail image 62
from the identical thumbnail images 57, which have been
captured within the time indicated by the predetermined
range 61, is not limited. For example, an image captured at
the earliest time, i.e., a past image, among the identical
thumbnail images 57 within the predetermined range 61 may
be selected as the display thumbnail image 62. Conversely,
an image captured at the latest time, i.e., a future image, may
be selected as the display thumbnail image 62. Alternatively,
an image captured at a middle point of time within the
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predetermined range 61 or an image captured at the closest
time to the middle point of time may be selected as the
display thumbnail image 62.

The tracking status bar 58 shown in FIG. 7 is displayed
along the time axis 55 between the time axis 55 and the
identical thumbnail images 57. The tracking status bar 58
indicates the time in which the tracking of the person A is
executed. Specifically, the tracking status bar 58 indicates
the time in which the identical thumbnail images 57 exist.
For example, when the person A is located behind a pole or
the like or overlaps with another person in the frame image
12, the person A is not detected as an object. In such a case,
the thumbnail image 41 of the person A is not generated.
Such a time is a time during which the tracking is not
executed and corresponds to a portion 63 in which the
tracking status bar 58 interrupts or to a portion 63 in which
the tracking status bar 58 is not provided as shown in FIG.
7.

Further, the tracking status bar 58 is displayed in different
color for each of the cameras 10 that capture the image of the
person A. Consequently, in order to grasp with which camera
10 the frame image 12 of the source to generate the identical
thumbnail image 57 is captured, the display with color is
performed as appropriate. The camera 10, which captures
the image of the person A, i.e., the camera 10, which tracks
the person A, is determined based on the person tracking
metadata 42 shown in FIG. 4. Based on the determined
results, the tracking status bar 58 is displayed in a color set
for each of the cameras 10.

In map information 65 of the Ul screen 50 shown in FIG.
7, the three cameras 10 and imaging ranges 66 of the
respective cameras 10 are shown. For example, predeter-
mined colors are given to the cameras 10 and the imaging
ranges 66. To correspond to those above-mentioned colors,
a color is given to the tracking status bar 58. This allows the
person A to be easily and intuitively observed.

As described above, for example, it is assumed that an
image captured at the earliest time within the predetermined
range 61 is selected as the display thumbnail image 62. In
this case, a display thumbnail image 62a located at the
leftmost position in FIG. 7 is an identical thumbnail image
57, which is captured at a time T2 at a left end 58a of the
tracking status bar 58 shown above the display thumbnail
image 62a. In FIG. 7, no identical thumbnail images 57 are
arranged on the left side of this display thumbnail image 62.
This means that no identical thumbnail images 57 are
generated before the time T2 at which the display thumbnail
image 62a is captured. In other words, the tracking of the
person A is not executed in that time. In the range where the
identical thumbnail images 57 are not displayed, images,
texts, and the like indicating that the tracking is not executed
may be displayed. For example, an image having the shape
of'a person with a gray color may be displayed as an image
where no person is displayed.

The second display area 54 shown in FIG. 7 is divided
into a left display area 67 and a right display area 68. In the
left display area 67, the map information 65 that is output as
the object information 53 is displayed. In the right display
area 68, the frame image 12 output as the object information
53 and a movement image 69 are displayed. Those images
are output to be information associated with the identical
thumbnail image 57 that is selected in accordance with the
predetermined position indicated by the pointer 56 on the
time axis 55. Consequently, the map information 65, which
indicates the position of the person A included in the
identical thumbnail image 57 captured at the time indicated
by the pointer 56, is displayed. Further, the frame image 12
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including the identical thumbnail image 57 captured at the
time indicated by the pointer 56, and the movement image
69 of the person A are displayed. In an embodiment, traffic
lines serving as the movement image 69 are displayed, but
images to be displayed as the movement image 69 are not
limited.

The identical thumbnail image 57 corresponding to the
predetermined position on the time axis 55 indicated by the
pointer 56 is not limited to the identical thumbnail image 57
captured at that time. For example, information on the
identical thumbnail image 57 that is selected as the display
thumbnail image 62 may be displayed in the range 61
(standard of the rolled film portion 59) including the time
indicated by the pointer 56. Alternatively, a different iden-
tical thumbnail image 57 may be selected.

The map information 65 is preliminarily stored as the
system data shown in FIG. 6. In the map information 65, an
icon 71a indicating the person A that is detected as an object
is displayed based on the person tracking metadata 42. In the
UT screen 50 shown in FIG. 7, a position of the person A at
the time T1 at which the reference thumbnail image 43 is
captured is displayed. Further, in the frame image 12 includ-
ing the reference thumbnail image 43, a person B is detected
as another object. Consequently, an icon 715 indicating the
person B is also displayed in the map information 65.
Further, the movement images 69 of the person A and the
person B are also displayed in the map information 65.

In the frame image 12 that is output as the object
information 53 (hereinafter, referred to as play view image
70), an emphasis image 72, which is an image of the
detected object shown with emphasis, is displayed. In an
embodiment, the frames surrounding the detected person A
and person B are displayed to serve as an emphasis image
72a and an emphasis image 725, respectively. Each of the
frames corresponds to an outer edge of the generated thumb-
nail image 41. Note that for example, an arrow may be
displayed on the person 40 to serve as the emphasis image
72. Any other image may be used as the emphasis image 72.

Further, in an embodiment, an image to distinguish an
object shown in the rolled film image 51 from a plurality of
objects in the play view image 70 is also displayed. Here-
inafter, an object displayed in the rolled film image 51 is
referred to as a target object 73. In the example shown in
FIG. 7 and the like, the person A is the target object 73.

In an embodiment, an image of the target object 73, which
is included in the plurality of objects in the play view image
70, is displayed. With this, it is possible to grasp where the
target object 73 displayed in the one or more identical
thumbnail images 57 is in the play view image 70. As a
result, an intuitive observation is allowed. In an embodi-
ment, a predetermined color is given to the emphasis image
72 described above. For example, a striking color such as red
is given to the emphasis image 72a that surrounds the person
A displayed as the rolled film image 51. On the other hand,
another color such as green is given to the emphasis image
72b that surrounds the person B serving as another object. In
such a manner, the objects are distinguished from each other.
The target object 73 may be distinguished by using another
methods and images.

The movement images 69 may also be displayed with
different colors in accordance with the colors of the empha-
sis images 72. Specifically, the movement image 69a
expressing the movement of the person A may be displayed
in red, and the movement image 695 expressing the move-
ment of the person B may be displayed in green. This allows
the movement of the person A serving as the target object 73
to be sufficiently observed.
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FIGS. 8 and 9 are diagrams each showing an example of
an operation of a user 1 on the Ul screen 50 and processing
corresponding to the operation. As shown in FIGS. 8 and 9,
the user 1 inputs an operation on the screen that also
functions as a touch panel. The operation is input, as an
instruction from the user 1, into the server apparatus 20 via
the client apparatus 30.

In an embodiment, an instruction to the one or more
identical thumbnail images 57 is input, and according to the
instruction, a predetermined position on the time axis 55
indicated by the pointer 56 is changed. Specifically, a drag
operation is input in a horizontal direction (y-axis direction)
to the rolled film portion 59 of the rolled film image 51. This
moves the identical thumbnail image 57 in the horizontal
direction and along with the movement, a time indicating
image, i.e., graduations, within the time axis 55 is also
moved. The position of the pointer 56 is fixed, and thus a
position 74 that the pointer 56 points on the time axis 55
(hereinafter, referred to as point position 74) is relatively
changed. Note that the point position 74 may be changed
when a drag operation is input to the pointer 56. In addition,
for example, operations for changing the point position 74
are not limited.

In conjunction with the change of the point position 74,
the selection of the identical thumbnail image 57 and the
output of the object information 53 that correspond to the
point position 74 are changed. For example, as shown in
FIGS. 8 and 9, it is assumed that the identical thumbnail
images 57 are moved in the left direction. With this, the
pointer 56 is relatively moved in the right direction, and the
point position 74 is changed to a time later than the reference
time T1. In conjunction with this, map information 65 and
a play view image 70 that relate to an identical thumbnail
image 57 captured later than the reference time T1 are
displayed. In other words, in the map information 65, the
icon 71a of the person A is moved in the right direction and
the icon 715 of the person B is moved in the left direction
along the movement images 69. In the play view image 70,
the person A is moved to the deep side along with the
movement image 69a, and the person B is moved to the near
side along with the movement image 695. Such images are
sequentially displayed. This allows the movement of the
object along the time axis 55 to be grasped and observed in
detail. Further, this allows an operation of selecting an
image, with which the object information 53 such as the play
view image 70 is displayed, from the one or more identical
thumbnail images 57.

Note that in the examples shown in FIGS. 8 and 9, the
identical thumbnail images 57 that are generated from the
frame images 12 captured with one camera 10 are arranged.
Consequently, the tracking status bar 58 should be given
with only one color corresponding to that camera 10. In
FIGS. 7 to 9, however, in order to explain that the tracking
status bar 58 is displayed in different color for each of the
cameras 10, different types of tracking status bars 58 are
illustrated. Additionally, as a result of the movement of the
rolled film portion 59 in the left direction, new identical
thumbnail images 57 are not displayed on the right side. In
the case where the identical thumbnail images 57 captured
at that time exist, however, those images are arranged as
appropriate.

FIGS. 10 to 12 are diagrams each showing another
example of the operation to change the point position 74. As
shown in FIGS. 10 to 12, the position 74 indicated by the
pointer 56 may be changed according to an instruction input
to the output object information 53.
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In an embodiment, the person A that is the target object 73
is selected as an object on the play view image 70 of the Ul
screen 50. For example, a finger may be placed on the person
A or on the emphasis image 72. Typically, a touch or the like
on a position within the emphasis image 72 allows an
instruction to select the person A to be input. When the
person A is selected, the information displayed in the left
display area 67 is changed from the map information 65 to
enlarged display information 75. The enlarged display infor-
mation 75 may be generated from the frame image 12
displayed as the play view image 70. The enlarged display
information 75 is also included in the object information 53
associated with the identical thumbnail image 57. The
display of the enlarged display information 75 allows the
object selected by the user 1 to be observed in detail.

As shown in FIGS. 10 to 12, in the state where the person
A is selected, a drag operation is input along the movement
image 69a. A frame image 12 corresponding to a position on
the movement image 69a is displayed as the play view
image 70. The frame image 12 corresponding to a position
on the movement image 69a refers to a frame image 12 in
which the person A is displayed at the above-mentioned
position or in which the person A is displayed at a position
closest to the above-mentioned position. For example, as
shown in FIGS. 10 to 12, the person A is moved to the deep
side along the movement image 694. In conjunction with
this movement, the point position 74 is moved to the right
direction that is a time later than the reference time T1.
Specifically, the identical thumbnail images 57 are moved in
the left direction. In conjunction with the movement, the
enlarged display information 75 is also changed.

When the play view image 70 is changed, in conjunction
with the change, the pointer 56 is moved to the position
corresponding to the image capture time of the frame image
12 displayed as the play view image 70. This allows the
point position 74 to be changed. This corresponds to the fact
that the time at the point position 74 and the image capture
time of the play view image 70 are associated with each
other and when one of them is changed, the other one is also
changed in conjunction with the former change.

FIGS. 13 to 15 are diagrams each showing another
example of the operation to change the point position 74. As
shown in FIG. 13, another object 76 that is different from the
target object 73 displayed in the play view image 70 is
operated so that the point position 74 can be changed. As
shown in FIG. 13, the person B that is the other object 76 is
selected and enlarged display information 75 of the person
B is displayed. When a drag operation is input along the
movement image 695, the point position 74 of the pointer 56
is changed in accordance with the drag operation. In such a
manner, an operation for the other object 76 may be per-
formed. Consequently, the movement of the other object 76
can be observed.

As shown in FIG. 14, when the finger is separated from
the person B that is the other object 76, a pop-up 77 for
specifying the target object 73 is displayed. The pop-up 77
is used to correct or change the target object 73, for example.
As shown in FIG. 15, in this case, “Cancel” is selected so
that the target object 73 is not changed. Subsequently, the
pop-up 77 is deleted. The pop-up 77 will be described later
together with the correction of the target object 73.

FIGS. 16 to 19 are diagrams for describing a correction of
the one or more identical thumbnail images 57 arranged as
the rolled film image 51. As shown in FIG. 16, when the
reference thumbnail image 43 in which the person A is
imaged is selected, a thumbnail image 415 in which the
person B different from the person A is imaged may be
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arranged as the identical thumbnail image 57 in some cases.
For example, when an object is detected from the frame
image 12, a false detection may occur, and the person B that
is the other object 76 may be set to have a tracking ID
indicating the person A. For example, such a false detection
may occur due to various situations in which those persons
resemble in size and shape or in hairstyle, or in which
rapidly moving two persons pass away. In such cases, a
thumbnail image 41 of an object that is incorrect to serve as
a target object 73 is displayed in the rolled film image 51.

In the surveillance camera system 100 according to an
embodiment, as will be described later, the correction of the
target object 73 can be executed by a simple operation.
Specifically, the one or more identical thumbnail images 57
can be corrected according to a predetermined instruction
input by an input unit.

As shown in FIG. 17, an image in the state where the
target object 73 is incorrectly recognized is searched for in
the play view image 70. Specifically, a play view image 70
in which the emphasis image 726 of the person B is
displayed in red and the emphasis image 72a of the person
A is displayed in green is searched for. In FIG. 17, the rolled
film portion 59 is operated so that a play view image 70
falsely detected is searched for. Alternatively, the search
may be executed by an operation on the person A or the
person B of the play view image 70.

As shown in FIG. 18, when the pointer 56 is moved to a
left end 78a of a range 78 in which the thumbnail images 415
of'the person B are displayed, a play view image 70 in which
the target object 73 is falsely detected is displayed. The user
1 selects the person A whose emphasis image 72qa is dis-
played in green, the person A being to be originally detected
as the target object 73. Subsequently, the pop-up 77 for
specifying the target object 73 is displayed and a target
specifying button is pressed.

As shown in FIG. 19, the thumbnail images 415 of the
person B, which are arranged on the right side of the pointer
56, are deleted. In this case, all the thumbnail images 41
captured later than the time indicated by the pointer 56, that
is, the thumbnail images 41 and the images where no person
is displayed, are deleted. In an embodiment, an animation 79
by which the thumbnail images 41 captured later than the
time indicated by the pointer 56 gradually disappear to the
lower side of the Ul screen 50 is displayed, and the thumb-
nail images 41 are deleted. The Ul when the thumbnail
images 41 are deleted is not limited, and an animation that
is intuitively easy to understand or an animation with high
designability may be displayed.

After the thumbnail images 41 on the right side of the
pointer 56 are deleted, the thumbnail images 41 of the
person A who is specified as the corrected target object 73
is arranged as the identical thumbnail images 57. In the play
view image 70, the emphasis image 72a of the person A is
displayed in red and the emphasis image 725 of the person
B is displayed in green.

Note that as shown in FIG. 18 and the like, the play view
image 70 falsely detected is found when the pointer 56 is at
the left end 78a of the range 78 in which the thumbnail
images 415 of the person B are displayed. However, the play
view image 70 falsely detected may also be found in the
range in which the thumbnail images 41 of the person A are
displayed as the display thumbnail images 62. In such a case,
the thumbnail images 415 of the person B that are captured
later than the time at which a relevant display thumbnail
image 62 is captured may be deleted, or the thumbnail
images 41 on the right side of the pointer 56 may be deleted
such that the range of the thumbnail images 41 of the person
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A is divided. Additionally, the play view image 70 falsely
detected may also be found at the halfway of the range in
which the thumbnail images 415 of the person B are
displayed as the display thumbnail images 62. In this case,
the deletion of the thumbnail images including the thumb-
nail images 415 of the person B only needs to be executed.

In such a manner, according to the instruction to select the
other object 76 included in the play view image 70 that is
output as the object information 53, the one or more iden-
tical thumbnail images 57 are corrected. This allows a
correction to be executed by an intuitive operation.

FIGS. 20 to 25 are diagrams for describing another
example of the correction of the one or more identical
thumbnail images 57. In those figures, the map information
65 is not illustrated. Similar to the above description, firstly,
the play view image 70 at the time when the person B is
falsely detected as the target object 73 is searched for. As a
result, as shown in FIG. 20, it is assumed that the person A
to be detected as a correct target object 73 does not appear
in the play view image 70. For example, the following cases
are conceivable: the person B falsely detected is moved
away from the person A; and the person B originally situated
in another place is detected as the target object 73.

Note that in FIG. 20, the identical thumbnail image 57a,
which is adjacent to the pointer 56 on its left side, has a
smaller size in the horizontal direction than the other thumb-
nail images 57. For example, in the case where the target
object 73 is changed at the halfway of the range 61 (standard
of the rolled film portion 59) in which the thumbnail image
57a is arranged, the standard of the rolled film portion 59
may be partially changed. In other cases, for example, the
standard of the rolled film portion 59 may be partially
changed when the target object 73 is correctly detected but
the camera 10 with which the target object 73 is captured is
changed.

As shown in FIG. 21, when the person A that is intended
to be specified as the target object 73 is not displayed in the
play view image 70, a cut button 80 provided to the Ul
screen 50 is used. In an embodiment, the cut button 80 is
provided to the lower portion of the pointer 56. As shown in
FIG. 22, when the user 1 clicks the cut button 80, the
thumbnail images 415 arranged on the right side of the
pointer 56 are deleted. Consequently, the thumbnail images
415 of the person B, which are arranged as the identical
thumbnail images 57 due to the false detection, are deleted.
Subsequently, the color of the emphasis image 726 of the
person B in the play view image 70 is changed from red to
green. Note that the position or shape of the cut button 80 is
not limited, for example. In an embodiment, the cut button
80 is arranged so as to be connected to the pointer 56, which
allows cutting processing with reference to the pointer 56 to
be executed by an intuitive operation.

The search for a time point at which a false detection of
the target object 73 occurs corresponds to the selection of at
least one identical thumbnail image 57 captured later than
that time point, from among the one or more identical
thumbnail images 57. The selected identical thumbnail
image 57 is cut so that the one or more identical thumbnail
images 57 are corrected.

As shown in FIG. 23, when the thumbnail images 415
arranged on the right side of the pointer 56 are deleted, video
images, i.e., the plurality of frame images 12, which are
captured with the respective cameras 10, are displayed in the
left display area 67 displaying the map information 65. The
video images of the cameras 10 are displayed in monitor
display areas 81 each having a small size and can be viewed
as a video list. In the monitor display areas 81, the frame
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images 12 corresponding to the time at the point position 74
of the pointer 56 are displayed. Further, in order to distin-
guish between the cameras 10, a color set for each camera
10 is displayed in the upper portion 82 of each monitor
display area 81.

The plurality of monitor display areas 81 are set so as to
search for the person A to be detected as the target object 73.
The method of selecting a camera 10, a captured image of
which is displayed in the monitor display area 81, from the
plurality of cameras 10 in the surveillance camera system
100, is not limited. Typically, the camera 10 is sequentially
selected in the descending order of areas with higher pos-
sibility that the person A to be the target object 73 is imaged,
and the video image of the camera 10 is sequentially
displayed as a list from the top of the left display area 67. An
area near the camera 10 that captures the frame image 12 in
which a false detection occurs is selected to be an area with
high possibility that the person A is imaged. Alternatively,
for example, an office in which the person A works is
selected based on the information of the person A. Other
methods may also be used.

As shown in FIG. 24, the rolled film portion 59 is operated
so that the position 74 indicated by the pointer 56 is changed.
In conjunction with this, the play view image 70 and the
monitor images of the monitor display areas 81 are changed.
Further, when the user 1 selects a monitor display area 81,
a monitor image displayed in the selected monitor display
area 81 is displayed as the play view image 70 in the right
display area 68. Consequently, the user 1 can change the
point position 74 or select the monitor display area 81 as
appropriate, to easily search for the person A to be detected
as the target object 73.

Note that the person A may be detected as the target object
73 at a time too late to be displayed on the Ul screen 50, i.e.,
at a position on the right side of the point position 74.
Specifically, the false detection of the target object 73 may
be solved and the person A may be appropriately detected as
the target object 73. In such a case, for example, a button for
inputting an instruction to jump to an identical thumbnail
image 57 in which the person A at that time appears may be
displayed. This is effective when time is advanced to moni-
tor the person A at a time close to the current time, for
example.

As shown in FIG. 25, a monitor image 12 in which the
person A appears is selected from the plurality of monitor
display areas 81, and the selected monitor image 12 is
displayed as the play view image 70. Subsequently, as
shown in FIG. 18, the person A displayed in the play view
image 70 is selected, and the pop-up 77 for specifying the
target object 73 is displayed. The button for specifying the
target object 73 is pressed so that the target object 73 is
corrected. In FIG. 25, a candidate browsing button 83 for
displaying candidates is displayed at the upper portion of the
pointer 56. The candidate browsing button 83 will be
described later in detail.

FIGS. 26 to 30 are diagrams for describing another
example of the correction of the one or more identical
thumbnail images 57. In the one or more identical thumbnail
images 57 of the rolled film portion 59, at a halfway time,
a false detection of the target object 73 may occur. For
example, the other person B who passes the target object 73
(person A) is falsely detected as the target object 73. At the
moment at which the camera 10 to capture the image of the
person B is switched, the person A may be appropriately
detected as the target object 73 again.

FIG. 26 is a diagram showing an example of such a case.
As shown in FIG. 26, the arranged identical thumbnail
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images 57 include the thumbnail images 415 of the person
B. When the play view image 70 is viewed, a movement
image 69 is displayed. The movement image 69 expresses
the movement of the person B who travels toward the deep
side, but turns back at the halfway and returns to the near
side. In such a case, the thumbnail images 415 of the person
B displayed in the rolled film portion 59 can be corrected by
the following operation.

Firstly, the pointer 56 is adjusted to the time at which the
person B is falsely detected as the target object 73. Typically,
the pointer 56 is adjusted to the left end 78a of the thumbnail
image 415 that is located at the leftmost position of the
thumbnail images 415 of the person B. As shown in FIG. 27,
the user 1 presses the cut button 80. When a click operation
is input in this state, the identical thumbnail images 57 on the
right side of the pointer 56 are cut. Consequently, here, the
finger is moved to the end of the range 78 with the cut button
80 being pressed. In the range 78, the thumbnail images 415
of the person B are displayed. Specifically, with the cut
button 80 being pressed, a drag operation is input so as to
cover the area intended to be cut. Subsequently, as shown in
FIG. 28, a Ul 84 indicating the range 78 to be cut is
displayed. Note that in conjunction with the selection of the
range 78 to be cut, the map information 65 and the play view
image 70 corresponding to the time of a drag destination are
displayed. Alternatively, the map information 65 and the
play view image 70 may not be changed.

As shown in FIG. 29, when the finger is separated from
the cut button 80 after the drag operation, the selected range
78 to be cut is deleted. As shown in FIG. 30, when the
thumbnail images 415 of the range 78 to be cut are deleted,
the plurality of monitor display areas 81 are displayed and
the monitor images 12 captured with the respective cameras
10 are displayed. With this, the person A is searched for at
the time of the cut range 78. Further, the candidate browsing
button 83 is displayed at the upper portion of the pointer 56.

The selection of the range 78 to be cut corresponds to the
selection of at least one of the one or more identical
thumbnail images 57. The selected identical thumbnail
image 57 is cut, so that the one or more identical thumbnail
images 57 are corrected. This allows a correction to be
executed by an intuitive operation.

FIGS. 31 to 35 are diagrams for describing how candi-
dates are displayed by using the candidate browsing button
83. The UI screen 50 shown in FIG. 31 is a screen at the
stage at which the identical thumbnail images 57 are cor-
rected and the person A to be the target object 73 is searched
for. In such a state, the user 1 clicks the candidate browsing
button 83. Subsequently, as shown in FIG. 32, a candidate
selection Ul 86 for displaying a plurality of candidate
thumbnail images 85 to be selectable is displayed.

The candidate selection UI 86 is displayed subsequently
to an animation to enlarge the candidate browsing button 83
and is displayed so as to be connected to the position of the
pointer 56. Among the thumbnail images 41 corresponding
to the point position of the pointer 56, a thumbnail image 41
that stores the tracking ID of the person A is deleted by the
correction processing. Consequently, it is assumed that the
tracking ID of the person A as a thumbnail image 41
corresponding to the point position does not exist in the
storage unit 208. The server apparatus 20 selects thumbnail
images 41 having a high possibility that the person A appears
from the plurality of thumbnail images 41 corresponding to
the point position 74, and displays the selected thumbnail
images 41 as the candidate thumbnail images 85. Note that
the candidate thumbnail images 85 corresponding to the
point position 74 are selected from, for example, the thumb-
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nail images 41 captured at that time of the point position 74
or thumbnail images 41 captured at a time included in a
predetermined range around that time of the point position
74.

The method of selecting the candidate thumbnail images
85 is not limited. Typically, the degree of similarity of
objects appearing in the thumbnail images 41 is calculated.
For the calculation, any technique including pattern match-
ing processing and edge detection processing may be used.
Alternatively, based on information on a target object to be
searched for, the candidate thumbnail images 85 may be
preferentially selected from an area where the object fre-
quently appears. Other methods may also be used. Note that
as shown in FIG. 33, when the point position 74 is changed,
the candidate thumbnail images 85 are also changed in
conjunction with the change of the point position 74.

Additionally, the candidate selection Ul 86 includes a
close button 87 and a refresh button 88. The close button 87
is a button for closing the candidate selection Ul 86. The
refresh button 88 is a button for instructing the update of the
candidate thumbnail images 85. When the refresh button 88
is clicked, other candidate thumbnail images 85 are retrieved
again and displayed.

As shown in FIG. 34, when a thumbnail image 41a of the
person A is displayed as the candidate thumbnail image 85
in the candidate selection Ul 86, the thumbnail image 41a is
selected by the user 1. Subsequently, as shown in FIG. 35,
the candidate selection UI 86 is closed, and the frame image
12 including the thumbnail image 41a is displayed as the
play view image 70. Further, the map information 65 asso-
ciated with the play view image 70 is displayed. The user 1
can observe the play view image 70 (movement image 69)
and the map information 65 to determine that the object is
the person A.

When the object that appears in the play view image 70
is determined to be the person A, as shown in FIG. 18, the
person A is selected and the pop-up 77 for specifying the
target object 73 is displayed. The button for specifying the
target object 73 is pressed so that the person A is set to be
the target object 73. Consequently, the thumbnail image 41a
of'the person A is displayed as the identical thumbnail image
57. Note that in FIG. 34, when the candidate thumbnail
image 85 is selected, the setting of the target object 73 may
be executed. This allows the time spent on the processing to
be shortened.

As described above, from the one or more thumbnail
images 41, in which identification information different
from the identification information of the selected reference
thumbnail image 43 is stored, the candidate thumbnail
image 85 to be a candidate of the identical thumbnail image
57 is selected. This allows the one or more identical thumb-
nail images 57 to be easily corrected.

FIG. 36 is a flowchart showing in detail an example of
processing to correct the one or more identical thumbnail
images 57 described above. FIG. 36 shows the processing
when a person in the play view image 70 is clicked.

Whether the detected person in the play view image 70 is
clicked or not is determined (Step 101). When it is deter-
mined that the person is not clicked (No in Step 101), the
processing returns to the initial status (before the correction).
When it is determined that the person is clicked (Yes in Step
101), whether the clicked person is identical to an alarm
person or not is determined (Step 102).

The alarm person refers to a person to watch out for or a
person to be monitored and corresponds to the target object
73 described above. Comparing the tracking ID (track_id) of
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the clicked person with the tracking 1D of the alarm person,
the determination processing in Step 102 is executed.

When the clicked person is determined to be identical to
the alarm person (Yes in Step 102), the processing returns to
the initial status (before the correction). In other words, it is
determined that the click operation is not an instruction of
correction. When the clicked person is determined not to be
identical to the alarm person (No in Step 102), the pop-up 77
for specifying the target object 73 is displayed as a GUI
menu (Step 103). Subsequently, whether “Set Target” in the
menu is selected or not, that is, whether the button for
specifying the target is clicked or not is determined (Step
104).

When it is determined that “Set Target” is not selected (No
in Step 104), the GUI menu is deleted. When it is determined
that “Set Target” is selected (Yes in Step 104), a current time
t of the play view image 70 is acquired (Step 105). The
current time t corresponds to the image capture time of the
frame image 12, which is displayed as the play view image
70. It is determined whether the tracking data of the alarm
person exists at the time t (Step 106). Specifically, it is
determined whether an object detected as the target object 73
exists or not and its thumbnail image 41 exists or not at the
time t.

FIG. 37 is a diagram showing an example of a Ul screen
when it is determined that an object detected as the target
object 73 exists at the time t (Yes in Step 106). If the
identical thumbnail image 57 exists at the time t, the person
in the identical thumbnail image 57 (in this case, the person
B) appears in the play view image 70. In this case, an
interrupted time of the tracking data is detected (Step 107).
The interrupted time is a time earlier than and closest to the
time t and at which the tracking data of the alarm person
does not exist. As shown in FIG. 37, the interrupted time is
represented by t_a.

Further, another interrupted time of the tracking data is
detected (Step 108). This interrupted time is a time later than
and closest to the time t and at which the tracking data of the
alarm person does not exist. As shown also in FIG. 37, this
interrupted time is represented by t_b. The data on the
person tracking from the detected time t_a to time t_b is cut.
Consequently, the thumbnail image 415 of the person B
included in the rolled film portion 59 shown in FIG. 37 is
deleted. Subsequently, the track_id of data on the tracked
person is newly issued between the time t_a and the time t_b
(Step 109).

In the example of the processing described here, when the
identical thumbnail image 57 is arranged in the rolled film
portion 59, the track_id of data on the tracked person is
issued. The issued track_id of data on the tracked person is
set to be the track_id of the alarm person. For example, when
the reference thumbnail image 43 is selected, its track_id is
issued as the track_id of data on the tracked person. The
track_id of data on the tracked person is set to be the track_id
of the alarm person. The thumbnail image 41 for which the
set track_id is stored is selected to be the identical thumbnail
image 57 and arranged. When the identical thumbnail image
57 in the predetermined range (range from the time t_a to the
time t_b) is deleted as described above, the track_id of data
on the tracked person is newly issued in the range.

The specified person is set to be a target object (Step 110).
Specifically, the track_id of data on the specified person is
newly issued in the range from the time t_a to the time t_b,
and the track_id is set to be the track_id of the alarm person.
As a result, in the example shown in FIG. 37, the thumbnail
image of the person A specified via the pop-up 77 is arranged
in the range from which the thumbnail image of the person
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B is deleted. In such a manner, the identical thumbnail image
57 is corrected and the GUI after the correction is updated
(Step 111).

FIG. 38 is a diagram showing an example of the UI screen
when it is determined that an object detected as the target
object 73 does not exist at the time t (No in Step 106). In the
example shown in FIG. 38, tracking is not executed in a
certain time range in the case where the person A is set as the
target object 73.

If no identical thumbnail image 57 exists at the time t, the
person (person B) does not appear in the play view image 70
(or may appear but be not detected). In this case, the tracking
data of the alarm person at a time earlier than and closest to
the time t is detected (Step 112). Subsequently, the time of
the tracking data (represented by time t_a) is calculated. In
the example shown in FIG. 38, the data of the person A
detected as the target object 73 is detected and the time t_a
is calculated. Note that if tracking data does not exist before
the time t, a smallest time is set as the time t_a. The smallest
time means the smallest time and the leftmost time point on
the set time axis.

Additionally, the tracking data of the alarm person at a
time later than and closest to the time t is detected (Step
113). Subsequently, the time of the tracking data (repre-
sented by time t_b) is calculated. In the example shown in
FIG. 38, the data of the person A detected as the target object
73 is detected and the time t_b is calculated. Note that if
tracking data does not exist after the time t, a largest time is
set as the time t_b. The largest time means the largest time
and the rightmost time point on the set time axis.

The specified person is set to be the target object 73 (Step
110). Specifically, the track_id of data on the specified
person is newly issued in the range from the time t_a to the
time t_b, and the track_id is set to be the track_id of the
alarm person. As a result, in the example shown in FIG. 38,
the thumbnail image of the person A specified via the pop-up
77 is arranged in the range in which the certain time range
does not exist. In such a manner, the identical thumbnail
image 57 is corrected and the GUI after the correction is
updated (Step 111). As a result, the thumbnail image of the
person A is arranged as the identical thumbnail image 57 in
the rolled film portion 59.

FIG. 39 is a flowchart showing another example of the
processing to correct the one or more identical thumbnail
images 57 described above. FIGS. 40 and 41 are diagrams
for describing the processing. FIGS. 39 to 41 show process-
ing when the cut button 80 is clicked.

It is determined whether the cut button 80 as a GUI on the
UT screen 50 is clicked or not (Step 201). When it is
determined that the cut button 80 is clicked (Yes in Step
201), it is determined that an instruction of cutting at one
point is issued (Step 202). A cut time t, at which cutting on
the time axis 55 is executed, is calculated based on the
position where the cut button 80 is clicked in the rolled film
portion 59 (Step 203). For example, when the cut button 80
is provided to be connected to the pointer 56 as shown in
FIGS. 40A and 40B and the like, a time corresponding to the
point position 74 when the cut button 80 is clicked is
calculated as the cut time t.

It is determined whether the cut time t is equal to or larger
than a time T at which an alarm is generated (Step 204). The
time T at which an alarm is generated corresponds to the
reference time T1 in FIG. 7 and the like. Although will be
described later, when a person to be monitored is deter-
mined, the determination time is set to be the time at an
alarm generation, and the thumbnail image 41 of the person
at the time point is selected as the reference thumbnail image



US 9,870,684 B2

23

43. Subsequently, with the time T at an alarm generation
being set to be the reference time T1, a basic Ul screen 50
in the initial status as shown in FIG. 8 is generated. The
determination in Step 204 is a determination on whether the
cut time t is earlier or later than the reference time T1. In the
example of FIGS. 40A and 40B, the determination in Step
204 corresponds to a determination on whether the pointer
56 is located on the left or right side of the reference
thumbnail image 43 with a large size.

For example, as shown in FIG. 40A, it is assumed that the
rolled film portion 59 is dragged in the left direction and the
point position 74 of the pointer 56 is relatively moved in the
right direction. When the cut button 80 is clicked in this
state, it is determined that the cut time t is equal to or larger
than the time T at an alarm generation (Yes in Step 204). In
this case, the start time of cutting is set to be the cut time t,
and the end time of cutting is set to be the largest time. In
other words, the time range after the cut time t (range R on
the right side) is set to be a cut target (Step 205). Subse-
quently, the track_id of data on the tracked person is newly
issued between the start time and the end time (Step 206).
Note that only the range in which the target object 73 is
detected, that is, the range in which the identical thumbnail
image 57 is arranged, may be set to the range to be cut.

As shown in FIG. 40B, it is assumed that the rolled film
portion 59 is dragged in the right direction and the point
position 74 of the pointer 56 is relatively moved in the left
direction. When the cut button 80 is clicked in this state, it
is determined that the cut time t is smaller than the time T
at an alarm generation (No in Step 204). In this case, the start
time of cutting is set to be the s, and the end time of cutting
is set to be the cut time t. In other words, the time range
before the cut time t (range L. on the left side) is set to be a
cut target (Step 207). Subsequently, the track_id of data on
the tracked person is newly issued between the start time and
the end time (Step 206).

In Step 201, when it is determined that the cut button 80
is not clicked (No in Step 201), it is determined whether the
cut button 80 is dragged or not (Step 208). When it is
determined that the cut button 80 is not dragged (No in Step
208), the processing returns to the initial status (before the
correction). When it is determined that the cut button 80 is
dragged (Yes in Step 208), the dragged range is set to be a
range selected by the user, and a GUI to depict this range is
displayed (Step 209).

It is determined whether the drag operation on the cut
button 80 is finished or not (Step 210). When it is determined
that the drag operation is not finished (No in Step 210), that
is, when it is determined that the drag operation is going on,
the selected range is continued to be depicted. When it is
determined that the drag operation on the cut button 80 is
finished (Yes in Step 210), the cut time t_a is calculated
based on the position where the drag is started. Further, the
cut time t_b is calculated based on the position where the
drag is finished (Step 211).

The calculated cut time t_a and cut time t_b are compared
with each other (Step 212). As a result, when both of the cut
time t_a and the cut time t_b are equal to each other (when
t_a=t_b), the processing after the instruction of cutting at
one point is determined is executed. Specifically, the time
t_a is set to be the cut time t in Step 203, and the processing
proceeds to Step 204.

When the cut time t_a is smaller than the cut time t_b
(when t_a<t_b), the start time of cutting is set to be the cut
time t_a, and the end time of cutting is set to be the cut time
t_b (Step 213). For example, when the drag operation is
input toward the future time (in the right direction) with the
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cut button 80 being pressed, t_a<t_b is obtained. In this case,
the cut time t_a is the start time, and the cut time t_b is the
end time.

When the cut time t_a is larger than the cut time t_b (when
t_a>t_b), the start time of cutting is set to be the cut time t_b,
and the end time of cutting is set to be the cut time t_a (Step
214). For example, when the drag operation is input toward
the past time (in the left direction) with the cut button 80
being pressed, t_a>t_b is obtained. In this case, the cut time
t_b is the start time, and the cut time t_a is the end time.
Specifically, of the cut time t_a and the cut time t_b, the
smaller one is set to be the start time, and the other larger one
is set to be the end time.

When the start time and the end time are set, the track_id
of data on the tracked person is newly issued between the
start time and the end time (Step 206). In such a manner, the
identical thumbnail image 57 is corrected and the GUI after
the correction is updated (Step 215). The one or more
identical thumbnail images 57 may be corrected by the
processing as shown in the examples of FIGS. 36 and 39.
Note that as shown in FIGS. 41A and 41B, a range with a
width smaller than the width of the identical thumbnail
image 57 may be selected as a range to be cut. In this case,
a part 41P of the thumbnail image 41, which corresponds to
the range to be cut, only needs to be cut.

Here, other examples of a configuration and an operation
of the rolled film image 51 will be described. FIGS. 42 to 45
are diagrams for describing the examples. For example, as
shown in FIG. 42A, the drag of the identical thumbnail
image 57 in the left direction allows the point position 74 to
be relatively moved. As shown in FIG. 42B, it is assumed
that the reference thumbnail image 43 with a large size is
dragged to reach a left end 89 of the rolled film image 51.
At that time, the reference thumbnail image 43 may be fixed
at the position of the left end 89. When the drag operation
is further input from this state in the left direction, as shown
in FIG. 43A, the other identical thumbnail images 57 are
moved in the left direction so as to overlap with the
reference thumbnail image 43 and travel on the back side of
the reference thumbnail image 43. Specifically, also when
the drag operation is input until the reference time reaches
the outside of the rolled film image 51, the reference
thumbnail image 43 is continued to be displayed in the rolled
film image 51. This allows the firstly detected target object
to be referred to, when the target object is falsely detected or
the sight of the target object is lost, for example. As a result,
the target object that is detected to be a suspicious person can
be sufficiently monitored. Note that as shown in FIG. 43B,
also when the drag operation is input in the right direction,
the similar processing may be executed.

Additionally, when the drag operation is input and a finger
of the user 1 is released, an end of the identical thumbnail
image 57 arranged at the closest position to the pointer 56
may be automatically moved to the point position 74 of the
pointer 56. For example, as shown in FIG. 44A, it is
assumed that the drag operation is input until the pointer 56
overlaps the reference thumbnail image 43 and the finger of
the user 1 is released at that position. In this case, as shown
in FIG. 44B, the left end 435 of the reference thumbnail
image 43 located closest to the pointer 56 may be automati-
cally aligned with the point position 74. At that time, an
animation in which the rolled film portion 59 is moved in the
right direction is displayed. Note that the same processing
may be performed on the other identical thumbnail images
57 other than the reference thumbnail image 43. This allows
the operability on rolled film image 51 to be improved.
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As shown in FIG. 45, the point position 74 may also be
moved by a flick operation. When a flick operation in the
horizontal direction is input, a moving speed at a moment at
which the finger of the user 1 is released is calculated. Based
on the moving speed, the one or more identical thumbnail
images 57 are moved in the flick direction with a constant
deceleration. The pointer 56 is relatively moved in the
direction opposite to the flick direction. The method of
calculating the moving speed and the method of setting a
deceleration are not limited, and well-known techniques
may be used instead.

Next, the change of the standard, i.e., the scale, of the
rolled film portion 59 will be described. FIGS. 46 to 56 are
diagrams for describing the change. For example, it is
assumed that a fixed size S1 is set for the size in the
horizontal direction of each identical thumbnail image 57
arranged in the rolled film portion 59. A time assigned to the
fixed size S1 is set as a standard of the rolled film portion 59.
Under such settings, the operation and processing to change
the standard of the rolled film portion 59 will be described.
Note that the fixed size S1 may be set as appropriate based
on the size of the Ul screen, for example.

In FIG. 46, the standard of the rolled film portion 59 is set
to 10 seconds. Consequently, the graduations of 10 seconds
on the time axis 55 are assigned to the fixed size S1 of the
identical thumbnail image 57. The display thumbnail image
62 displayed in the rolled film portion 59 is a thumbnail
image 41 that is captured at a predetermined time in the
assigned 10 seconds.

As shown in FIG. 46, a touch operation is input to two
points L. and M in the rolled film portion 59. Subsequently,
right and left hands 1a and 15 are separated from each other
s0 as to increase a distance between the touched points [ and
M in the horizontal direction. As shown in FIG. 46, the
operation may be input with the right and left hands 1a and
15 or input by a pinch operation with two fingers of one
hand. The pinch operation is a motion of the two fingers that
simultaneously come into contact with the two points and
open and close, for example.

As shown in FIG. 47, in accordance with the increase of
the distance between the two points [ and M, the size S2 of
each display thumbnail image 62 in the horizontal direction
increases. For example, an animation in which each display
thumbnail image 62 is increased in size in the horizontal
direction is displayed in accordance with the operation with
both of the hands. Along with the increase in size, a distance
between the graduations, i.e., the size of graduations, on the
time axis 55 also increases in the horizontal direction. As a
result, the number of graduations assigned to the fixed size
S1 decreases. FIG. 47 shows a state where the graduations
of 9 seconds are assigned to the fixed size S1.

As shown in FIG. 48, the distance between the two points
L and M is further increased, and both of the hands 1a and
15 are released in the state where the graduations of 6
seconds are assigned to the fixed size S1. As shown in FIG.
49, an animation in which the size S2 of each display
thumbnail image 62 is changed to the fixed size S1 again is
displayed. Subsequently, the standard of the rolled film
portion 59 is set to 6 seconds. At that time, the thumbnail
image 41 displayed as the display thumbnail image 62 may
be selected anew from the identical thumbnail images 57.

The shortest time that can be assigned to the fixed size S1
may be preliminarily set. At a time point when the distance
between the two points L and M is increased to be longer
than the size to which the shortest time is assigned, the
standard of the rolled film portion 59 may be automatically
set to the shortest time. For example, assuming that the
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shortest time is set to 5 seconds in FIG. 50, a distance in
which the graduations of 5 seconds are assigned to the fixed
size S1 is a distance in which the size S2 of the display
thumbnail image 62 has the size twice as large as the fixed
size S1. When the distance between the two points L. and M
is increased to be larger than the above-mentioned distance
of the display thumbnail image 62, as shown in FIG. 51, the
standard is automatically set to the shortest time, 5 seconds,
if the right and left hands 1a and 15 are not released. Such
processing allows the operability of the rolled film image 51
to be improved. Note that the time set to be the shortest time
is not limited. For example, the standard set to the initial
status may be used as a reference, and one-half or one-third
of the time may be set to be the shortest time.

In the above description, the method of changing the
standard of the rolled film portion 59 to be smaller, that is,
the method of displaying the rolled film image 51 in detail
has been described. Conversely, a change of the standard of
the rolled film portion 59 to be larger to overview the rolled
film image 51 is also allowed.

For example, as shown in FIG. 52, a touch operation is
input with the right and left hands 1a and 15 in the state
where the standard of the rolled film portion 59 is set to 5
seconds. Subsequently, the right and left hands 1a and 15 are
brought close to each other so as to reduce the distance
between the two points L and M. A pinch operation may be
input with two fingers of one hand.

As shown in FIG. 53, in accordance with the decrease of
the distance between the two points [ and M, the size S2 of
each display thumbnail image 62 and the size of each
graduation of the time axis 55 decrease. As a result, the
number of graduations assigned to the fixed size S1
increases. In FIG. 53, the graduations of 9 seconds are
assigned to the fixed size S1. When the right and left hands
la and 1b are released in the state where the distance
between the two points L. and M is reduced, the size S2 of
each display thumbnail image 62 is changed to the fixed size
S1 again. Subsequently, the time corresponding to the num-
ber of graduations assigned to the fixed size S1 when the
hands are released is set as the standard of the rolled film
portion 59. At that time, the thumbnail image 41 displayed
as the display thumbnail image 62 may be selected anew
from the identical thumbnail images 57.

The longest time that can be assigned to the fixed size S1
may be preliminarily set. At a time point when the distance
between the two points [ and M is reduced to be shorter than
the size to which the longest time is assigned, the standard
of the rolled film portion 59 may be automatically set to the
longest time. For example, assuming that the longest time is
set to 10 seconds in FIG. 54, a distance in which the
graduations of 10 seconds are assigned to the fixed size S1
is a distance in which the size S2 of the display thumbnail
image 62 has half the size of the size S1. When the distance
between the two points L. and M is reduced to be smaller
than the above-mentioned distance of the display thumbnail
image 62, as shown in FIG. 55, the standard is automatically
set to the longest time, 10 seconds, if the right and left hands
la and 156 are not released. Such processing allows the
operability of the rolled film image 51 to be improved. Note
that the time set to be the longest time is not limited. For
example, the standard set to the initial status may be a
reference, and two or three times as long as the time may be
set to be the longest time.

The standard of the rolled film portion 59 may be changed
by an operation with a mouse. For example, as shown in the
upper part of FIG. 56, a wheel button 91 of a mouse 90 is
rotated toward the near side, i.e., in the direction of the arrow
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A. In accordance with the amount of the rotation, the size S2
of the display thumbnail image 62 and the size of the
graduations are increased. When such a state is held for a
predetermined period of time or more, the standard of the
rolled film portion 59 is changed to have a smaller value. On
the other hand, when the wheel button 91 of the mouse 90
is rotated to the deep side, i.e., in the direction of the arrow
B, the size S2 of'the display thumbnail image 62 and the size
of the graduations are reduced in accordance with the
amount of the rotation. When such a state is held for a
predetermined period of time or more, the standard of the
rolled film portion 59 is changed to have a larger value. Such
processing can also be easily achieved. Note that the setting
for the shortest time and the longest time described above
can also be achieved. In other words, at the time point at
which a predetermined amount or more of the rotation is
added, the shortest time or the longest time only needs to be
set as a standard of the rolled film portion 59 in accordance
with the rotation direction.

Since such a simple operation allows the standard of the
rolled film portion 59 to be changed, a suspicious person or
the like can be sufficiently monitored along with the opera-
tion of the rolled film image 51. As a result, a useful
surveillance camera system can be achieved.

The standard of graduations displayed on the time axis 55,
that is, the time standard can also be changed. For example,
in the example shown in FIG. 57, the standard of the rolled
film portion 59 is set to 15 seconds. Meanwhile, long
graduations 92 with a large length, short graduations 93 with
a short length, and middle graduations 94 with a middle
length between the large and short lengths are provided on
the time axis 55. One middle graduation 94 is arranged at the
middle of the long graduations 92, and four short gradua-
tions 93 are arranged between the middle graduation 94 and
the long graduation 92. In the example shown in FIG. 57, the
fixed size S1 is set to be equal to the distance between the
long graduations 92. Consequently, the time standard is set
such that the distance between the long graduations 92 is set
to 15 seconds.

Here, it is assumed that the time set for the distance
between the long graduations 92 is preliminarily determined
as follows: 1 sec, 2 sec, 5 sec, 10 sec, 15 sec, and 30 sec
(mode in seconds); 1 min, 2 min, 5 min, 10 min, 15 min, and
30 min (mode in minutes); and 1 hour, 2 hours, 4 hours, 8
hours, and 12 hours (mode in hours). Specifically, it is
assumed that the mode in seconds, the mode in minutes, and
the mode in hours are set to be selectable and the times
described above are each prepared as a time that can be set
in each mode. Note that the time that can be set in each mode
is not limited to the above-mentioned times.

As shown in FIG. 58, a multi-touch operation is input to
the two points [ and M in the rolled film portion 59, and the
distance between the two points L. and M is increased. Along
with the increase, the size S2 of the display thumbnail image
62 and the size of each graduation increase. In the example
shown in FIG. 58, the time assigned to the fixed size S1 is
set to 13 seconds. Because the value of “13 seconds” is not
a preliminarily set value, the time standard is not changed.
As shown in FIG. 59, the distance between the right and left
hands 1a and 1 4 is further increased, the time assigned to
the fixed size S1 is set to 10 seconds. The value of “10
seconds” is a preliminarily set time. Consequently, at the
time at which the assigned time is changed to be 10 seconds,
as shown in FIG. 60, the time standard is changed such that
the distance between the long graduations 92 is set to 10
seconds. Subsequently, two fingers of the right and left
hands 1a and 15 are released, and the size of the display
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thumbnail image 62 is changed to the fixed size S1 again. At
that time, the size of the graduations is reduced and dis-
played on the time axis 55. Alternatively, the distance
between the long graduations 92 may be fixed and the size
of the display thumbnail image 62 may be increased.

When the time standard is increased, the distance between
the two points [ and M only needs to be reduced. At the time
point at which the time assigned to the fixed size S1 is set
to 30 seconds preliminarily determined, the standard is
changed such that the distance between the long graduations
92 is set to 30 seconds. Note that the operation described
here is identical to the above-mentioned operation to change
the standard of the rolled film portion 59. It may be
determined as appropriate whether the operation to change
the distance between the two points [ and M may be used
to change the standard of the rolled film portion 59 or to
change the time standard. Alternatively, a mode to change
the standard of the rolled film portion 59 and a mode to
change the time standard may be set to be selectable.
Appropriately selecting the mode may allow the standard of
the rolled film portion 59 and the time standard to be
appropriately changed.

As described above, in the surveillance camera system
100 according to an embodiment, the plurality of cameras 10
are used. Here, an example of the algorithm of the person
tracking under an environment using a plurality of cameras
will be described. FIGS. 61 and 62 are diagrams for describ-
ing the outline of the algorithm. For example, as shown in
FIG. 61, an image of the person 40 is captured with a first
camera 10qa, and another image of the person 40 is captured
later with a second camera 104 that is different from the first
camera 10q. In such a case, whether the persons captured
with the respective surveillance cameras 10a and 105 are
identical or not is determined by the following person
tracking algorithm. This allows the tracking of the person 40
across the coverage of the cameras 10a and 105.

As shown in FIG. 62, in the algorithm described herein,
the following two prominent types of processing are
executed so as to track a person with a plurality of cameras.

1. One-to-one matching processing for detected persons
40

2. Calculation of optimum combinations for the whole of
one or more persons 40 in close time range, i.e., in Time-
Scope shown in FIG. 62

Specifically, one-to-one matching processing is per-
formed on a pair of the persons in a predetermined range. By
the matching processing, a score on the degree of similarity
is calculated for each pair. Together with such processing, an
optimization is performed on a combination of persons
determined to be identical to each other.

FIG. 63 shows pictures and diagrams showing an example
of the one-to-one matching processing. Note that a face
portion of each person is taken out in each picture. This is
processing for privacy protection of the persons who appear
in the pictures used herein and has no relation with the
processing executed in an embodiment of the present dis-
closure. Additionally, the one-to-one matching processing is
not limited to the following one and any technique may be
used instead.

As shown in a frame A, edge detection processing is
performed on an image 95 of the person 40 (hereinafter,
referred to as person image 95), and an edge image 96 is
generated. Subsequently, matching is performed on color
information of respective pixels in inner areas 965 of edges
96a of the persons. Specifically, the matching processing is
performed by not using the entire image 95 of the person 40
but using the color information of the inner area 965 of the
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edge 964 of the person 40. Additionally, the person image 95
and the edge image 96 are each divided into three areas in
the vertical direction. Subsequently, the matching process-
ing is performed between upper areas 97a, between middle
areas 97b, and between lower areas 97¢. In such a manner,
the matching processing is performed for each of the partial
areas. This allows highly accurate matching processing to be
executed. Note that the algorithm used for the edge detection
processing and for the matching processing in which the
color information is used is not limited.

As shown in a frame B, an area to be matched 98 may be
selected as appropriate. For example, based on the results of
the edge detection, areas including identical parts of bodies
may be detected and the matching processing may be
performed on those areas.

As shown in a frame C, out of images detected as the
person images 95, an image 99 that is improper as a
matching processing target may be excluded by filtering and
the like. For example, based on the results of the edge
detection, an image 99 that is improper as a matching
processing target is determined. Additionally, the image 99
that is improper as a matching processing target may be
determined based on the color information and the like.
Executing such filtering and the like allows highly accurate
matching processing to be executed.

As shown in a frame D, based on person information and
map information stored in the storage unit, information on a
travel distance and a travel time of the person 40 may be
calculated. For example, not a distance represented by a
straight line X and a travel time of the distance but a distance
and a travel distance associated with the structure, paths, and
the like of an office are calculated (represented by curve Y).
Based on the information, a score on the degree of similarity
is calculated or a predetermined range (TimeScope) may be
set. For example, based on the arrangement positions of the
cameras 10 and the information on the distance and the
travel time, a time at which one person is sequentially
imaged with each of two cameras 10. With the calculation
results, a possibility that the person imaged with the two
cameras 10 is identical may be determined.

As shown in a frame E, a person image 105 that is most
suitable for the matching processing may be selected when
the processing is performed. In the present disclosure, a
person image 95 at a time point 110 at which the detections
is started, that is, at which the person 40 appears, and a
person image 95 at a time point 111 at which the detection
is ended, that is, at which the person 40 disappears, are used
for the matching processing. At that time, the person images
105 suitable for the matching processing are selected as the
person images 95 at the appearance point 110 and the
disappearance point 111, from a plurality of person images
95 generated from the plurality of frame images 12 captured
at times close to the respective time points. For example, a
person image 95qa is selected from the person images 95a
and 955 to be an image of the person A at the appearance
point 110 shown in the frame E. A person image 954 is
selected from the person images 95¢ and 954 to be an image
of'the person B at the appearance point 110. A person image
95e is selected from the person images 95¢ and 95f'to be an
image of the person B at the disappearance point 111. Note
that two person images 95g and 95/ are adopted as the
images of the person A at the disappearance point 111. In
such a manner, a plurality of images determined to be
suitable for the matching processing, that is, images having
high scores, may be selected, and the matching processing
may be executed in each image. This allows highly accurate
matching processing to be executed.

10

15

20

25

30

35

40

45

50

55

60

65

30

FIGS. 64 and 70 are schematic diagrams each showing an
application example of the algorithm of the person tracking
according to an embodiment of the present disclosure. Here,
which tracking ID is set for the person image 95 at the
appearance point 110 (hereinafter, referred to as appearance
point 110, omitting “person image 95”) is determined.
Specifically, if the person at the appearance point 110 is
identical to the person appearing in the person image 95 at
the past disappearance point 111 (hereinafter, referred to as
disappearance point 111, omitting “person image 95”), the
same 1D is set continuously. If the person is new, a new 1D
is set for the person. So, a disappearance point 111 and an
appearance point 110 later than the disappearance point 111
are used to perform the one-to-one matching processing and
the optimization processing. Hereinafter, the matching pro-
cessing and the optimization processing are referred to as
optimization matching processing.

Firstly, an appearance point 110a for which the tracking
ID is set is assumed to be a reference, and TimeScope is set
in a past/future direction. The optimization matching pro-
cessing is performed on appearance points 110 and disap-
pearance points 111 in the TimeScope. As a result, when it
is determined that there is no tracking ID to be assigned to
the reference appearance point 110a, a new tracking ID is
assigned to the appearance point 110a. On the other hand,
when it is determined that there is a tracking ID to be
assigned to the reference appearance point 1104, the tracking
1D is continuously assigned. Specifically, when the tracking
ID is determined to be identical to the ID of the past
disappearance point 111, the ID assigned to the disappear-
ance point 111 is continuously assigned to the appearance
point 110.

In the example shown in FIG. 64, the appearance point
110a of the person A is set to be a reference and the
TimeScope is set. The optimization matching processing is
performed on a disappearance point 111 of the person A and
an appearance point 110 of a person F in the TimeScope. As
a result, it is determined that there is no ID to be assigned
to the appearance point 110a of the person A, and a new ID:1
is assigned to the appearance point 110a. Next, as shown in
FIG. 65, an appearance point 110a of a person C is set to be
a reference and the TimeScope is selected. Subsequently, the
optimization matching processing is performed on the dis-
appearance point 111 of the person A and each of later
appearance points 10. As a result, it is determined that there
is no ID to be assigned to the appearance point 110a of the
person C, and a new 1D:2 is assigned to the appearance point
1104 of the person C.

As shown in FIG. 66, an appearance point 110a of the
person F is set to be a reference and the TimeScope is
selected. The optimization matching processing is per-
formed on the disappearance point 111 of the person A and
each of later appearance points 110. Further, the optimiza-
tion matching processing is performed on a disappearance
point 111 of the person C and each of later appearance points
110. As a result, for example, as shown in FIG. 67, it is
determined that the ID:1, which is the tracking 1D of the
disappearance point 111 of the person A, is assigned to the
appearance point 110a of the person F. Specifically, in this
case, the person A and the person F are determined to be
identical.

As shown in FIG. 68, an appearance point 110a of a
person E is set to be a reference and the TimeScope is
selected. The optimization matching processing is per-
formed on the disappearance point 111 of the person A and
each of later appearance points 110. Further, the optimiza-
tion matching processing is performed on the disappearance
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point 111 of the person C and each of later appearance points
110. As a result, it is determined that there is no ID to be
assigned to the appearance point 110a of the person E, and
a new ID:3 is assigned to the appearance point 110a of the
person E.

As shown in FIG. 69, an appearance point 110a of the
person B is set to be a reference and the TimeScope is
selected. The optimization matching processing is per-
formed on the disappearance point 111 of the person A and
each of later appearance points 110. Further, the optimiza-
tion matching processing is performed on the disappearance
point 111 of the person C and each of later appearance points
110. Furthermore, the optimization matching processing is
performed on a disappearance point 111 of the person F and
each of later appearance points 110. Furthermore, the opti-
mization matching processing is performed on a disappear-
ance point 111 of the person E and each of later appearance
points 110. As a result, for example, as shown in FIG. 70, it
is determined that the ID:2, which is the tracking 1D of the
disappearance point 111 of the person C, is assigned to the
appearance point 110a of the person B. Specifically, in this
case, the person C and the person B are determined to be
identical. For example, in such a manner, the person tracking
under the environment using the plurality of cameras is
executed.

Hereinabove, in the information processing apparatus
(server apparatus 20) according to an embodiment, the
predetermined person 40 is detected from each of the
plurality of frame images 12, and a thumbnail image 41 of
the person 40 is generated. Further, the image capture time
information and the tracking ID that are associated with the
thumbnail image 41 are stored. Subsequently, one or more
identical thumbnail images 57 having the identical tracking
ID are arranged based on the image capture time information
of each image. This allows the person 40 of interest to be
sufficiently observed. With this technique, the useful sur-
veillance camera system 100 can be achieved.

For example, surveillance images of a person tracked with
the plurality of cameras 10 are easily arranged in the rolled
film portion 59 on a timeline. This allows a highly accurate
surveillance. Further, the target object 73 can be easily
corrected and can be observed with a high operability
accordingly.

In surveillance camera systems in related art, images from
surveillance cameras are displayed in divided areas of a
screen. Consequently, it has been difficult to achieve a
large-scale surveillance camera system using a lot of cam-
eras. Further, it has also been difficult to track a person
whose images are captured with a plurality of cameras.
Using the surveillance camera system according to an
embodiment of the present disclosure described above can
provide a solution of such a problem.

Specifically, camera images that track the person 40 are
connected to one another, so that the person can be easily
observed irrespective of the total number of cameras. Fur-
ther, editing the rolled film portion 59 can allow the tracking
history of the person 40 to be easily corrected. The operation
for the correction can be intuitively executed.

FIG. 71 is a diagram for describing the outline of a
surveillance system 500 using the surveillance camera sys-
tem 100 according to an embodiment of the present disclo-
sure. Firstly, a security guard 501 observes surveillance
images captured with a plurality of cameras on a plurality of
monitors 502 (Step 301). A Ul screen 503 indicating an
alarm generation is displayed to notify the security guard
501 of a generation of an alarm (Step 302). As described
above, an alarm is generated when a suspicious person
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appears, a sensor or the like detects an entry of a person into
an off-limits area, and a fraudulent access to a secured door
is detected, for example. Further, an alarm may be generated
when a person lying for a long period of time is detected by
an algorithm by which a posture of a person can be detected,
for example. Furthermore, an alarm may be generated when
a person who fraudulently acquires an ID card such as an
employee 1D card is found.

An alarm screen 504 displaying a state at an alarm
generation is displayed. The security guard 501 can observe
the alarm screen 504 to determine whether the generated
alarm is correct or not (Step 303). This step is seen as a first
step in this surveillance system 500.

When the security guard 501 determines that the alarm is
falsely generated through the check of the alarm screen 504
(Step 304), the processing returns to the surveillance state of
Step 301. When the security guard 501 determines that the
alarm is appropriately generated, a tracking screen 505 for
tracking a person set as a suspicious person is displayed.
While watching the tracking screen 505, the security guard
501 collects information to be sent to another security guard
506 located near the monitored location. Further, while
tracking a suspicious person 507, the security guard 501
issues an instruction to the security guard 506 at the moni-
tored location (Step 305). This step is seen as a second step
in this surveillance system 500. The first and second steps
are mainly executed as operations at an alarm generation.

According to the instruction, the security guard 506 at the
monitored location can search for the suspicious person 507,
so that the suspicious person 507 can be found promptly
(Step 306). After the suspicious person 507 is found and the
incident comes to an end, for example, an operation to
collect information for solving the incident is next executed.
Specifically, the security guard 501 observes a Ul screen
called a history screen 508 in which a time at an alarm
generation is set to be a reference. Consequently, the move-
ment and the like of the suspicious person 507 before and
after the occurrence of the incident are observed and the
incident is analyzed in detail (Step 307). This step is seen as
a third step in this surveillance system 500. For example, in
Step 307, the surveillance camera system 100 using the Ul
screen 50 described above can be effectively used. In other
words, the Ul screen 50 can be used as the history screen
508. Hereinafter, the Ul screen 50 according to an embodi-
ment is referred to as the history screen 508.

To serve as the information processing apparatus accord-
ing to an embodiment, an information processing apparatus
that generates the alarm screen 504, the tracking screen 505,
and the history screen 508 to be provided to a user may be
used. This information processing apparatus allows an
establishment of a useful surveillance camera system. Here-
inafter, the alarm screen 504 and the tracking screen 505 will
be described.

FIG. 72 is a diagram showing an example of the alarm
screen 504. The alarm screen 504 includes a list display area
510, a first display area 511, a second display area 512, and
a map display area 513. In the list display area 510, times at
which alarms have been generated up to the present time are
displayed as a history in the form of a list. In the first display
area 511, a frame image 12 at a time at which an alarm is
generated is displayed as a playback image 515. In the
second display area 512, an enlarged image 517 of an alarm
person 516 is displayed. The alarm person 516 is a target for
which an alarm is generated and which is displayed in the
playback image 515. In the example shown in FIG. 72, the
person C is set as the alarm person 516, and an emphasis
image 518 of the person C is displayed in red. In the map
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display area 513, map information 519 indicating a position
of'the alarm person 516 at the alarm generation is displayed.

As shown in FIG. 72, when one of the listed times at
which alarms have been generated is selected, information
on the alarm generated at the selected time is displayed in
the first and second display areas 511 and 512 and the map
display area 513. When the time is changed to another one,
the information to be displayed in each display area is also
changed.

Further, the alarm screen 504 includes a tracking button
520 for switching to the tracking screen 505 and a history
button 521 for switching to the history screen 508.

As shown in FIG. 73, moving the alarm person 516 along
a movement image 522 may allow information before and
after the alarm generation to be displayed in each display
area. At that time, each of various types of information may
be displayed in conjunction with the drag operation.

Further, the alarm person 516 may be changed or cor-
rected. For example, as shown in FIG. 74, another person B
in the playback image 515 is selected. Subsequently, an
enlarged image 517 and map information 519 on the person
B are displayed in each display area. Additionally, a move-
ment image 5225 indicating the movement of the person B
is displayed in the playback image 515. As shown in FIG.
75, when the finger of the user 1 is released, a pop-up 523
for specifying the alarm person 516 is displayed, and when
a button for specifying a target is selected, the alarm person
516 is changed. At that time, the information on the listed
times at which alarms have been generated is changed from
the information of the person C to the information of the
person B. Alternatively, alarm information with which the
information of the person B is associated may be newly
generated as identical alarm generation information. In this
case, two identical times of alarm generation are listed in the
list display area 510.

Next, the tracking screen 505 will be described. A track-
ing button 520 of the alarm screen 504 shown in FIG. 76 is
pressed so that the tracking screen 505 is displayed.

FIG. 77 is a diagram showing an example of the tracking
screen 505. In the tracking screen 505, information on the
current time is displayed in a first display area 525, a second
display area 526, and a map display area 527. As shown in
FIG. 77, in the first display area 525, a frame image 12 of
the alarm person 516 that is being captured at the current
time is displayed as a live image 528. In the second display
area 526, an enlarged image 529 of the alarm person 516
appearing in the live image 528 is displayed. In the map
display area 527, map information 530 indicating the posi-
tion of the alarm person 516 at the current time is displayed.
Each piece of the information described above is displayed
in real time with a lapse of time.

Note that in the alarm screen 504 shown in FIG. 76, the
person B is set as the alarm person 516. In the tracking
screen 505 shown in FIG. 77, however, the person A is
tracked as the alarm person 516. In such a manner, a person
to be tracked as a target may be falsely detected. In such a
case, a target to be set as the alarm person 516 (hereinafter,
also referred to as target 516 in some cases) has to be
corrected. For example, when the person B that is the target
516 appears in the live image 528, a pop-up for specifying
the target 516 is used to correct the target 516. On the other
hand, as shown in FIG. 77, there are many cases where the
target 516 does not appear in the live image 528. Hereinafter,
the correction of the target 516 in such a case will be
described.

FIGS. 78 to 82 are diagrams each showing an example of
a method of correcting the target 516. As shown in FIG. 78,
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a lost tracking button 531 is clicked. The lost tracking button
531 is provided for the case where the sight of the target 516
to be tracked is lost. Subsequently, as shown in FIG. 79, a
thumbnail image 532 of the person B and a candidate
selection Ul 534 are displayed in the second display area
526. The person B of the thumbnail image 532 is to be the
target 516. The candidate selection Ul 534 is used to display
a plurality of candidate thumbnail images 533 to be select-
able. The candidate thumbnail images 533 are selected from
the thumbnail images of the person whose images are
captured with each camera at the current time. The candidate
thumbnail images 533 are selected as appropriate based on
the degree of similarity of a person, a positional relationship
between cameras, and the like (the selection method
described on the candidate thumbnail images 85 shown in
FIG. 32 may be used).

Further, the candidate selection Ul 534 is provided with a
refresh button 535, a cancel button 536, and an OK button
537. The refresh button 535 is a button for instructing the
update of the candidate thumbnail images 533. When the
refresh button 535 is clicked, other candidate thumbnail
images 533 are retrieved again and displayed. Note that
when the refresh button 535 is held down, the mode may be
switched to an auto-refresh mode. The auto-refresh mode
refers to a mode in which the candidate thumbnail images
533 are automatically updated with every lapse of a prede-
termined time. The cancel button 536 is a button for can-
celling the display of the candidate thumbnail images 533.
The OK button 537 is a button for setting a selected
candidate thumbnail image 533 as a target.

As shown in FIG. 80, when a thumbnail image 5335 of the
person B is displayed as the candidate thumbnail image 533,
the thumbnail image 5335 is selected by the user 1. Subse-
quently, the frame image 12 including the thumbnail image
5335 is displayed in real time as the live image 528. Further,
map information 530 related to the live image 528 is
displayed. The user 1 can determine that the object is the
person B by observing the live image 528 and the map
information 530. As shown in FIG. 81, when the object
appearing in the live image 528 is determined to be the
person B, the OK button 537 is clicked. This allows the
person B to be selected as a target and set as an alarm person.

FIG. 82 is a diagram showing a case where a target 539
is corrected using a pop-up 538. Clicking another person 540
appearing in the live image 528 provides a display of the
pop-up 538 for specitying a target. In the tracking screen
505, the live image 528 is displayed in real time. Conse-
quently, the real time display is continued also after the
pop-up 538 is displayed, and the clicked person 540 also
continues to move. The pop-up 538, which does not follow
the moving persons, displays a text asking whether the target
539 is corrected to the specified other person 540, and a
cancel button 541 and a yes button 542 to respond to the text.
For example, when the screen is switched, the pop-up 538 is
not deleted until any of the buttons is pressed. This allows
an observation of a real-time movement of a person to be
monitored and also allows a determination on whether the
person is set to be an alarm person.

FIGS. 83 to 86 are diagrams for describing other process-
ing to be executed using the tracking screen 505. For
example, in a surveillance camera system using a plurality
of cameras, there may be areas that are not imaged with any
of'the cameras. Specifically, there may be dead areas that are
not covered with any of the cameras. Processing when the
target 539 falls within such areas will be described.

As shown in FIG. 83, the person B set as the target 539
moves toward the near side. It is assumed that there is a dead
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area that is not covered with the cameras in the traveling
direction of the target 539. In such a case, as shown in FIG.
83, a gate 543 is set at a predetermined position of the live
image 528. The position and the size of the gate 543 may be
set as appropriate based on an arrangement relationship
between the cameras, that is, situations of dead areas not
covered with the cameras, and the like. The gate 543 is
displayed in the live image 528 when the person B
approaches the gate 543 by a predetermined distance or
more. Alternatively, the gate 543 may always be displayed.

As shown in FIG. 84, when the person B overlaps the gate
543, a moving image 544 that reflects a positional relation-
ship between the cameras is displayed. First, images other
than the gate 543 disappear, and an image with the empha-
sized gate 543 is displayed. Subsequently, as shown in FIG.
85, an animation 544 is displayed. In the animation 544, the
gate 543 moves with the movement that reflects the posi-
tional relationship between the cameras. The left side of a
gate 543a, which is the smallest gate shown in FIG. 85,
corresponds to the deep side of the live image 528 of FIG.
83. The right side of the smallest gate 543a corresponds to
the near side of the live image 528. Consequently, the person
B approaches the smallest gate 543a from the left side and
travels to the right side.

As shown in FIG. 86, gates 545 and live images 546 are
displayed. The gates 545 correspond to the imaging ranges
of candidate cameras (first and second candidate cameras)
that are assumed to capture the person B next. The live
images 546 are captured with the respective candidate
cameras. The candidate cameras are each selected as a
camera with a highly possibility of capturing next an image
of'the person B situated at a position of dead areas where the
cameras are not covered. The selection may be executed as
appropriate based on the positional relationship between the
cameras, the person information of the person B, and the
like. Numerical values are assigned to the gates 545 of the
respective candidate cameras. Each of the numerical values
represents a predicted time at which the person B is assumed
to appear in the gate 545. Specifically, a time at which an
image of the person B is assumed to be captured with each
candidate camera as the live image 546 is predicted. The
information on the predicted time is calculated based on the
map information, information on the structure of a building,
and the like. Note that an image captured last is displayed in
the enlarged image 529 shown in FIG. 86. Specifically, the
latest enlarged image of the person B is displayed. This
allows an easy checking of the appearance of the target on
the live image 546 captured with the candidate camera.

In embodiments described above, various computers such
as a PC (Personal Computer) are used as the client apparatus
30 and the server apparatus 20. FIG. 87 is a schematic block
diagram showing a configuration example of such a com-
puter.

A computer 200 includes a CPU (Central Processing Unit)
201, a ROM (Read Only Memory) 202, a RAM (Random
Access Memory) 203, an input/output interface 205, and a
bus 204 that connects those components to one another.

The input/output interface 205 is connected to a display
unit 206, an input unit 207, a storage unit 208, a commu-
nication unit 209, a drive unit 210, and the like.

The display unit 206 is a display device using, for
example, liquid crystal, EL. (Electro-Luminescence), or a
CRT (Cathode Ray Tube).

The input unit 207 is, for example, a controller, a pointing
device, a keyboard, a touch panel, and other operational
devices. When the input unit 207 includes a touch panel, the
touch panel may be integrated with the display unit 206.
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The storage unit 208 is a non-volatile storage device and
is, for example, a HDD (Hard Disk Drive), a flash memory,
or other solid-state memory.

The drive unit 210 is a device that can drive a removable
recording medium 211 such as an optical recording medium,
a floppy (registered trademark) disk, a magnetic recording
tape, and a flash memory. On the other hand, the storage unit
208 is often used to be a device that is preliminarily mounted
on the computer 200 and mainly drives a non-removable
recording medium.

The communication unit 209 is a modem, a router, or
another communication device that is used to communicate
with other devices and is connected to a LAN (Local Area
Network), a WAN (Wide Area Network), and the like. The
communication unit 209 may use any of wired and wireless
communications. The communication unit 209 is used sepa-
rately from the computer 200 in many cases.

The information processing by the computer 200 having
the hardware configuration as described above is achieved in
cooperation with software stored in the storage unit 208, the
ROM 202, and the like and hardware resources of the
computer 200. Specifically, the CPU 201 loads programs
constituting the software into the RAM 203, the programs
being stored in the storage unit 208, the ROM 202, and the
like, and executes the programs so that the information
processing by the computer 200 is achieved. For example,
the CPU 201 executes a predetermined program so that each
block shown in FIG. 1 is achieved.

The programs are installed into the computer 200 via a
recording medium, for example. Alternatively, the programs
may be installed into the computer 200 via a global network
and the like.

Further, the program to be executed by the computer 200
may be a program by which processing is performed chrono-
logically along the described order or may be a program by
which processing is performed at a necessary timing such as
when processing is performed in parallel or an invocation is
performed.

Other Embodiments

The present disclosure is not limited to embodiments
described above and can achieve other various embodi-
ments.

For example, FIG. 88 is a diagram showing a rolled film
image 656 according to another embodiment. In an embodi-
ment described above, as shown in FIG. 7 and the like, the
reference thumbnail image 43 is displayed at substantially
the center of the rolled film portion 59 so as to be connected
to the pointer 56 arranged at the reference time T1. Addi-
tionally, the reference thumbnail image 43 is also moved in
the horizontal direction in accordance with the drag opera-
tion on the rolled film portion 59. Instead of this operation,
as shown in FIG. 88, a reference thumbnail image 643 may
be fixed to a right end 651 or a left end 652 of the rolled film
portion 659 from the beginning. In addition, the position to
display the reference thumbnail image 643 may be changed
as appropriate.

In an embodiment described above, a person is set as an
object to be detected, but the object is not limited to the
person. Other moving objects such as animals and automo-
biles may be detected as an object to be observed.

Although the client apparatus and the server apparatus are
connected via the network and the server apparatus and the
plurality of cameras are connected via the network in an
embodiment described above, the network may not be used
to connect the apparatuses. Specifically, a method of con-
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necting the apparatuses is not limited. Further, although the
client apparatus and the server apparatus are arranged sepa-
rately in an embodiment described above, the client appa-
ratus and the server apparatus may be integrated to be used
as an information processing apparatus according to an
embodiment of the present disclosure. An information pro-
cessing apparatus according to an embodiment of the present
disclosure may be configured including a plurality of imag-
ing apparatuses.

For example, the image switching processing according to
an embodiment of the present disclosure described above
may be used for another information processing system
other than the surveillance camera system.

At least two of the features of embodiments described
above can be combined.

Note that the present disclosure can take the following
configurations.

(1) An image processing apparatus including: an obtain-
ing unit configured to obtain a plurality of segments com-
piled from at least one media source, wherein each segment
of the plurality of segments contains at least one image
frame within which a specific target object is found to be
captured; and a providing unit configured to provide image
frames of the obtained plurality of segments for display
along a timeline and in conjunction with a tracking status
indicator that indicates a presence of the specific target
object within the plurality of segments in relation to time.

(2) The image processing apparatus of (1), wherein an
object is specified as the specific target object prior to the
compiling of the plurality of segments.

(3) The image processing apparatus of (1) or (2), wherein
the timeline is representative of capture times of the plurality
of segments and the tracking status indicator is displayed
along the timeline in conjunction with the displayed plural-
ity of segments, the displayed plurality of segments being
arranged along the timeline at corresponding capture times.

(4) The image processing apparatus of any of (1) through
(3), wherein each one of the displayed plurality of segments
is selectable, and upon selection of a desired segment of the
plurality of segments, the desired segment is reproduced.

(5) The image processing apparatus of any of (1) through
(4), wherein the desired segment is reproduced within a
viewing display area while the image frames of the plurality
of segments are displayed along the timeline.

(6) The image processing apparatus of any of (1) through
(5), wherein a focus is displayed in conjunction with at least
one image of the reproduced desired segment to indicate a
position of the specific target object within the at least one
image.

(7) The image processing apparatus of any of (1) through
(6), wherein a map with an icon which indicates a location
of the specific target object is displayed together with the
reproduced desired segment and the image frames along the
timeline in the viewing display area.

(8) The image processing apparatus of any of (1) through
(7), wherein the focus includes at least one of an identity
mark, a highlighting, an outlining, and an enclosing box.

(9) The image processing apparatus of any of (1) through
(8), wherein a path of movement over a period of time of the
specific target object captured within the image frames of the
plurality of segments is displayed at corresponding positions
within images reproduced for display.

(10) The image processing apparatus of any of (1) through
(9), wherein when a user specifies, from within the viewing
display area, a desired position of the specific target object
along the path of movement, a focus is placed upon a
corresponding segment displayed along the timeline within
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which corresponding segment the specific target object is
found to be captured at a location of the desired position.

(11) The image processing apparatus of any of (1) through
(10), wherein the at least one image frame of each segment
is represented by at least one respective representative image
for display along the timeline, and the respective represen-
tative image for each segment of the plurality of segments is
extracted from contents of each corresponding segment.

(12) The image processing apparatus of any of (1) through
(11), wherein an object which is displayed in the viewing
display area can be selectable by a user as the specific target
object, and based on the selection by the user, at least a part
of the plurality of segments displayed along the timeline is
replaced by a segment which contains the specific target
object selected by the user in the viewing display area.

(13) The image processing apparatus of any of (1) through
(12), wherein the plurality of segments are generated based
on images captured by different imaging devices.

(14) The image processing apparatus of any of (1) through
(13), wherein the different imaging devices include at least
one of a mobile imaging device and a video surveillance
device.

(15) The image processing apparatus of any of (1) through
(14), wherein the at least one media source includes a
database of video contents containing recognized objects,
and the specific target object is selected from among the
recognized objects.

(16) The image processing apparatus of any of (1) through
(15), wherein a monitor display area in which different
images which represents different media sources are dis-
played is provided together with the viewing display area,
and at least one displayed image in the viewing display area
is changed based on a selection of an image displayed in the
monitor display area.

(17) The image processing apparatus of any of (1) through
(16), wherein a plurality of candidate thumbnail images to
be selectable as the specific target object by a user are
displayed in connection with a position of the plurality of
segments along the timeline.

(18) The image processing apparatus of any of (1) through
(17), wherein the plurality of candidate thumbnail images
correspond to respective selected positions of the plurality of
segments along the timeline and have high probability for
inclusion of the specific target object.

(19) The image processing apparatus of any of (1) through
(18), wherein the specific target object is found to be
captured based on a degree of similarity of objects appearing
within the plurality of segments.

(20) The image processing apparatus of any of (1) through
(19), wherein the specific target object is recognized as
being present within the plurality of segments according to
a result of facial recognition processing.

(21) An image processing method including: obtaining a
plurality of segments compiled from at least one media
source, wherein each segment of the plurality of segments
contains at least one image frame within which a specific
target object is found to be captured; and providing image
frames of the obtained plurality of segments for display
along a timeline and in conjunction with a tracking status
indicator that indicates a presence of the specific target
object within the plurality of segments in relation to time.

(22) A non-transitory computer-readable medium having
embodied thereon a program, which when executed by a
computer causes the computer to perform a method, the
method including: obtaining a plurality of segments com-
piled from at least one media source, wherein each segment
of the plurality of segments contains at least one image
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frame within which a specific target object is found to be
captured; and providing image frames of the obtained plu-
rality of segments for display along a timeline and in
conjunction with a tracking status indicator that indicates a
presence of the specific target object within the plurality of
segments in relation to time.

(23) An information processing apparatus, including: a
detection unit configured to detect a predetermined object
from each of a plurality of captured images that are captured
with an imaging apparatus and are temporally successive; a
first generation unit configured to generate a partial image
including the object, for each of the plurality of captured
images from which the object is detected, to generate at least
one object image; a storage unit configured to store, in
association with the generated at least one object image,
information on an image capture time of each of the captured
images each including the at least one object image, and
identification information used to identify the object
included in the at least one object image; and an arrangement
unit configured to arrange at least one identical object image
having the same stored identification information from
among the at least one object image, based on the stored
information on the image capture time of each image.

(24) The information processing apparatus of (23), further
including a selection unit configured to select a reference
object image from the at least one object image, the refer-
ence object image being a reference, in which the arrange-
ment unit is configured to arrange the at least one identical
object image storing identification information that is the
same as the identification information of the selected refer-
ence object image, based on the information on the image
capture time of the reference object image.

(25) The information processing apparatus of (23) or (24),
in which the detection unit is configured to detect the
predetermined object from each of the plurality of captured
images that are captured with each of a plurality of imaging
apparatuses.

(26) The information processing apparatus of any one of
(23) through (25), further including a first output unit
configured to output a time axis, in which the arrangement
unit is configured to arrange the at least one identical object
image along the time axis.

(27) The information processing apparatus of any of (23)
through (26), in which the arrangement unit is configured to
arrange the at least one identical object image for each
predetermined range on the time axis, the at least one
identical object image having the image capture time within
the predetermined range.

(28) The information processing apparatus of any of (23)
through (27), in which the first output unit is configured to
output a pointer indicating a predetermined position on the
time axis, the information processing apparatus further
including a second output unit configured to select the at
least one identical object image corresponding to the pre-
determined position on the time axis indicated by the pointer
and to output object information that is information related
to the at least one identical object image.

(29) The information processing apparatus of any of (23)
through (28), in which the second output unit is configured
to change the selection of the at least one identical object
image corresponding to the predetermined position and the
output of the object information, in conjunction with a
change of the predetermined position indicated by the
pointer.

(30) The information processing apparatus of any of (23)
through (29), in which the second output unit is configured
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to output one of the captured images that includes the at least
one identical object image corresponding to the predeter-
mined position.

(31) The information processing apparatus of any of (23)
through (30), further including a second generation unit
configured to detect a movement of the object and generate
a movement image expressing the movement, in which the
second output unit is configured to output the movement
image of the object included in the at least one identical
object image corresponding to the predetermined position.

(32) The information processing apparatus of any of (23)
through (31), in which the second output unit is configured
to output map information indicating a position of the object
included in the at least one identical object image corre-
sponding to the predetermined position.

(33) The information processing apparatus of any of (23)
through (32), further including an input unit configured to
input an instruction from a user, in which the first output unit
is configured to change the predetermined position indicated
by the pointer according to an instruction given to the at least
one identical object image, the instruction being input with
the input unit.

(34) The information processing apparatus of any of (23)
through (33), in which the first output unit is configured to
change the predetermined position indicated by the pointer
according to an instruction given to the output object infor-
mation.

(35) The information processing apparatus of any of (23)
through (34), further including a correction unit configured
to correct the at least one identical object image according
to a predetermined instruction input with the input unit.

(36) The information processing apparatus of any of (23)
through (35), in which the correction unit is configured to
correct the at least one identical object image according to
an instruction to select another object included in the cap-
tured image that is output as the object information.

(37) The information processing apparatus of any of (23)
through (36), in which the correction unit is configured to
correct the at least one identical object image according to
an instruction to select at least one image from the at least
one identical object image.

(38) The information processing apparatus of any of (23)
through (37), in which the correction unit is configured to
select a candidate object image that is to be a candidate of
the at least one identical object image, from the at least one
object image storing identification information that is dif-
ferent from the identification information of the selected
reference object image.

(39) The information processing apparatus of any of (23)
through (38), further including a determination unit config-
ured to determine whether the detected object is a person to
be monitored, in which the selection unit is configured to
select, as the reference object image, the at least one object
image including the object that is determined to be the
person to be monitored.

(40) An information processing method executed by a
computer, the method comprising: detecting a predeter-
mined object from each of a plurality of captured images that
are captured with an imaging apparatus and are temporally
successive; generating a partial image including the object,
for each of the plurality of captured images from which the
object is detected, to generate at least one object image;
storing, in association with the generated at least one object
image, information on an image capture time of each of the
captured images each including the at least one object
image, and identification information used to identify the
object included in the at least one object image; and arrang-
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ing at least one identical object image having the same
stored identification information from among the at least one
object image, based on the stored information on the image
capture time of each image.

(41) A program causing a computer to execute: detecting
a predetermined object from each of a plurality of captured
images that are captured with an imaging apparatus and are
temporally successive; generating a partial image including
the object, for each of the plurality of captured images from
which the object is detected, to generate at least one object
image; storing, in association with the generated at least one
object image, information on an image capture time of each
of the captured images each including the at least one object
image, and identification information used to identify the
object included in the at least one object image; and arrang-
ing at least one identical object image having the same
stored identification information from among the at least one
object image, based on the stored information on the image
capture time of each image.

(42) An information processing system, comprising: at
least one imaging apparatus configured to capture a plurality
of'images that are temporally successive; and an information
processing apparatus including a detection unit configured to
detect a predetermined object from each of the plurality of
images that are captured with the at least one imaging
apparatus, a generation unit configured to generate a partial
image including the object, for each of the plurality of
images from which the object is detected, to generate at least
one object image, a storage unit configured to store, in
association with the generated at least one object image,
information on an image capture time of each of the images
each including the at least one object image, and identifi-
cation information used to identify the object included in the
at least one object image, and an arrangement unit config-
ured to arrange at least one identical object image having the
same stored identification information from among the at
least one object image, based on the stored information on
the image capture time of each image.

It should be understood by those skilled in the art that
various modifications, combinations, sub-combinations and
alterations may occur depending on design requirements and
other factors insofar as they are within the scope of the
appended claims or the equivalents thereof.

It should be understood by those skilled in the art that
various modifications, combinations, sub-combinations and
alterations may occur depending on design requirements and
other factors insofar as they are within the scope of the
appended claims or the equivalents thereof.
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The invention claimed is:

1. An image processing apparatus comprising:

circuitry configured to

obtain a plurality of segments compiled from at least
one media source, wherein each segment of the
plurality of segments consists of at least one image
frame within which a specific target object is found
to be captured,

generate an object image which is a partial image
comprising the specific target of each of the at least
one image frame within which the specific target
object is found to be captured, and

display the object image along a timeline and in con-
junction with a tracking status indicator that indi-
cates a presence of the specific target object within
the plurality of segments in relation to time.

2. The image processing apparatus of claim 1, wherein an
object is specified as the specific target object prior to the
compiling of the plurality of segments.

3. The image processing apparatus of claim 1, wherein the
timeline is representative of capture times of the plurality of
segments and the tracking status indicator is displayed along
the timeline in conjunction with the displayed plurality of
segments, the displayed plurality of segments being
arranged along the timeline at corresponding capture times.

4. The image processing apparatus of claim 1, wherein
each one of the displayed plurality of segments is selectable,
and upon selection of a desired segment of the plurality of
segments, the desired segment is reproduced.

5. The image processing apparatus of claim 4, wherein the
desired segment is reproduced within a viewing display area
while the image frames of the plurality of segments are
displayed along the timeline.

6. The image processing apparatus of claim 5, wherein a
focus is displayed in conjunction with at least one image of
the reproduced desired segment to indicate a position of the
specific target object within the at least one image.

7. The image processing apparatus of claim 6, wherein a
map with an icon which indicates a location of the specific
target object is displayed together with the reproduced
desired segment and the image frames along the timeline in
the viewing display area.

8. The image processing apparatus of claim 6, wherein the
focus comprises at least one of an identity mark, a high-
lighting, an outlining, and an enclosing box.

9. The image processing apparatus of claim 5, wherein a
path of movement over a period of time of the specific target
object captured within the image frames of the plurality of
segments is displayed at corresponding positions within
images reproduced for display.

10. The image processing apparatus of claim 9, wherein
when a user specifies, from within the viewing display area,
a desired position of the specific target object along the path
of movement, a focus is placed upon a corresponding
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segment displayed along the timeline within which corre-
sponding segment the specific target object is found to be
captured at a location of the desired position.

11. The image processing apparatus of claim 1, wherein
the at least one image frame of each segment is represented
by at least one respective representative image for display
along the timeline, and the respective representative image
for each segment of the plurality of segments is extracted
from contents of each corresponding segment.

12. The image processing apparatus of claim 5, wherein

an object which is displayed in the viewing display area

can be selectable by a user as the specific target object,
and

based on the selection by the user, at least a part of the

plurality of segments displayed along the timeline is
replaced by a segment which contains the specific
target object selected by the user in the viewing display
area.

13. The image processing apparatus of claim 1, wherein
the plurality of segments are generated based on images
captured by different imaging devices.

14. The image processing apparatus of claim 13, wherein
the different imaging devices comprise at least one of a
mobile imaging device and a video surveillance device.

15. The image processing apparatus of claim 1, wherein
the at least one media source comprises a database of video
contents containing recognized objects, and the specific
target object is selected from among the recognized objects.

16. The image processing apparatus of claim 5, wherein
a monitor display area in which different images which
represents different media sources are displayed is provided
together with the viewing display area, and at least one
displayed image in the viewing display area is changed
based on a selection of an image displayed in the monitor
display area.

17. The image processing apparatus of claim 1, wherein
a plurality of candidate thumbnail images to be selectable as
the specific target object by a user are displayed in connec-
tion with a position of the plurality of segments along the
timeline.

18. The image processing apparatus of claim 17, wherein
the plurality of candidate thumbnail images correspond to
respective selected positions of the plurality of segments
along the timeline and have high probability for inclusion of
the specific target object.

19. The image processing apparatus of claim 1, wherein
the specific target object is found to be captured based on a
degree of similarity of objects appearing within the plurality
of segments.
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20. The image processing apparatus of claim 1, wherein
the specific target object is recognized as being present
within the plurality of segments according to a result of
facial recognition processing.

21. An image processing method, the method being
executed via at least one processor having circuitry, and
comprising:

obtaining a plurality of segments compiled from at least

one media source, wherein each segment of the plural-
ity of segments consists of at least one image frame
within which a specific target object is found to be
captured;

generating an object image which is a partial image

including the specific target of each of the at least one
image frame within which the specific target object is
found to be captured; and

displaying the object image along a timeline and in

conjunction with a tracking status indicator that indi-
cates a presence of the specific target object within the
plurality of segments in relation to time.

22. A non-transitory computer-readable medium having
embodied thereon a program, which when executed by a
computer having circuitry, causes the computer to perform
a method, the method comprising:

obtaining a plurality of segments compiled from at least
one media source, wherein each segment of the plural-
ity of segments consists of at least one image frame
within which a specific target object is found to be
captured;

generating an object image which is a partial image
including the specific target of each of the at least one
image frame within which the specific target object is
found to be captured; and

displaying the object image along a timeline and in
conjunction with a tracking status indicator that indi-
cates a presence of the specific target object within the
plurality of segments in relation to time.

23. The image processing apparatus according to claim 1,
wherein the tracking status indicator further comprises infor-
mation for identifying the specific target object.

24. The image processing apparatus according to claim
23, wherein the circuitry is further configured to arrange the
object image having a same specific target along a same
timeline.



