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CACHING SPEECH RECOGNITION SCORES match the received one or more values , the acoustic model 
score approximating an acoustic model score for the 

FIELD received one or more values . The one or more values include 
information derived from a particular speech frame and 

This disclosure relates to caching speech recognition 5 information derived from contextual speech frames occur 
scores . ring before or after the particular frame . Determining the 

index value for the one or more values includes determining 
BACKGROUND the hash value for the particular speech frame based on the 

information derived from a particular speech frame and 
Speech recognition systems typically aim to convert a 10 information derived from the contextual speech frames 

voice input from a user into a natural language transcription . occurring before or after the particular frame . Selecting the 
Speech recognition systems may use an acoustic model in acoustic model score includes selecting an acoustic model 
the process of determining the words that a user has spoken . score indicating a likelihood that the particular speech frame 
For example , an acoustic model may include statistical is an occurrence of a particular phonetic unit in the utter 
information that can be used to estimate which speech 15 ance . Multiple acoustic model scores are selected from the 
sounds occur in audio . cache based on the index value , each of the multiple acoustic 

model scores indicating a likelihood that the utterance 
SUMMARY includes a different phonetic unit in a portion corresponding 

to the one or more values . Receiving the one or more values 
In some implementations , speech recognition scores , such 20 includes , receiving the one or more values from a client 

as acoustic model scores , may be stored in a cache . Infor device over a network . The transcription is provided to the 
mation about an utterance , such as a set of speech features client device over the network . The one or more values 
or data derived from speech features , can be mapped to the include results of compressing speech features for the utter 
stored scores . A speech recognition module can use scores ance using vector quantization . 
from the cache to generate a transcription for the utterance , 25 Advantageous implementations can include one or more 
instead of evaluating a speech recognition model to generate of the following features . The speed of speech recognition 
speech recognition scores . processing can be increased . Delays in providing speech 

In some implementations , an utterance is detected at a recognition results can be decreased . The computational 
client device , and a server system performs speech recog requirements for generating transcriptions of speech can be 
nition to determine a transcription for the utterance . To limit 30 reduced . 
the amount of data transferred between the client device and The details of one or more implementations are set forth 
the server system , the client device may process detected in the accompanying drawings and the description , below . 
audio and extract speech features . The client device may Other potential features and advantages of the disclosure 
compress the speech features , for example , using vector will be apparent from the description and drawings , and 
quantization to map feature vectors to lower dimensional 35 from the claims . 
vectors . The client device may then send the compressed 
data to the server system , allowing the server system to BRIEF DESCRIPTION OF THE DRAWINGS 
perform speech recognition using the compressed data . 

In a general aspect , a method includes receiving one or FIG . 1 is a diagram that illustrates an example of a system 
more values comprising data about an utterance ; determin - 40 for performing speech recognition using cached speech 
ing an index value for the one or more values ; selecting , recognition scores . 
from a cache of acoustic model scores that were computed FIG . 2 is a flow diagram that illustrates an example of a 
before receiving the one or more values , an acoustic model process for using cached speech recognition scores . 
score for the one or more received values based on the index FIG . 3 is a flow diagram that illustrates an example of a 
value ; and determining a transcription for the utterance 45 process for training a speech recognition model . 
using the selected acoustic model score . FIG . 4 is a flow diagram that illustrates an example of a 

Other implementations of this and other aspects include process for preparing a cache of speech recognition scores . 
corresponding systems , apparatus , and computer programs , FIG . 5 is a schematic diagram that shows an example of 
configured to perform the actions of the methods , encoded a computing device and a mobile computing device . 
on computer storage devices . A system of one or more 50 Like reference numbers and designations in the various 
computers can be so configured by virtue of software , drawings indicate like elements . 
firmware , hardware , or a combination of them installed on 
the system that in operation cause the system to perform the DETAILED DESCRIPTION 
actions . One or more computer programs can be so config 
ured by virtue of having instructions that , when executed by 55 FIG . 1 is a diagram that illustrates an example of a system 
data processing apparatus , cause the apparatus to perform 100 for performing speech recognition using cached speech 
the actions . recognition scores . The system 100 includes a client device 

Implementations may include one or more of the follow - 110 , a server system 120 which may include one or more 
ing features . For example , generating the index value computers , and one or more data storage devices 130 that are 
includes generating a hash value for the one or more values 60 in communication with the server system 120 . FIG . 1 shows 
using a locality sensitive hash function . Selecting the acous - stages ( A ) to ( H ) which illustrate a flow of data . 
tic model score for the received one or more values includes In the system 100 , the client device 110 can be , for 
selecting an acoustic model score previously generated for a example , a desktop computer , laptop computer , a tablet 
set of values that matches the received one or more values . computer , a wearable computer , a cellular phone , a smart 
Selecting the acoustic model score for the received one or 65 phone , a music player , an e - book reader , a navigation 
more values includes selecting an acoustic model score system , or any other appropriate computing device . The 
previously generated for a set of values that does not exactly functions performed by the server system 120 can be per 
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formed by individual computer systems or can be distributed such as averaged scores for sets of similar speech frames , 
across multiple computer systems . The network 130 can be may be stored and accessed to obtain scores without evalu 
wired or wireless or a combination of both and can include ating a model . When input speech to be recognized is 
the Internet . received , frames of the input speech may be assigned the 
Some speech recognition systems allow a client device , 5 scores that were previously assigned to similar frames in the 

such as a mobile phone , to send speech data to a speech collection of labeled samples . Speech frames may be iden 
recognition server or other back - end system for processing . tified as similar to each other based on , for example , having 
Servers typically have much greater computing resources hash values that are identical or nearby , e . g . , within a certain 
than client devices , which may allow a server to determine distance , when the hash values are produced using a locality 
transcriptions more quickly or more accurately than a client 10 sensitive hashing algorithm . 
device . In some speech recognition systems , a client device Storing and retrieving speech recognition scores can be 
makes an audio recording of a user ' s speech and sends the facilitated by using vector quantization of speech features . 
recorded audio , e . g . , an audio waveform , to a speech rec - Vector quantization can be used to map a highly variable set 
ognition server . However , in some instances , slow data of data to a smaller range of discrete possibilities . For 
transmission speeds or poor network connectivity can 15 example , a large number of real - valued speech features can 
decrease performance . In addition , sending recorded audio be mapped to a small number of integers . The vector 
over a network from a mobile device may cause a user to quantization process greatly reduces the number of unique 
incur substantial network usage charges . input combinations that may occur , which makes it more 

In some implementations , a client device computes feasible to store a significant portion of the acoustic model 
speech features from detected audio and sends the feature 20 scores in a cache . 
values to a server system instead of sending audio record In some implementations , the server system 120 receives 
ings . The client device may compress speech feature vectors one or more values comprising data about an utterance . The 
or other speech data to additionally reduce the overall server system 120 determines an index value for the one or 
amount of data that is transferred over a network . In some more values . The server system 120 selects an acoustic 
implementations , the client device uses quantization tech - 25 model score based on the index value . For example , the 
niques to map speech features to more compact representa - acoustic model score is selected from a cache of acoustic 
tions . For example , vector quantization can be used to map model scores that were computed before the server system 
speech feature vectors to lower dimensional vectors . 120 received the one or more values . The server system 120 

The process of recognizing speech can also be enhanced also determines a transcription for the utterance using the 
by using cached speech recognition scores . As discussed 30 selected acoustic model score . 
further below , a speech recognition engine may use one or In the example of FIG . 1 , the client device 110 generates 
more models to evaluate speech and estimate what a user has data about an utterance and sends the data to the server 
spoken . For example , an acoustic model may generate system 120 to obtain a transcription for the utterance . The 
scores indicating likelihoods that a portion of an utterance server system 120 uses the data to retrieve speech recogni 
corresponds to particular speech sounds . A language model 35 tion scores from a cache , and uses the retrieved scores to 
may generate scores indicating likelihoods of candidate determine a transcription for the utterance . 
transcriptions of the speech recording , and may be used in In further detail , during stage ( A ) , a user 102 speaks an 
conjunction with the acoustic model to produce the overall utterance to be transcribed , and the user ' s utterance is 
likelihood that the sounds correspond to particular words recorded by the client device 110 . For example , the client 
and sequences of words . Evaluating a model to produce 40 device 110 may use a microphone to detect audio including 
speech recognition scores can be computationally demand - the utterance , and the client device 110 may record audio 
ing , and the time required to obtain scores from a model may waveform data 140 for the detected audio . 
result in a significant delay in producing a transcription . During stage ( B ) , the client device 110 computes speech 

In some implementations , speech recognition scores are features 142 for the utterance . Speech recognition systems 
obtained from a cache rather than evaluating a model . 45 may use only certain components of an audio signal to 
Speech recognition scores may be pre - computed for a vari - determine the content of an utterance . The speech features 
ety of potential inputs to a model , and the speech recognition 142 omit information from the audio waveform data 140 that 
scores may be stored in the cache . When compressed speech the server system 140 would not use during speech recog 
features or other data about an utterance is received , a nition . The client device 110 computes speech features , e . g . , 
speech recognition engine may look up appropriate scores in 50 values indicating characteristics of the audio waveform data 
the cache . For example , the cache may be structured as a 140 , that will be useful to speech recognition algorithms . As 
hash table , and a hash of the data about the utterance may be an example , the speech features 142 may include , mel 
used to locate appropriate scores . When the needed scores filterbank energies , which may be computed by binning 
are located in the cache , the time required to obtain the energies at different frequency ranges on a logarithmic scale . 
scores can be much less than the delay to compute scores 55 As another example , the speech features 142 may include 
using a model such as a Gaussian mixture model ( GMM ) or mel frequency cepstral coefficients ( MFCCs ) produced from 
deep neural network ( DNN ) . filterbank channels . 

In some implementations , an acoustic model , such as the set of speech features 142 may be computed for each of 
acoustic model 160 shown in FIG . 1 , may be replaced by a various segments of the audio waveform data 140 . As an 
collection of labeled samples whose phonetic state label is 60 example , the audio waveform data 140 may be divided into 
known in advance . Scores in that case may be pre - assigned speech frames that each have a duration of , for example , 25 
to each speech frame in the collection using force alignment milliseconds , and a set of speech features may be computed 
against a large ASR model . For some or all of the speech for each speech frame . 
frames , the corresponding scores may be stored in a cache In some implementations , the speech features 142 for a 
and used to later recognize speech . In some implementa - 65 particular speech frame may include contextual information 
tions , the entire collection of labeled samples and their about previous and subsequent values of the feature signal , 
corresponding scores , or data derived from the collection e . g . , information that reflects audio characteristics of previ 
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ous or subsequent speech frames . For example , information integers , resulting in a 40 - fold compression factor . The 
about first and second order derivatives of the feature signals compression level may be adjusted by adjusting the number 
may be included in a set of speech features 142 . A 13 - di of chunks that the speech features 142 are divided into , 
mensional MFCC vector for a particular speech frame may and / or adjusting the number of clusters per chunk , e . g . , the 
be augmented with a 13 - dimensional vector representing 5 number of different entries in each codebook . 
first order derivatives and another 13 - dimensional vector During stage ( D ) , the client device 110 sends compressed 
representing second order derivatives , resulting in a 39 - di values 144 to the server system 120 over the network 118 . 
mensional vector . As another example , the speech features The compressed values 144 may include significantly less 
for previous and / or subsequent speech frames may be com - data than the speech features 142 . The compressed values 
bined with the speech features computed for the current 10 144 may be provided as individual values , as one or more 
frame . For example , a 40 - channel mel - filterbank energy vectors of values , or in another form . 
vector may be augmented with the 40 - channel energy vector During stage ( E ) , the server system 120 computes an 
for each of the previous twenty speech frames and each of index value 150 using the compressed values 144 . The 
the subsequent five speech frames , resulting in a total of server system 120 determines the index value 150 in order 
26x40 = 1040 feature values for each speech frame . 15 to look up acoustic model scores from a cache 152 . The 

In the example of FIG . 1 , the speech features 142 repre index value 150 allows the server system 120 to identify , in 
sent a set of values used to recognize a single speech frame , the cache , scores that an acoustic model 160 would produce , 
and the values indicate characteristics of the single speech or an approximation of the scores the acoustic model 160 
frame as well as any contextual information to be used when would produce , if the acoustic model 160 were evaluated 
recognizing the speech frame . The speech features 142 may 20 with the compressed values 144 as input to the acoustic 
be organized as one or more vectors . For example , infor model 160 . 
mation about a speech frame and contextual information The server system 120 may compute the index value 150 
may be combined into a single vector or used as separate by applying a hash function to the compressed values 144 , 
vectors . The speech features 142 used may include more or so that the index value 150 is a hash value . The server 
fewer values than illustrated , and the speech vectors 142 25 system 120 may use a locality - sensitive hashing ( LSH ) 
may be organized in more or fewer vectors than illustrated algorithm . As a result , sets of compressed values 144 that are 

During stage ( C ) , the client device 110 compresses the similar but not identical may correspond to index values that 
speech features 142 to generate compressed values 144 . The are nearby in the cache 152 . 
client device 110 may apply quantization algorithms to During stage ( F ) , the server system 120 uses the index 
compress the speech features 142 . A variety of different 30 value 150 to look up one or more scores in the cache 152 . 
approaches may be used . In some implementations , each In the example , the cache 152 is organized as a hash table , 
speech feature 142 may be quantized separately , for where the index values correspond to hash values deter 
example , from a floating point value to an integer . For mined from compressed speech data values 144 . Obtaining 
example , 64 - bit floating point values may be compressed to scores from the cache 152 may be done efficiently , since 
8 - bit integer values , resulting in an 8 - fold rate of compres - 35 using the cache 152 may involve a single hash table lookup , 
sion . while obtaining the same scores by evaluating the model 160 

In some implementations , vector quantization is applied may require many floating point calculations . The cache 152 
to the speech features 142 . Vector quantization can make use is populated with entries that respectively include one or 
of a codebook that indicates values or codes that correspond more posterior probability scores for a set of compressed 
to centroids of clusters in the feature space . The codebook 40 speech data values , associated with the hash value of the set 
may have been previously developed using a clustering of compressed speech data values . The cache 152 may not 
algorithm . Once a vector of speech features 142 has been include scores for every possible set of compressed values . 
determined , the client device 110 may determine which Rather , the cache 152 may store pre - computed scores for , for 
centroid the vector is closest to . For example , the centroid example , only a number of commonly occurring sets of 
with the smallest Euclidean distance to the feature vector 45 compressed values . 
may be selected . The code corresponding to the centroid In some implementations , the cache 152 may be distrib 
may then be used as a compressed version of the vector . In uted across multiple nodes or processing modules that each 
some instances , a vector may be mapped to a single value . provide access to a portion of the cache 152 . For example , 
For example , a vector of 40 floating point values may be access to different portions of a hash table that includes 
mapped to a single 8 - bit integer , resulting in a 320 - fold 50 stored scores may be distributed across multiple server 
compression factor . machines . The computing device 120 may access the cache 

The amount of compression may be set to achieve a 152 by issuing a remote procedure calls to multiple server 
desired compression rate or quality level . In some imple computers or nodes to request cached scores . In some 
mentations , a set of speech features 142 is divided into instances , distributing the cache 152 across multiple 
multiple groups or " chunks , " and vector quantization is 55 machines may provide faster lookup of scores from the 
performed for each chunk . For example , a 40 - dimensional cache 152 , and may allow the cache 152 to store of more 
feature vector may be divided into four 10 - dimensional data than can be reasonably stored or served from a single 
chunks . A different codebook , e . g . , a different mapping of machine . Similarly , a distributed system may increase the 
codes to clusters or centroids , may be used for each chunk . overall throughput and responsiveness for the cache 152 
The codebooks may be developed in advance , e . g . , based on 60 when many requests are made , or when the cache 152 is 
characteristics of training data indicating speech features of accessed by many different computing systems . 
various speech samples . The client device 110 uses the When the cache 152 includes scores associated with the 
codebooks to map each chunk of the speech features 142 to index value 150 , the scores associated with the index 150 
a particular code in the corresponding codebook . If the may be selected and used . These scores may be the same 
codebook divides the feature space into 256 clusters , each 65 posterior probability scores that the acoustic model 160 
code may be a 1 - byte integer . Thus a feature vector of 40 would produce if provided the compressed values 144 as 
4 - byte floating point values may be mapped to 4 1 - byte input . When the cache 152 does not include scores associ 
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ated with the index value 150 , scores in a nearby entry may To conserve space and reduce processing requirements , 
be selected instead . For example , nearest - neighbor algo the cache 152 may use a sparse encoding that stores acoustic 
rithms may be used to look up and return the scores for the model scores for only some of the possible phonetic units 
most similar set of compressed values for which scores are that may be occur . For example , if a total of 40 phonemes 
stored . When LSH is used , scores for the most similar set of 5 may be predicted , and each phoneme has three HMM states , 
compressed values may be the scores corresponding to the the result would be 120 different phonetic units or unique 
nearest index value . HMM states . As another example , using context - dependent 

As an alternative , if the cache 152 does not include scores tied triphone states , there may be thousands of Scores for 
associated with the index value 150 , the server system 120 phonetic units having low or zero probability scores may be 
may use the acoustic model 160 to determine scores for the 10 omitted from the cache 152 . For example , scores indicating 
compressed values 144 . For example , if the nearest index a likelihood of at least 5 % , or at least 10 % , or another 
value that has associated scores in the cache 152 has more threshold value may be stored by the model , while scores 
than a threshold difference from the index value 150 , the indicating probabilities less than the threshold may be 
server system 120 may determine that suitable scores are not excluded . As another example , a certain number of scores , 
stored in the cache 152 and may obtain scores from the 15 such as the scores for the 5 , 10 , or 20 phonetic units with the 
acoustic model 160 rather than from the cache 152 . highest likelihood may be stored while the rest are excluded . 

In the illustrated example , there are no scores stored in the When scores are stored for some phonetic units and not 
cache for index value “ 1A63 , ” which represents the particu - others , the omitted scores may be assumed to have a zero 
lar index value 150 generated for the compressed values probability . 
144 . As a result , the scores for a set of values similar to the 20 The server system 120 may obtain acoustic model scores 
compressed values 144 are found and returned instead . For from the cache 152 in the same manner discussed above for 
example , the scores associated with an index value that is the other speech frames of the utterance . The server system 
closest to the index value 150 are selected . As illustrated , 120 may then use the acoustic model scores for multiple 
this nearby index value is illustrated as “ 1A64 , " and a speech frames to construct a transcription for the utterance . 
number of acoustic model scores 155 are associated with it . 25 In addition to using the likelihoods of the phonetic units 
The acoustic model scores 155 are pre - computed outputs of indicated by the acoustic model scores , the server system 
the acoustic model 160 for a set of values that is not exactly 120 may identify which sequences of phonetic units corre 
the same as the compressed values 144 . Nevertheless , the spond to valid words in a lexicon , and use a language model 
nearness of the hash values “ 1A63 ” and “ 1A64 ” indicates to determine which words and sequences of words are most 
that the scores 155 are a good approximation for the output 30 likely to occur . 
of the acoustic model 160 for the compressed values 144 . During stage ( H ) , the server system 120 provides a 

During stage ( G ) , the server system 120 uses the selected transcription of the utterance to the client device 110 , which 
scores 155 to determine a transcription for the utterance . In may then store , display , or otherwise use the transcription . 
the example , the selected scores 155 each indicate a likeli - In some implementations , the actions described in FIG . 1 
hood that a speech frame corresponds to a different phonetic 35 may be repeated for multiple speech frames , for example , 
unit . For example , the score 155a is a likelihood value of for each speech frame in the utterance of the user 102 . Data 
" 0 . 6 ” that the speech frame represents an " / s / " sound , the from the client device 110 including sets of compressed 
score 155b is a likelihood value of “ 0 . 3 ” that the speech values for various speech frames may be provided to the 
frame represents a " z " sound , and the score 155c is a server system 120 in individually or in groups as the client 
likelihood value of “ 0 . 1 ” that the speech frame represents a 40 device 110 receives more audio and additional sets of 
" / c / sound . Thus , the selected scores 155a - 155c indicate compressed values become available . Similarly , the server 
that the speech frame that corresponds to the compressed system 120 may continue to provide additional transcription 
values 144 is most likely an “ / s / ” sound . information as more transcriptions are determined for addi 

While the illustrated example shows scores for phonemes , tional portions of an utterance . 
scores may correspond to other phonetic units . In some 45 In some implementations , the functions illustrated as 
implementations , each acoustic model score indicates the being performed by the client device 110 may be performed 
posterior probability for a component of a phoneme . For by the server system 120 , and vice versa . For example , the 
example , each phoneme may be represented by three hidden client device 110 may provide uncompressed speech fea 
Markov model ( HMM ) states . Each acoustic model score in tures 142 to the server system 120 , and the server system 120 
the cache 152 may indicate a score for a particular HMM 50 may determine the compressed values 144 . As another 
state of a particular phoneme , rather than simply a phoneme example , the client device 110 may provide audio waveform 
in its entirety . data 140 to the server system 120 , and the server system 120 

In some implementations , cached scores and / or acoustic may determine speech features 142 and compressed values 
model outputs correspond to context - dependent states , such 144 . As an alternative , a single device may use the tech 
as context - dependent tied triphone states . Using triphones , 55 niques disclosed without using client / server interactions . For 
the number of total phonetic units may be , theoretically , as example , the client device 110 may independently receive 
many as the number of potential phonemes raised to the third audio , determine speech features 142 and compressed values 
power . In some instances , there may be a few thousand 144 , look up scores in a cache , and determine a transcription 
different states to tens of thousands of states . The acoustic without the assistance of the a server system and without 
model 160 or cache 152 may provide a score for each of the 60 providing speech data over a network . 
various context - dependent states , although , as discussed FIG . 2 is a flow diagram that illustrates an example of a 
below , the cache 152 may approximate some scores with process 200 for using cached speech recognition scores . The 
zero values to conserve storage space . The set of phonetic process 200 may be performed by a computing system , such 
units used may include states associated with any appropri - as the server system 120 of FIG . 1 or another computing 
ate amount of phonetic context , e . g . , with states dependent 65 system . 
on longer or shorter sequences of phones , in addition to or The computing system receives one or more values com 
instead of using triphone states . prising data about an utterance ( 202 ) . The one or more 
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values may be data derived from speech features computed In some implementations , the one or more values are 
for the utterance . For example , the one or more values may received from a client device over a network , and the 
include output of vector quantization performed on speech computing device provides the transcription to the client 
features for the utterance . device over the network . 

The computing system determines an index value for the 5 In some implementations , if a cache does not store scores 
one or more values ( 204 ) . For example , the computing that meet predetermined criteria , the computing system 
system may apply a hash function to the one or more values obtains scores from an acoustic model instead of the cache . 
to determine a hash value that may serve as an index to a For example , if the cache does not include scores corre 
cache of speech recognition scores . The computing system s ponding to the index value , or does not include scores 
may apply a locality - sensitive hash function to determine the associated with any index values within a particular range of 
index value . the index value , the computing system determines scores 

In some implementations , the one or more values com - using the acoustic model . For example , a second set of one 
prise information derived from a particular speech frame and or more values corresponding to the utterance may be 
information derived from contextual speech frames occur - 16 received , e . g . , for a second speech frame of the utterance , 
ring before or after the particular frame . The index value and a second index value for the second set of one or more 
may be determined based on the information derived from a values may be determined . The computing system may 
particular speech frame and information derived from the determine that the cache does not include an acoustic model 
contextual speech frames occurring before or after the score that is appropriate for the second index value , and in 
particular frame . 20 response , generate an acoustic model score corresponding to 

The computing system selects an acoustic model score the second set of one or more vectors using an acoustic 
based on the index value ( 206 ) . The acoustic model score model . The transcription may be determined using the 
may be selected from a cache of acoustic model scores that selected acoustic model score and the generated acoustic 
were computed before receiving the one or more values . The model score . 
acoustic model score may indicate a likelihood that a 25 FIG . 3 is a flow diagram that illustrates an example of a 
particular speech frame that corresponds to the one or more process 300 for training a speech recognition model . The 
values is an instance of a particular phonetic unit . For process 300 may be performed to train an acoustic model to 
example , the score can be a posterior probability score that produce posterior probability scores using compressed val 

ues derived from speech features , rather than using speech was computed by an acoustic model for a set of input values 
that is the same as or is similar to the received one or more 30 ore 30 features as input . The process 300 may be performed by a 
values . computing system , such as the server system 120 of FIG . 1 

or another computing system . The computing system may select an acoustic model The computing system accesses a set of training data score that is associated with the index value in the cache . As ( 302 ) . The training data can include recorded audio for a a result , the score selected from the cache may be an acoustic * 35 variety of utterances . The training data may also include model score previously generated for a set of values that transcriptions of the utterances . 
matches the received one or more values . As another The computing system determines speech features for the 
example , if the cache does not include scores associated with utterances in the training data ( 304 ) . For example , the 
the determined index value , the computing system may computing system may determine MFCCs and / or filterbank 
identify an acoustic model score that is associated with an 40 energies as discussed above . The speech features may be 
index value that is near the determined index value but is determined for each speech frame of each audio segment in 
different from the determined index value . Thus , the score the training data to be used for training the acoustic model . 
selected from the cache may be an acoustic model score The computing system determines compressed values 
previously generated for a set of values that does not exactly from the speech features ( 306 ) . For example , vector quan 
match the received one or more values , and the score 45 tization may be used to map the speech features for each 
approximates an acoustic model score for the received one speech frame to a set of vector quantization outputs , for 
or more values . example , a set of integers . As a result , a set of values 

In some implementations , the computing system selects a representing compressed speech features may be determined 
multiple acoustic model scores from the cache based on the for each of many or all of the speech frames in the training 
index value . For example , the computing system may iden - > 
tify multiple scores that each correspond to different pho In some implementations , the speech features determined 

from the training data may be used to determine one or more netic units . Each score can indicate a likelihood that the vector quantization codebooks , and these codebooks may utterance includes a different phonetic unit in a portion 
then be used to determine the compressed values . For corresponding to the one or more values . The phonetic units 55 example , clustering algorithms may be applied to the sets of may be , for example , phonemes or sub - components of speech features determined from the training data . The phonemes , such as different HMM model states of pho identified clusters may be used to assign codes in the 

nemes . codebook . Multiple different codebooks can be generated The computing system determines a transcription for the for use with different sets of speech vectors or subsets of 
utterance using the selected acoustic model score ( 208 ) . For 60 feature vectors . 
example , the computing system may use one or more 1 may use one or more The computing system determines phonetic units corre 
acoustic model scores selected from the cache to estimate sponding to the compressed values ( 308 ) . For example , 
which phoneme or state of a phoneme corresponds to a phonetic representations of the transcriptions may be deter 
particular speech frame . The selected acoustic model score mined , and the phonetic representations may be aligned with 
may be used with acoustic model scores selected for other 65 the speech frames . The particular phonetic units that corre 
speech frames to determine likely sequences of phonemes or spond to the respective speech frames and their compressed 
words occur in the utterance . values may be determined . 

data . 
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The computing system trains an acoustic model using the example , the computing system may store scores for only 
compressed values and the phonetic units corresponding to the most likely phonetic units for each set of compressed 
the compressed values ( 310 ) . The acoustic model may be values , or may store only scores indicating a likelihood that 
any of various types of models . For example , the model may satisfies a minimum threshold . 
be a generative probabilistic model , such as a multivariate 5 FIG . 5 shows an example of a computing device 500 and 
GMM . As another example , the model may be a discrimi - an example of a mobile computing device that can be used 
native classifier , such as a multilayer DNN . The acoustic to implement the techniques described above . The comput 
model may be trained to predict the likelihood of the various ing device 500 is intended to represent various forms of 
potential phonetic units based on the compressed speech digital computers , such as laptops , desktops , workstations , 
features being provided as input . Some training approaches 10 personal digital assistants , servers , blade servers , main 
may adjust model parameters to reflect the statistical distri - frames , and other appropriate computers . The mobile com 
butions of the compressed values and the phonetic units of puting device is intended to represent various forms of 
their corresponding speech frames . Some training mobile devices , such as personal digital assistants , cellular 
approaches may involve inputting compressed values to the telephones , smart - phones , and other similar computing 
model , obtaining an output from the model indicating a 15 devices . The components shown here , their connections and 
probability or prediction for a phonetic unit , and comparing relationships , and their functions , are meant to be exemplary 
the output to the actual phonetic unit corresponding to the only , and are not meant to limit implementations of the 
compressed values that were input . Training of the model inventions described and / or claimed in this document . 
may proceed until , for example , the output of the model The computing device 500 includes a processor 502 , a 
provides probability scores that result in a desired level of 20 memory 504 , a storage device 506 , a high - speed interface 
accuracy or reflect a statistical distribution within a desired 508 connecting to the memory 504 and multiple high - speed 
tolerance . expansion ports 510 , and a low - speed interface 512 con 

FIG . 4 is a flow diagram that illustrates an example of a necting to a low - speed expansion port 514 and the storage 
process 400 for preparing a cache of speech recognition device 506 . Each of the processor 502 , the memory 504 , the 
scores . The process 400 may be performed to prepare a 25 storage device 506 , the high - speed interface 508 , the high 
cache for use in speech recognition . The process 400 may be speed expansion ports 510 , and the low - speed interface 512 , 
performed by a computing system , such as the server system are interconnected using various busses , and may be 
120 of FIG . 1 or another computing system . mounted on a common motherboard or in other manners as 

The computing system identifies compressed values that appropriate . The processor 502 can process instructions for 
meet a set of criteria ( 402 ) . For example , the computing 30 execution within the computing device 500 , including 
system may analyze sets of compressed values derived from instructions stored in the memory 504 or on the storage 
audio in a sample data set , which may be the same as or device 506 to display graphical information for a GUI on an 
different from the training data used to train the acoustic external input / output device , such as a display 516 coupled 
model . The computing system may select each set of com - to the high - speed interface 508 . In other implementations , 
pressed values that occurs at least a minimum number of 35 multiple processors and / or multiple buses may be used , as 
times . Alternatively , the computing system may select a appropriate , along with multiple memories and types of 
particular amount of sets of compressed values that occur memory . Also , multiple computing devices may be con 
most frequently in the sample data set . nected , with each device providing portions of the necessary 

The computing system inputs each identified set of com operations ( e . g . , as a server bank , a group of blade servers , 
pressed values to the trained acoustic model ( 404 ) . Each set 40 or a multi - processor system ) . 
of compressed values may be a vector that represents The memory 504 stores information within the computing 
compressed data from a common type of speech frame . For device 500 . In some implementations , the memory 504 is a 
example , each vector may be input , one at a time , to the volatile memory unit or units . In some implementations , the 
trained acoustic model . memory 504 is a non - volatile memory unit or units . The 

The computing system receives , from the trained acoustic 45 memory 504 may also be another form of computer - readable 
model , scores corresponding to the sets of compressed medium , such as a magnetic or optical disk . 
values ( 406 ) . For example , the computing system may The storage device 506 is capable of providing mass 
receive , for each input vector , a set of posterior probability storage for the computing device 500 . In some implemen 
scores for each of the possible phonetic units that may occur . tations , the storage device 506 may be or contain a com 

The computing system stores the scores from the acoustic 50 puter - readable medium , such as a floppy disk device , a hard 
model in a cache ( 408 ) . For example , for each set of disk device , an optical disk device , or a tape device , a flash 
compressed values selected during action ( 402 ) , the com - memory or other similar solid state memory device , or an 
puting system computes an index value , for example , using array of devices , including devices in a storage area network 
a LSH algorithm . The computing system then stores the or other configurations . A computer program product can be 
probability scores produced by the acoustic model for a 55 tangibly embodied in an information carrier . The computer 
particular set of compressed values , in association with the program product may also contain instructions that , when 
index value for the particular set of compressed values . As executed , perform one or more methods , such as those 
a result , the cache stores scores generated for different sets described above . The computer program product can also be 
of compressed values , each in association with hash value tangibly embodied in a computer - or machine - readable 
index values , as illustrated for the cache 152 in FIG . 1 . 60 medium , such as the memory 504 , the storage device 506 , or 

Each index in the hash , and thus each set of compressed memory on the processor 502 . 
values , may have multiple associated probability scores . For The high - speed interface 508 manages bandwidth - inten 
example , the acoustic model may provide a score for each of sive operations for the computing device 500 , while the 
the different phonetic units that may occur in speech . The low - speed interface 512 manages lower bandwidth - inten 
computing system may prune the scores provided by the 65 sive operations . Such allocation of functions is exemplary 
acoustic model and store only a proper subset of the acoustic only . In some implementations , the high - speed interface 508 
model scores in the cache for a given index value . For is coupled to the memory 504 , the display 516 ( e . g . , through 
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a graphics processor or accelerator ) , and to the high - speed be provided and connected to the mobile computing device 
expansion ports 510 , which may accept various expansion 550 through an expansion interface 572 , which may include , 
cards ( not shown ) . In the implementation , the low - speed for example , a SIMM ( Single In Line Memory Module ) card 
interface 512 is coupled to the storage device 506 and the interface . The expansion memory 574 may provide extra 
low - speed expansion port 514 . The low - speed expansion 5 storage space for the mobile computing device 550 , or may 
port 514 , which may include various communication ports also store applications or other information for the mobile 
( e . g . , USB , Bluetooth , Ethernet , wireless Ethernet ) may be computing device 550 . Specifically , the expansion memory 
coupled to one or more input / output devices , such as a 574 may include instructions to carry out or supplement the 
keyboard , a pointing device , a scanner , or a networking processes described above , and may include secure infor 
device such as a switch or router , e . g . , through a network 10 mation also . Thus , for example , the expansion memory 574 
adapter . may be provide as a security module for the mobile com 

The computing device 500 may be implemented in a puting device 550 , and may be programmed with instruc 
number of different forms , as shown in the figure . For tions that permit secure use of the mobile computing device 
example , it may be implemented as a standard server 520 , or 550 . In addition , secure applications may be provided via the 
multiple times in a group of such servers . In addition , it may 15 SIMM cards , along with additional information , such as 
be implemented in a personal computer such as a laptop placing identifying information on the SIMM card in a 
computer 522 . It may also be implemented as part of a rack non - hackable manner . 
server system 524 . Alternatively , components from the com - The memory may include , for example , flash memory 
puting device 500 may be combined with other components and / or NVRAM memory ( non - volatile random access 
in a mobile device ( not shown ) , such as a mobile computing 20 memory ) , as discussed below . In some implementations , a 
device 550 . Each of such devices may contain one or more computer program product is tangibly embodied in an 
of the computing device 500 and the mobile computing information carrier . The computer program product contains 
device 550 , and an entire system may be made up of multiple instructions that , when executed , perform one or more 
computing devices communicating with each other . methods , such as those described above . The computer 

The mobile computing device 550 includes a processor 25 program product can be a computer - or machine - readable 
552 , a memory 564 , an input / output device such as a display medium , such as the memory 564 , the expansion memory 
554 , a communication interface 566 , and a transceiver 568 , 574 , or memory on the processor 552 . In some implemen 
among other components . The mobile computing device 550 tations , the computer program product can be received in a 
may also be provided with a storage device , such as a propagated signal , for example , over the transceiver 568 or 
micro - drive or other device , to provide additional storage . 30 the external interface 562 . 
Each of the processor 552 , the memory 564 , the display 554 , The mobile computing device 550 may communicate 
the communication interface 566 , and the transceiver 568 , wirelessly through the communication interface 566 , which 
are interconnected using various buses , and several of the may include digital signal processing circuitry where nec 
components may be mounted on a common motherboard or essary . The communication interface 566 may provide for 
in other manners as appropriate . 35 communications under various modes or protocols , such as 

The processor 552 can execute instructions within the GSM voice calls ( Global System for Mobile communica 
mobile computing device 550 , including instructions stored tions ) , SMS ( Short Message Service ) , EMS ( Enhanced 
in the memory 564 . The processor 552 may be implemented Messaging Service ) , or MMS messaging ( Multimedia Mes 
as a chipset of chips that include separate and multiple saging Service ) , CDMA ( code division multiple access ) , 
analog and digital processors . The processor 552 may pro - 40 TDMA ( time division multiple access ) , PDC ( Personal 
vide , for example , for coordination of the other components Digital Cellular ) , WCDMA ( Wideband Code Division Mul 
of the mobile computing device 550 , such as control of user tiple Access ) , CDMA2000 , or GPRS ( General Packet Radio 
interfaces , applications run by the mobile computing device Service ) , among others . Such communication may occur , for 
550 , and wireless communication by the mobile computing example , through the transceiver 568 using a radio - fre 
device 550 . 45 quency . In addition , short - range communication may occur , 

The processor 552 may communicate with a user through such as using a Bluetooth , Wi - Fi , or other such transceiver 
a control interface 558 and a display interface 556 coupled ( not shown ) . In addition , a GPS ( Global Positioning System ) 
to the display 554 . The display 554 may be , for example , a receiver module 570 may provide additional navigation - and 
TFT ( Thin - Film - Transistor Liquid Crystal Display ) display location - related wireless data to the mobile computing 
or an OLED ( Organic Light Emitting Diode ) display , or 50 device 550 , which may be used as appropriate by applica 
other appropriate display technology . The display interface tions running on the mobile computing device 550 . 
556 may comprise appropriate circuitry for driving the The mobile computing device 550 may also communicate 
display 554 to present graphical and other information to a audibly using an audio codec 560 , which may receive 
user . The control interface 558 may receive commands from spoken information from a user and convert it to usable 
a user and convert them for submission to the processor 552 . 55 digital information . The audio codec 560 may likewise 
In addition , an external interface 562 may provide commu - generate audible sound for a user , such as through a speaker , 
nication with the processor 552 , so as to enable near area e . g . , in a handset of the mobile computing device 550 . Such 
communication of the mobile computing device 550 with sound may include sound from voice telephone calls , may 
other devices . The external interface 562 may provide , for include recorded sound ( e . g . , voice messages , music files , 
example , for wired communication in some implementa - 60 etc . ) and may also include sound generated by applications 
tions , or for wireless communication in other implementa - operating on the mobile computing device 550 . 
tions , and multiple interfaces may also be used . The mobile computing device 550 may be implemented in 

The memory 564 stores information within the mobile a number of different forms , as shown in the figure . For 
computing device 550 . The memory 564 can be imple example , it may be implemented as a cellular telephone 580 . 
mented as one or more of a computer - readable medium or 65 It may also be implemented as part of a smart - phone 582 , 
media , a volatile memory unit or units , or a non - volatile personal digital assistant , tablet computer , wearable com 
memory unit or units . An expansion memory 574 may also puter , or other similar mobile device . 
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A number of implementations have been described . Nev - perform functions by operating on input data and generating 
ertheless , it will be understood that various modifications output . The processes and logic flows may also be per 
may be made without departing from the spirit and scope of formed by , and apparatus may also be implemented as , 
the disclosure . For example , various forms of the flows special purpose logic circuitry , e . g . , an FPGA ( field pro 
shown above may be used , with steps re - ordered , added , or 5 grammable gate array ) or an ASIC ( application specific 
removed . integrated circuit ) . 

In addition , while various examples describe the use of Processors suitable for the execution of a computer pro 
vector quantization and caching scores for speech recogni - gram include , by way of example , both general and special 
tion , the same techniques may be used in additional appli - purpose microprocessors , and any one or more processors of 
cations . For example , the same approach may be used to 10 any kind of digital computer . Generally , a processor will 
efficiently store and retrieve scores , such as posterior prob receive instructions and data from a read only memory or a 
ability scores or other scores , for any feature - based task . random access memory or both . The essential elements of a 
Features that are extracted for language identification , computer are a processor for performing instructions and 
speaker identification , object identification in photographs one or more memory devices for storing instructions and 
or videos , document indexing , or other tasks may each be 15 data . Generally , a computer will also include , or be opera 
compressed , e . g . , using vector quantization . A hash value or tively coupled to receive data from or transfer data to , or 
other index value may then be determined from the com both , one or more mass storage devices for storing data , e . g . , 
pressed feature data in order to look up previously - computed magnetic , magneto optical disks , or optical disks . However , 
scores that are stored in a cache . a computer need not have such devices . Moreover , a com 

All of the functional operations described in this specifi - 20 puter may be embedded in another device , e . g . , a tablet 
cation may be implemented in digital electronic circuitry , or computer , a mobile telephone , a personal digital assistant 
in computer software , firmware , or hardware , including the ( PDA ) , a mobile audio player , a Global Positioning System 
structures disclosed in this specification and their structural ( GPS ) receiver , to name just a few . Computer readable 
equivalents , or in combinations of one or more of them . The media suitable for storing computer program instructions 
techniques disclosed may be implemented as one or more 25 and data include all forms of non - volatile memory , media 
computer program products , i . e . , one or more modules of and memory devices , including by way of example semi 
computer program instructions encoded on a computer conductor memory devices , e . g . , EPROM , EEPROM , and 
readable medium for execution by , or to control the opera - flash memory devices ; magnetic disks , e . g . , internal hard 
tion of , data processing apparatus . The computer readable disks or removable disks ; magneto - optical disks ; and CD 
medium may be a machine - readable storage device , a 30 ROM and DVD - ROM disks . The processor and the memory 
machine - readable storage substrate , a memory device , a may be supplemented by , or incorporated in , special purpose 
composition of matter affecting a machine - readable propa - logic circuitry . 
gated signal , or a combination of one or more of them . The To provide for interaction with a user , the techniques 
computer - readable medium may be a non - transitory com - disclosed may be implemented on a computer having a 
puter - readable medium . The term " data processing appara - 35 display device , e . g . , a CRT ( cathode ray tube ) or LCD 
tus ” encompasses all apparatus , devices , and machines for ( liquid crystal display ) monitor , for displaying information 
processing data , including by way of example a program to the user and a keyboard and a pointing device , e . g . , a 
mable processor , a computer , or multiple processors or mouse or a trackball , by which the user may provide input 
computers . The apparatus may include , in addition to hard to the computer . Other kinds of devices may be used to 
ware , code that creates an execution environment for the 40 provide for interaction with a user as well ; for example , 
computer program in question , e . g . , code that constitutes feedback provided to the user may be any form of sensory 
processor firmware , a protocol stack , a database manage feedback , e . g . , visual feedback , auditory feedback , or tactile 
ment system , an operating system , or a combination of one feedback ; and input from the user may be received in any 
or more of them . A propagated signal is an artificially form , including acoustic , speech , or tactile input . 
generated signal , e . g . , a machine - generated electrical , opti - 45 Implementations may include a computing system that 
cal , or electromagnetic signal that is generated to encode includes a back end component , e . g . , as a data server , or that 
information for transmission to suitable receiver apparatus . includes a middleware component , e . g . , an application 
Acomputer program ( also known as a program , software , server , or that includes a front end component , e . g . , a client 

software application , script , or code ) may be written in any computer having a graphical user interface or a Web browser 
form of programming language , including compiled or 50 through which a user may interact with an implementation 
interpreted languages , and it may be deployed in any form of the techniques disclosed , or any combination of one or 
including as a standalone program or as a module , compo - more such back end , middleware , or front end components . 
nent , subroutine , or other unit suitable for use in a computing The components of the system may be interconnected by 
environment . A computer program does not necessarily any form or medium of digital data communication , e . g . , a 
correspond to a file in a file system . A program may be stored 55 communication network . Examples of communication net 
in a portion of a file that holds other programs or data ( e . g . , works include a local area network ( “ LAN ” ) and a wide area 
one or more scripts stored in a markup language document ) , network ( “ WAN ” ) , e . g . , the Internet . 
in a single file dedicated to the program in question , or in The computing system may include clients and servers . A 
multiple coordinated files ( e . g . , files that store one or more client and server are generally remote from each other and 
modules , sub programs , or portions of code ) . A computer 60 typically interact through a communication network . The 
program may be deployed to be executed on one computer relationship of client and server arises by virtue of computer 
or on multiple computers that are located at one site or programs running on the respective computers and having a 
distributed across multiple sites and interconnected by a client - server relationship to each other . 
communication network . While this specification contains many specifics , these 

The processes and logic flows described in this specifi - 65 should not be construed as limitations , but rather as descrip 
cation may be performed by one or more programmable tions of features specific to particular implementations . 
processors executing one or more computer programs to Certain features that are described in this specification in the 
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context of separate implementations may also be imple - an acoustic model score previously generated for a set of 
mented in combination in a single implementation . Con values that matches the received one or more values . 
versely , various features that are described in the context of 4 . The method of claim 2 , wherein selecting the subset of 
a single implementation may also be implemented in mul - the acoustic model scores in the cache comprises selecting 
tiple implementations separately or in any suitable subcom - 5 an acoustic model score previously generated for a set of 
bination . Moreover , although features may be described values that does not exactly match the received one or more 
above as acting in certain combinations and even initially values , the acoustic model score approximating an acoustic claimed as such , one or more features from a claimed model score for the received one or more values . combination may in some cases be excised from the com 5 . The method of claim 1 , wherein the one or more values bination , and the claimed combination may be directed to a 10 comprise information derived from a particular speech subcombination or variation of a subcombination . frame and information derived from contextual speech Similarly , while operations are depicted in the drawings in 
a particular order , this should not be understood as requiring frames occurring before or after the particular frame ; and 

wherein determining the index value for the one or more that such operations be performed in the particular order values comprises determining , as the index value , a shown or in sequential order , or that all illustrated operations 15 
be performed , to achieve desirable results . In certain cir hash value for the particular speech frame based on the 
cumstances , multitasking and parallel processing may be information derived from a particular speech frame and 
advantageous . Moreover , the separation of various system information derived from the contextual speech frames 
components in the implementations described above should occurring before or after the particular frame . 
not be understood as requiring such separation in all imple - 206 . The method of claim 5 , wherein selecting the subset of 
mentations , and it should be understood that the described the acoustic model scores in the cache comprises selecting 
program components and systems may generally be inte an acoustic model score indicating a likelihood that the 
grated together in a single software product or packaged into particular speech frame is an occurrence of a particular 
multiple software products . phonetic unit in the utterance . 

Thus , particular implementations have been described . 25 7 . The method of claim 1 , further comprising selecting 
Other implementations are within the scope of the following multiple acoustic model scores from the cache based on the 
claims . For example , the actions recited in the claims may be index value , each of the multiple acoustic model scores 
performed in a different order and still achieve desirable indicating a likelihood that the utterance includes a different 
results . phonetic unit in a portion corresponding to the one or more 

30 values . 
What is claimed is : 8 . The method of claim 1 , wherein receiving the one or 
1 . A method performed by one or more computers of an more values comprises , receiving the one or more values 

automated speech recognition system , the method compris - from a client device over a network ; and 
ing : wherein the method further comprises providing the tran 

receiving , by the one or more computers of the automated 35 scription to the client device over the network . 
speech recognition system , one or more values com 9 . The method of claim 1 , wherein the one or more values 
prising data that indicates acoustic characteristics of an comprise results of compressing speech features for the 
utterance ; utterance using vector quantization . 

determining , by the one or more computers of the auto 10 . An automated speech recognition system comprising : 
mated speech recognition system , an index value for 40 one or more computers ; and 
the one or more values ; one or more storage devices storing instructions that are 

accessing , by the one or more computers of the automated operable , when executed by the one or more computers , 
speech recognition system , a cache of acoustic model to cause the one or more computers to perform opera 
scores that were computed before receiving the one or tions comprising : 
more values , wherein the cache indicates a mapping of 45 receiving one or more values comprising data that 
the acoustic model scores to index values , the mapping indicates acoustic characteristics of an utterance ; 
being determined before receiving the one or more determining an index value for the one or more values ; 
values ; accessing a cache of acoustic model scores that were 

selecting , by the one or more computers of the automated computed before receiving the one or more values , 
speech recognition system , a subset of the acoustic 50 wherein the cache indicates a mapping of the acous 
model scores in the cache based on the determined tic model scores to index values , the mapping being 
index value ; determined before receiving the one or more values ; 

determining , by the one or more computers of the auto selecting a subset of the acoustic model scores in the 
mated speech recognition system , a transcription for cache based on the determined index value ; 
the utterance using the selected subset of the acoustic 55 determining a transcription for the utterance using the 
model scores ; and selected subset of the acoustic model scores ; and 

providing , by the one or more computers of the automated providing an output of the automated speech recogni 
speech recognition system , an output of the automated tion system , wherein the output of the automated 
speech recognition system , wherein the output of the speech recognition system includes data indicating 
automated speech recognition system includes data 60 the transcription determined using the selected sub 
indicating the transcription determined using the set of the acoustic model scores . 
selected subset of the acoustic model scores . 11 . The system of claim 10 , wherein determining the 

2 . The method of claim 1 , wherein determining the index index value comprises generating an index of a hash table . 
value comprises generating a hash value for the one or more 12 . The system of claim 11 , wherein selecting the subset 
values using a locality sensitive hash function . 65 of the acoustic model scores in the cache comprises select 

3 . The method of claim 2 , wherein selecting the subset of ing an acoustic model score previously generated for a set of 
the acoustic model scores in the cache comprises selecting values that does not exactly match the received one or more 
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values , the acoustic model score approximating an acoustic particular speech frame and information derived from con 
model score for the received one or more values . textual speech frames occurring before or after the particular 

13 . The system of claim 10 , wherein the one or more frame ; 
values comprise information derived from a particular wherein determining the index value for the one or more 
speech frame and information derived from contextual 5 values comprises determining a hash value for the 

particular speech frame based on the information speech frames occurring before or after the particular frame ; derived from a particular speech frame and information 
and derived from the contextual speech frames occurring wherein determining the index value for the one or more before or after the particular frame ; 

values comprises determining , as the index value , a wherein selecting the subset of the acoustic model scores 
hash value for the particular speech frame based on the comprises retrieving one or more acoustic model scores 
information derived from a particular speech frame and from the cache using the hash value ; and 
information derived from the contextual speech frames wherein determining a transcription for the utterance 
occurring before or after the particular frame . using the selected subset of the acoustic model scores 

14 . A computer storage device storing instructions that , 15 comprises determining a phonetic unit corresponding 

when executed by one or more computers of an automated to the particular speech frame based on the retrieved 
one or more acoustic model scores . speech recognition system , cause the one or more computers 17 . The method of claim 1 , wherein selecting a subset of to perform operations comprising : the acoustic model scores in the cache based on the deter 

receiving one or more values comprising data that indi mined index value comprises determining one or more 
cates acoustic characteristics of an utterance ; 20 scores that the mapping indicates correspond to the deter 

determining an index value for the one or more values ; mined index value . 
accessing a cache of acoustic model scores that were 18 . The method of claim 1 , wherein receiving the one or 

computed before receiving the one or more values . more values comprising data about an utterance comprises 
wherein the cache indicates a mapping of the acoustic receiving the one or more values , by the one or more 
model scores to index values , the mapping being deter - 25 no deter - 25 computers of the automated speech recognition system , 

from a client device over a network ; and mined before receiving the one or more values ; 
selecting a subset of the acoustic model scores in the wherein providing the data indicating the transcription as 

cache based on the determined index value ; an output of the automated speech recognition system 
determining a transcription for the utterance using the comprises providing the data indicating the transcrip 

selected subset of the acoustic model scores ; and 30 tion , by the one or more computers of the automated 
providing an output of the automated speech recognition speech recognition system , to the client device over the 

network . system , wherein the output of the automated speech 
recognition system includes data indicating the tran 19 . The method of claim 1 , wherein receiving the one or 
scription determined using the selected subset of the more values comprising data about an utterance comprises 
acoustic model scores . 35 receiving , by the one or more computers of the automated 

15 . The computer storage device of claim 14 , wherein the speech recognition system , data including a particular por 
tion of the utterance ; index value corresponds to a storage location in the cache ; 

wherein selecting the subset of the acoustic model scores wherein selecting a subset of the acoustic model scores in 
the cache comprises selecting , by the one or more in the cache based on the determined index value 

comprises : 40 computers of the automated speech recognition system , 
using the mapping to determine the storage location a particular acoustic model score indicating a likeli 

corresponding to the index value ; hood corresponding to a particular phonetic unit ; and 
retrieving , from the storage location corresponding to wherein determining the transcription for the utterance 

the index value , a set of multiple acoustic model comprises determining the transcription using the par 

scores , each of the multiple acoustic model scores 45 ticular acoustic model score to represent a likelihood 
indicating a likelihood of occurrence for a different that the particular portion of the utterance is an occur 
phonetic unit ; and rence of the particular phonetic unit . 

selecting the set of acoustic model scores retrieved 20 . The method of claim 1 , wherein the cache maps an 
index value to a set of multiple acoustic model scores , where from the storage location corresponding to the index 

value as the subset . 50 each of the acoustic model scores indicates a likelihood for 
a different phonetic unit . 16 . The computer storage device of claim 14 , wherein the 

one or more values comprise information derived from a * * * * * 

30 A 


