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NETWORK PRIORITIZATION BASED ON FIG . 4C is a table illustrating a determination of trans 
NODE - LEVEL ATTRIBUTES mission priority based on node dependencies . 

FIG . 4D is a table illustrating a determination of trans 
BACKGROUND mission priority using a scoring system that factors in node 

utilization level , node role and node dependencies . 
Field of the Invention FIG . 5 is a flowchart of a first " peer - to - peer ” method of 
The present invention relates to methods of prioritizing prioritizing network packet transmissions . 

network packet transmissions among a plurality of nodes . FIG . 6 is a flowchart of a second “ management - centric " 
Background of the Related Art method of prioritizing network packet transmissions . 
Many modern computer system include multiple comput - 10 

ers that are interconnected into a network so that the DETAILED DESCRIPTION 
computers can communicate and work together . The net 
work might be as widespread as the Internet or as local as a One embodiment of the present invention a method , 
small business . In either case , a network of computers must comprising a plurality of nodes communicating with a 
be able to communicate efficiently in order to complete tasks 15 network switch , each node transmitting a packet with a 
in a timely manner . packet header that includes a value of a node - level attribute 
Compute products , such as servers , are increasingly used selected from a node utilization level , a node role , and a 

in concert with each other in the form of an HPC ( high dependency involving the node , and the network switch 
performance compute ) cluster configuration , cloud configu receiving the packet and prioritizing transmission of the 
ration or a data center configuration . Due to the highly 20 packet based on the value of the node - level attribute iden 
integrated nature of these configurations , network packet tified in the packet header . 
transmissions can limit the overall performance of the The node - level attribute or node - specific condition may 
system . Network throughput and latency improvements are take several forms . In one non - limiting example , the node 
needed in order to make the most efficient use of the level attribute is a node utilization level selected from a 
compute capabilities of these systems . 25 current node utilization level and a measure of node utili 

zation over a period of time . In another non - limiting 
BRIEF SUMMARY example , the node - level attribute is a node role selected from 

management node , compute node , and storage node . In a 
One embodiment of the present invention a method , further non - limiting example , the node - level attribute is a 

comprising a plurality of nodes communicating with a 30 dependency involving the node , wherein the dependency is 
network switch , each node transmitting a packet with a selected from identifying a node upon which the node is 
packet header that includes a value of a node - level attribute currently dependent for a transmission , identifying a node 
selected from a node utilization level , a node role , and a that current depends upon the node for a transmission , 
dependency involving the node , and the network switch identifying a number of nodes upon which the node cur 
receiving the packet and prioritizing transmission of the 35 rently depends for a transmission , and identifying a number 
packet based on the value of the node - level attribute iden - of nodes that current depend upon the node for a transmis 
tified in the packet header . sion . These and other node - level attributes are within the 

Another embodiment of the present invention provides a scope of the present invention . For example , the packet may 
method comprising communicating packets between a plu - include a workload , and the packet header may further 
rality of nodes and a network switch , and each node report - 40 include a value of a workload priority for the workload . The 
ing a value of a node - level attribute to a management entity , value of the node - level attribute may be encapsulated in the 
wherein the node - level attribute is selected from a node packet header by either a network adapter driver running on 
utilization level , a node role , and a dependency involving the the node or workload software running on the node . 
node . The method further comprises the management entity In one implementation , the network switch may receive a 
determining a priority for each node as a function of the 45 packet from each node and use the value of the node - level 
value of the node - level attribute received from each node , attribute in the packet received from each node to determine 
and the management entity providing the priority for each a relative priority or rank among the plurality of nodes . It is 
node to the network switch . Still further , the method com - anticipated that the relative priority among the plurality of 
prises the network switch prioritizing , for each packet , nodes may change over time with changes in the node - level 
transmission of the packet based on the priority for the node 50 attribute of one or more of the nodes . Accordingly , the 
involved in communication of the packet . method will give the highest priority to the transmission of 

packets that are most needed at any given point in time . 
BRIEF DESCRIPTION OF THE SEVERAL Optionally , the method may further comprise the network 

VIEWS OF THE DRAWINGS switch receiving a user selection of a priority mode for 
55 prioritizing transmission of packets , wherein the priority 

FIG . 1 is a diagram of a computer system in which a mode is selected from utilization mode , role mode , depen 
network switch communicates packets to and from compute dency mode , and workload mode . The network switch may , 
nodes , storage entities and a management entity . after receiving a selection of a priority mode , determine the 

FIG . 2 is a diagram of a packet having a packet header that relative priority of each node by the relative magnitude of 
includes a value of a node - level attribute . 60 each node ' s node - level attribute value associated with the 

FIG . 3 is a diagram of a plurality of nodes communicating selected priority mode . For example , in a utilization mode , 
node - level attribute values to a prioritization logic module the relative priority of each may be determined by the 
for determining packet prioritization . relative magnitude of each node ' s utilization level . 

FIG . 4A is a table illustrating a determination of trans - Furthermore , the relative priority of each node among the 
mission priority based on node utilization level . 65 plurality of nodes may be determined as a function of 

FIG . 4B is a table illustrating a determination of trans multiple node - level attributes , such as determining relative 
mission priority based on node role . priority as a function of utilization , dependency , and role . In 
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such an embodiment , the relative priority of each node compute nodes 14 , a storage entity 16 and a management 
among the plurality of nodes may be determined by a entity 18 . Any number of computer nodes 14 ( i . e . , Compute 
relative point total , wherein a point total for each node is a Node A to Compute Node N ) may participate in the methods 
cumulative sum of a utilization score , a dependency score , of the present invention . Furthermore , the network switch 12 
and a role score . 5 may communicate packets to and from remote compute 

In another implementation of the method , the network nodes 17 and remote storage entities 19 via the network 13 , 
switch may store , for each of the plurality of nodes , a value which may include additional network switches . While the 
of the most recently received node - level attribute received management node 18 is shown in communication with the 
in the packet header a packet . Each node may periodically compute nodes 14 through the network switch 12 , it is also 
transmit a new packet with a packet header having an 10 possible that the management node 18 may be in commu 
updated value for the node - level attribute . The current or n ication with the compute nodes 14 through a direct con 
updated value will be used in determining priority until the nection 15 ( see dashed lines ) . In accordance with various 
node - level attribute value is next updated or becomes embodiments of the present invention , the network switch 
invalid . In one option , the value is updated by each node 12 receives packets from source nodes and transmits each of 
selecting a packet having less than a predetermined amount 15 the packets to a destination node identified in a packet 
of data and including the updated value for the node - level header within the packet . 
attribute in a packet header of the selected packet . By FIG . 2 is a diagram of a packet 20 including a packet 
selecting a packet with a small size , the packet may be header 22 and a body 24 . The packet header 22 in this 
transmitted and received quickly , thus reducing latency in non - limiting example includes a source address , a destina 
implementing the updated value in a priority determination . 20 tion address , a packet size , a packet type , and a checksum . 
In a further option , a new packet with the packet header This and other data about the packet may be included in the 
having the updated value for the node - level attribute may be packet header 22 . In accordance with one embodiment of the 
transmitted in response to a change in the value of the present invention , the packet header 22 also includes a value 
node - level attribute greater than a predetermined change . of a node - level attribute , such as the node utilization level 
Still further , the packet header may further include a time 25 26 . Other fields may be included in the packet header to 
period over which the value of the node - level attribute is provide additional node - level attributes , such as a node role , 
valid , such that a stale value is not continued to be used in node dependencies , or an indication of how long the data is 
priority determinations . If a node should shut down , having valid ( e . g . a node utilization duration may limit use of a node 
a time period over which the value is valid will prevent that utilization value to a period of 8 seconds following receipt , 
node from continuing to receive priority . 30 after which the value is no longer valid ) . 

Another embodiment of the present invention provides a FIG . 3 is a diagram of a plurality of nodes 14 , 16 , 18 
method comprising communicating packets between a plu - communicating node - level attribute values to a prioritization 
rality of nodes and a network switch , and each node report - logic module 30 for determining packet prioritization 32 . In 
ing a value of a node - level attribute to a management entity , a first “ peer - to - peer ” embodiment , the prioritization logic 30 
wherein the node - level attribute is selected from a node 35 is performed by the network switch using the node - level 
utilization level , a node role , and a dependency involving the attribute data 34 that is obtained from each node in a packet 
node . The method further comprises the management entity header . In a second “ management centric " embodiment , the 
determining a priority for each node as a function of the prioritization logic 30 is performed by a management entity , 
value of the node - level attribute received from each node , such as management entity 18 of FIG . 1 ( shown also as 
and the management entity providing the priority for each 40 Management Entity X in FIG . 3 ) . The management entity 18 
node to the network switch . Still further , the method com - then provides priorities to the network switch ( see network 
prises the network switch prioritizing , for each packet , switch 12 in FIG . 1 ) . In either the first " peer - to - peer " 
transmission of the packet based on the priority for the node embodiment or the second “ management centric ” embodi 
involved in communication of the packet . ment , the network switch may perform the function of 

The foregoing method may further include each node 45 packet prioritization 32 using the output of the prioritization 
periodically updating the value of the node - level attribute to logic 30 . 
the management entity , and the management entity deter - It should be appreciated that embodiments of the present 
mining a priority for each node as a function of the updated invention do not require that all nodes provide node - level 
value of the node - level attribute received from each node . attributes for use in determining priorities . For example , if 
Optionally , the management entity may receive a user selec - 50 Compute Node A ( 14 ) transmits a packet to an identified one 
tion of a priority mode for prioritizing transmission of of the other nodes 17 for which there is no utilization data , 
packets , wherein the priority mode is selected from utiliza - but Compute Node A indicates a dependency upon that 
tion mode , role mode , and dependency mode . The manage - identified other node 17 , then the network switch should 
ment entity may , therefore , determine the relative priority of prioritize any reply to Compute Node A from that identified 
each node by the relative magnitude of the node - level 55 other node 17 . In another example , if one of the other nodes 
attribute value associated with the selected priority mode . 17 transmits a packet to the Management Entity X ( 18 ) , if 

Yet other embodiments of the present invention provide the network switch has a record that the Management Entity 
computer program products comprising program instruc - X is in the role of a management node , then the communi 
tions embodied on a non - transitory computer readable stor - cation to the Management Entity X may be prioritized 
age medium , where the program instructions are executable 60 regardless of receiving any node - level attributes from the 
by a processor to cause the processor to perform one of the other node 17 . 

ne or mo FIG . 4A is a table illustrating a determination of trans 
methods described herein . A separate description of the mission priority based on node utilization level . This deter 
methods will not be duplicated in the context of a computer m ination , as well as the determinations in FIGS . 4B , 4C , and 
program product . 65 4D , may be made by the network switch in a peer - to - peer 

FIG . 1 is a diagram of a computer system 10 in which a embodiment or by a management entity in a management 
network switch 12 communicates packets to and from centric embodiment . In either embodiment , the determina 
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tion may be made as illustrated . As shown , the node with given node is dependent upon for packet transmissions . For 
highest percentage utilization level is Node C with a node example , Node C has a dependency score of 30 since Nodes 
utilization level of 90 % . Accordingly , Node C is given the A , B and D depend upon Node C for packet transmissions . 
highest priority , where priority is a rank in ascending order Conversely , Node A has a dependency score of - 20 since it 
( highest priority is a 1 , and successive priorities are indi - 5 depends upon packet transmissions from both Nodes B and 
cated by successively higher numbers ) . C without any nodes depending upon Node A . 

FIG . 4B is a table illustrating a determination of trans - As a result of the scoring , Node C is given the highest 
mission priority based on node role . This determine uses a priority since it has the highest total score of 110 . Each of the 
predetermined association between node role and priority . In other nodes are then ranked as shown . However , if relative 
the present example , a node with a management role is given 10 priorities are desired , the total scores themselves may be 
the highest priority ( a “ 1 ” ) , a node with a data storage role used . 
is given the second highest priority ( a “ 2 ” ) , and the nodes Other node - level attributes and other combinations of 
with a compute role are given the lowest priority ( a “ 3 ” ) . node - level attributes may also be considered in a scoring 

FIG . 4C is a table illustrating a determination of trans - system . For example , each packet may identify a workload 
mission priority based on node dependencies . Node depen - 15 ( identification ) associated with the transmission , such that 
dencies are an indication of reliance upon the output of packets identifying a workload may be scored based , in part , 
another node . Where a first node requires completed trans on the priority of the workload . It should be recognized that 
missions from a second node in order to continue a process , the “ table ” format is provided for purposes of illustration , 
the first node is said to be " dependent ” upon the second and that the invention is not limited to any particular data 
node . Where the first node provides a transmission that is 20 structure or illustration format . 
necessary for a second node to continue a process , the first FIG . 5 is a flowchart of a first “ peer - to - peer " method 40 
node may be said to be a " provider . ” It should be recognized of prioritizing network packet transmissions . In step 42 , a 
that any given node may be both “ dependent ” upon one node plurality of nodes communicate with a network switch . In 
and a " provider ” to another node . Embodiments that con step 44 , each node transmits a packet with a packet header 
sider node dependencies may give higher priority to trans - 25 that includes a value of a node - level attribute selected from 
missions from nodes that are providers ” since those trans - a node utilization level , a node role , and a dependency 
missions enable the “ dependent ” nodes to continue a involving the node . In step 46 , the network switch receives 
process . As shown in the table , Node C is given the highest the packet and prioritizes transmission of the packet based 
transmission priority because there are three nodes ( Nodes on the value of the node - level attribute identified in the 
A , B and D ) that each depend upon transmissions from Node 30 packet header . 
C . Transmissions from Node B are given second priority FIG . 6 is a flowchart of a second “ management - centric " 
since one node ( Node A ) is dependent upon Node B . Nodes method 50 of prioritizing network packet transmissions . In 
A and D are given a lower priority since there are no other step 52 , packets are communicated between a plurality of 
nodes that are dependent upon transmissions from those nodes and a network switch . In step 54 , each node reports a 
nodes . 35 value of a node - level attribute to a management entity , 

FIG . 4D is a table illustrating a determination of trans - wherein the node - level attribute is selected from a node 
mission priority using a scoring system that factors in node utilization level , a node role , and a dependency involving the 
utilization level , node role and node dependencies . In this node . In step 56 , the management entity determines a 
illustration , node - level attributes are assumed from each of priority for each node as a function of the value of the 
five nodes , including Nodes X , A , B , C and D shown in FIG . 40 node - level attribute received from each node , and , in step 
3 . The node - level attributes are consistent with the descrip - 58 , the management entity sends the priority for each node 
tions provided in reference to FIGS . 4A - 4C . The table to the network switch . Then , in step 60 , the network switch 
further includes a “ Scoring ” section , where each of the prioritizes , for each packet , transmission of the packet based 
node - level attributes produces a score that contributes to a on the priority for the node involved in communication of 
total score for each node . The total score for each node is the 45 the packet . Typically , the transmission priority will be based 
basis for determining a transmission priority for each node . upon the priority of the node designated as the destination in 
The exact scoring formulas and weightings are only pre - the packet header . 
sented for the purpose of illustration and should not be taken As will be appreciated by one skilled in the art , aspects of 
to limit the scope of the present invention . the present invention may be embodied as a system , method 

In this non - limiting illustration , a utilization score is 50 or computer program product . Accordingly , aspects of the 
calculated as 2 points for every percent of utilization greater present invention may take the form of an entirely hardware 
than 70 percent utilization , with no penalty for have less than embodiment , an entirely software embodiment ( including 
70 percent utilization . For example , Node C has a utilization firmware , resident software , micro - code , etc . ) or an embodi 
score of 40 because its 90 % utilization is 20 percentage m ent combining software and hardware aspects that may all 
points greater than the 70 percent threshold , and the 20 55 generally be referred to herein as a " circuit , ” " module ” or 
percentage points is multiplied by 2 points per percent to " system . ” Furthermore , aspects of the present invention may 
result in a utilization score of 40 points . take the form of a computer program product embodied in 

In this non - limiting illustration , a node role score is one or more computer readable medium ( s ) having computer 
assigned on the basis of a predetermined point system . readable program code embodied thereon . 
Nodes with a management role are given a node role score 60 Any combination of one or more computer readable 
of 80 , nodes with a data storage role are given a node role medium ( s ) may be utilized . The computer readable medium 
score of 70 , and nodes with a compute role are given a node may be a computer readable signal medium or a computer 
role score of 40 . readable storage medium . A computer readable storage 

In this non - limiting illustration , a dependency score for a medium may be , for example , but not limited to , an elec 
given node is calculated by adding 10 points for every other 65 tronic , magnetic , optical , electromagnetic , infrared , or semi 
node that depends upon packet transmissions from the given conductor system , apparatus , or device , or any suitable 
node and subtracting 10 points for every other node that the combination of the foregoing . More specific examples ( a 
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non - exhaustive list ) of the computer readable storage implement the function / act specified in the flowchart and / or 
medium would include the following : an electrical connec - block diagram block or blocks . 
tion having one or more wires , a portable computer diskette , The computer program instructions may also be loaded 
a hard disk , a random access memory ( RAM ) , a read - only onto a computer , other programmable data processing appa 
memory ( ROM ) , an erasable programmable read - only 5 ratus , or other devices to cause a series of operational steps 
memory ( EPROM or Flash memory ) , an optical fiber , a to be performed on the computer , other programmable 
portable compact disc read - only memory ( CD - ROM ) , an apparatus or other devices to produce a computer imple 
optical storage device , a magnetic storage device , or any mented process such that the instructions which execute on 
suitable combination of the foregoing . In the context of this the computer or other programmable apparatus provide 
document , a computer readable storage medium may be any 10 processes for implementing the functions / acts specified in 
tangible medium that can contain , or store a program for use the flowchart and / or block diagram block or blocks . 
by or in connection with an instruction execution system . The flowchart and block diagrams in the Figures illustrate 
apparatus , or device . the architecture , functionality , and operation of possible 

A computer readable signal medium may include a propa implementations of systems , methods and computer pro 
gated data signal with computer readable program code 15 gram products according to various embodiments of the 
embodied therein , for example , in baseband or as part of a present invention . In this regard , each block in the flowchart 
carrier wave . Such a propagated signal may take any of a or block diagrams may represent a module , segment , or 
variety of forms , including , but not limited to , electro - portion of code , which comprises one or more executable 
magnetic , optical , or any suitable combination thereof . A instructions for implementing the specified logical function 
computer readable signal medium may be any computer 20 ( s ) . It should also be noted that , in some alternative imple 
readable medium that is not a computer readable storage mentations , the functions noted in the block may occur out 
medium and that can communicate , propagate , or transport of the order noted in the figures . For example , two blocks 
a program for use by or in connection with an instruction shown in succession may , in fact , be executed substantially 
execution system , apparatus , or device . concurrently , or the blocks may sometimes be executed in 

Program code embodied on a computer readable medium 25 the reverse order , depending upon the functionality 
may be transmitted using any appropriate medium , includ - involved . It will also be noted that each block of the block 
ing but not limited to wireless , wireline , optical fiber cable , diagrams and / or flowchart illustration , and combinations of 
RF , etc . , or any suitable combination of the foregoing blocks in the block diagrams and / or flowchart illustration , 
Computer program code for carrying out operations for can be implemented by special purpose hardware - based 
aspects of the present invention may be written in any 30 systems that perform the specified functions or acts , or 
combination of one or more programming languages , combinations of special purpose hardware and computer 
including an object oriented programming language such as instructions . 
Java , Smalltalk , C + + or the like and conventional procedural The terminology used herein is for the purpose of describ 
programming languages , such as the “ C ” programming ing particular embodiments only and is not intended to be 
language or similar programming languages . The program 35 limiting of the invention . As used herein , the singular forms 
code may execute entirely on the user ' s computer , partly on “ a ” , “ an ” and “ the ” are intended to include the plural forms 
the user ' s computer , as a stand - alone software package , as well , unless the context clearly indicates otherwise . It will 
partly on the user ' s computer and partly on a remote be further understood that the terms “ comprises ” and / or 
computer or entirely on the remote computer or server . In the " comprising , " when used in this specification , specify the 
latter scenario , the remote computer may be connected to the 40 presence of stated features , integers , steps , operations , ele 
user ' s computer through any type of network , including a ments , components and / or groups , but do not preclude the 
local area network ( LAN ) or a wide area network ( WAN ) , or presence or addition of one or more other features , integers , 
the connection may be made to an external computer ( for steps , operations , elements , components , and / or groups 
example , through the Internet using an Internet Service thereof . The terms " preferably , " " preferred , ” “ prefer , " 
Provider ) . 45 " optionally , " " may , " and similar terms are used to indicate 

Aspects of the present invention may be described with that an item , condition or step being referred to is an optional 
reference to flowchart illustrations and / or block diagrams of ( not required ) feature of the invention . 
methods , apparatus ( systems ) and computer program prod - The corresponding structures , materials , acts , and equiva 
ucts according to embodiments of the invention . It will be lents of all means or steps plus function elements in the 
understood that each block of the flowchart illustrations 50 claims below are intended to include any structure , material , 
and / or block diagrams , and combinations of blocks in the or act for performing the function in combination with other 
flowchart illustrations and / or block diagrams , can be imple - claimed elements as specifically claimed . The description of 
mented by computer program instructions . These computer the present invention has been presented for purposes of 
program instructions may be provided to a processor of a illustration and description , but it is not intended to be 
general purpose computer , special purpose computer , and / or 55 exhaustive or limited to the invention in the form disclosed . 
other programmable data processing apparatus to produce a Many modifications and variations will be apparent to those 
machine , such that the instructions , which execute via the of ordinary skill in the art without departing from the scope 
processor of the computer or other programmable data and spirit of the invention . The embodiment was chosen and 
processing apparatus , create means for implementing the described in order to best explain the principles of the 
functions / acts specified in the flowchart and / or block dia - 60 invention and the practical application , and to enable others 
gram block or blocks . of ordinary skill in the art to understand the invention for 

These computer program instructions may also be stored various embodiments with various modifications as are 
in a computer readable medium that can direct a computer , suited to the particular use contemplated . 
other programmable data processing apparatus , or other What is claimed is : 
devices to function in a particular manner , such that the 65 1 . A method , comprising : 
instructions stored in the computer readable medium pro a network switch receiving , from each node of a plurality 
duce an article of manufacture including instructions which of nodes , 
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a packet with a packet header that includes a value of a 12 . The method of claim 1 , wherein the packet header 
node - level attribute selected from the group consisting further includes a time period over which the value of the 
of a node utilization level , a node role , and a depen - node - level attribute is valid . 
dency involving the node ; 13 . The method of claim 1 , wherein the packet includes a 

the network switch using the value of the node - level 5 workload , and wherein the packet header further includes a 
attribute in the packet received from each node to value of a workload priority for the workload . 
determine a relative priority among the plurality of 14 . A method , comprising : 
nodes ; and a network switch receiving , from each node of a plurality the network switch prioritizing transmission of each of the of nodes , a packet with a packet header that includes a received packets based on the relative priority of the 10 value of a node - level attribute selected from the group node from which the packet is received . consisting of a node utilization level , a node role , and 2 . The method of claim 1 , wherein the node - level attribute 

is a node utilization level selected from a current node a dependency involving the node ; 
utilization level and a measure of node utilization over a the network switch using the value of the node - level 
period of time . attribute in the packet received from 15 each node to 

3 . The method of claim 1 , wherein the node - level attribute determine a relative priority among the plurality of 
is a node role selected from management node , compute nodes , wherein the relative priority of each node among 

the plurality of nodes is determined by a relative point node , and storage node . 
4 . The method of claim 1 , wherein the node - level attribute total , wherein a point total for each node is a cumula 

is a dependency involving the node , wherein the dependency 20 tive sum of a utilization score , a dependency score , and 
is selected from identifying a node upon which the node is a role score ; and 
currently dependent for a transmission , identifying a node the network switch prioritizing transmission of each of the 
that current depends upon the node for a transmission , received packets based on the relative priority of the 
identifying a number of nodes upon which the node cur node from which the packet is received . 
rently depends for a transmission , and identifying a number 25 15 . A method , comprising : 
of nodes that current depend upon the node for a transmis a management entity receiving , from each node of a 
sion . plurality of nodes , 

5 . The method of claim 1 , wherein the value of the a value of a node - level attribute selected from a node 
node - level attribute is encapsulated in the packet header by utilization level , a node role , and a dependency involv 
a network adapter driver running on the node , by workload 30 ing the node ; 
software running on the node , or by fabric software . the management entity determining a priority for each 

6 . The method of claim 1 , further comprising : node as a function of the value of the node - level 
the network switch receiving a user selection of a priority attribute received from each node ; 

mode for prioritizing transmission of packets , wherein the management entity sending the priority for each node 
to a network switch ; and the priority mode is selected from utilization mode , role 35 

mode , dependency mode , and workload mode . the management entity instructing the network switch to 
7 . The method of claim 6 , wherein the network switch prioritize transmission of each packet received by the 

determines the relative priority of each node by the relative network switch from the plurality of nodes based on the 
magnitude of the node - level attribute value associated with priority for the node from which the packet is received . 
the selected priority mode . 40 16 . The method of claim 15 , further comprising : 

8 . The method of claim 1 , wherein the relative priority of the management entity periodically receiving , from each 
each node among the plurality of nodes is determined as a node of the plurality of nodes , and updated value of the 
function of utilization , dependency , and role . node - level attribute ; and 

9 . The method of claim 1 , further comprising : the management entity determining a priority for each 
the network switch storing , for each of the plurality of 45 node as a function of the updated value of the node 

nodes , a value of the most - recently received node - level level attribute received from each node . 
attribute received in the packet header a packet ; and 17 . The method of claim 15 , further comprising : 

the network switch periodically receiving , from each node the management entity receiving a user selection of a 
of the plurality of nodes , a new packet with a packet priority mode for prioritizing transmission of packets , 
header having an updated value for the node - level 50 wherein the priority mode is selected from utilization 
attribute . mode , role mode , and dependency mode . 

10 . The method of claim 9 , 18 . The method of claim 17 , wherein the management 
wherein the new packet has less than a predetermined armined entity determines the relative priority of each node by the 

relative magnitude of the node - level attribute value associ amount of data . 
11 . The method of claim 9 . wherein the new packet with 55 ated with the selected priority mode . 

the packet header having the updated value for the node 19 . The method of claim 15 , wherein the node - level 
attribute is a node role selected from management node , level attribute is transmitted in response to a change in the 

value of the node - level attribute greater than a predeter compute node , and storage node . 
mined change . * * * * * 


