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FIG . 3 

Allocate _ du _ to _ node ( Data _ Unit _ ID du _ id , int NUM _ DOMAIN , 
int NUM _ NODES _ PER _ DOMAIN , int T ) 

du _ hid = hash ( du _ id ) 
domain _ id = mod ( du _ id , NUM _ DOMAIN ) ; 
num nodes = NUM NODES DOMAIN ( domain id ) ; 
num _ iter = T ; 
while ( true ) 

IF ( num _ iter = = 0 ) 
reject the allocation request ; 
unload and report error 

ENDIF ; 
temp _ id = mod ( du _ hid , num _ nodes ) ; 

IF ( num _ iter = = T ) 
node _ id = temp _ id ; 

ELSE IF ( temp _ id > = prev _ node _ id ) 
node _ id = temp _ id + 1 ; 

ELSE 
node _ id = temp _ id ; 

END IF 

IF ( ( node _ id . load < MAX _ LOAD ) & & ( node _ id is up ) ) 
allocate the data unit du _ id to node node _ id ; 

EXIT ; 
END IF 
prev _ node _ id = node _ id ; 
num _ nodes - - ; 
num _ iter - - ; 
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METHOD FOR FAILURE - RESILIENT DATA algorithms can be generally classified into two paradigms : 
PLACEMENT IN A DISTRIBUTED QUERY centralized data mapping , and decentralized data mapping . 

PROCESSING SYSTEM Centralized data mapping assigns a particular node of a 
cluster to be the “ central ” node . Centralized data placement 

CROSS - REFERENCE TO RELATED 5 schemes are adopted in many systems such as Hadoop 
APPLICATIONS Distributed File System ( HDFS ) , General Parallel File Sys 

tem ( GPFS ) , etc . 
This application is related to U . S . patent application Ser . The assigned central node stores a data map identifying 

No . 12 / 776 , 341 , titled “ Adaptively Routing Transactions to the location of each portion of data stored among the nodes 
Servers , ” and filed May 7 , 2010 the entire contents of which 10 of the system , and also performs data placement decisions . 
is hereby incorporated by reference as if fully set forth If the assigned central node attempts to place data at a 
herein . storage node that is not available to store the data , then the 

central node picks another destination node for the data , e . g . , 
FIELD OF THE INVENTION by incrementing through an array of storage node identifiers 

15 until the central node identifies an available storage node . 
The present invention relates to storing data in a distrib - Generally , other nodes in the system report to the central 

uted memory system , and more specifically , to creating a node . 
highly available data placement map for balancing the data However , centralized data mapping involves allocation of 
load across the nodes of a distributed in - memory query significant storage space in the central node to maintain the 
processing system . 20 data map . Further , all of the data placement traffic and the 

data lookup service traffic condense in the central node , 
BACKGROUND which causes a bottleneck for the whole system . Also , if the 

central node crashes , then the central data map is destroyed , 
Traditionally , large - scale data sets ( e . g . , on the scale of which compromises the failure resilience of such a system . 

multiple terabytes ( TB ) of data ) have been stored on disk - 25 Decentralized data mapping utilizes distributed routing 
based storage systems , such as RAID ( Redundant Array of algorithms such as Distributed Hash Table ( DHT ) to route 
Independent Disks ) systems . An alternative to managing data placement requests in an overlay network to reach the 
large amounts of data using disk - based storage systems is data destinations . Decentralized data mapping is used by 
managing the data via distributed in - memory query process - many systems , such as Chord , Dynamo , and Cassandra , etc . 
ing systems ( referred to herein as “ distributed query pro - 30 According to this scheme , a request to place particular 
cessing systems ” ) . A distributed query processing system data in the system is routed from storage node to storage 
includes two or more computing devices , where each device node until the destination storage node is located . The next 
stores a portion of the data assigned to the distributed query hop decisions used to route the request are based on a next 
processing system , and data management is coordinated hop algorithm accessible at each node . Specifically , when a 
among all computing devices in the system . 35 particular node in the system receives the request to place 
Given the diminishing cost of storage on individual the particular data , the node first checks whether it is the 

computing devices , it is becoming more cost - effective to use owner of the particular data ( i . e . , based on a set of ownership 
distributed query processing systems to store and process rules ) . If the particular node determines that it is not the 
large amounts of data . Also , distributed query processing owner of the particular data , then the node forwards the data 
systems generally are more scalable than disk - based storage 40 placement request to one or more neighbor nodes , each of 
systems in that distributed query processing systems com - which determine whether it is the owner of the particular 
prise a configurable number of storage nodes . Furthermore , data by applying the same set of ownership rules as the 
the in - memory processing capability of individual comput - particular node . Eventually , the data placement request 
ing devices of a distributed query processing system is reaches a storage node that determines that it is the owner of 
generally more powerful and efficient than that of a disk - 45 the particular data to be placed and this destination storage 
based computing system by an order of magnitude . As such , node stores the particular data . 
by using the processing capability of the individual storage Accordingly , data lookup is performed through routing 
nodes in a distributed query processing system for query the lookup request among the nodes of the system with the 
processing , such a system allows for increased parallelism in next hop being decided in a manner similar to the next hop 
processing queries over data stored at the distributed query 50 decision for a request to place data on the system . A request 
processing system . for data is sent from node to node in the system until the 
However , distributed query processing systems are sub - owner of the requested data is located . 

ject to some practical constraints . For example , the comput - The number of hops to route the request is logarithmic to 
ing devices in a distributed query processing system are the number of nodes in the whole system , which is non 
generally constrained in the amount of memory in the 55 trivial for large - scale systems . Also , given that a query on 
devices , i . e . , because of the cost of memory ( such as , power data in a distributed query processing system may involve 
consumption of the memory ) , for architectural reasons , etc . data units from a large number of nodes , the cumulative data 
Also , in the case of very large data sets , each node in the lookup latency involved in responding to a query based on 
system stores only a portion of data for a particular data set , a decentralized scheme is non - trivial . 
and , at times , processing a query over the data set requires 60 Therefore , it would be beneficial to develop an improved 
replicating data across nodes in the system . placement algorithm , for distributing data amongst the 

It is important to carefully allocate data , including data for nodes of a distributed query processing system , that is an 
very large data sets , across the computing devices in a improvement over the centralized and decentralized systems 
distributed query processing system to facilitate manage - described above . 
ment of the data . To that end , data may be distributed among 65 The approaches described in this section are approaches 
the nodes of a distributed query processing system by that could be pursued , but not necessarily approaches that 
observing a placement algorithm . Existing data placement have been previously conceived or pursued . Therefore , 
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unless otherwise indicated , it should not be assumed that any stored in the exceptions map ) , most of the data on the system 
of the approaches described in this section qualify as prior may be located without use of a general data map . As such , 
art merely by virtue of their inclusion in this section . the data placement scheme described herein requires much 

less storage space for data used to locate destination nodes 
BRIEF DESCRIPTION OF THE DRAWINGS 5 than is needed for a fully - materialized data map . 

This scheme is also failure resilient with high probability . In the drawings : Most data may be located by any node in the system based 
FIG . 1 is a block diagram that depicts an example on the node performing the placement algorithm for the 

distributed query processing system that implements a data required data . This allows the system to be flexible , and 
placement scheme that distributes data load amongst the 10 lim " the limits the system ' s dependency on the supervisor node . nodes of the system . Architecture for a Distributed Query Processing System FIG . 2 depicts a flowchart for identifying a particular node FIG . 1 is a block diagram that depicts an example of a distributed query processing system on which to store distributed query processing system 100 that implements a a particular unit of data . 

FIG . 3 depicts pseudocode for a range modular function . 15 data placement scheme that distributes data load amongst 
FIG . 4 is a block diagram of a computer system on which the nodes of system 100 , according to embodiments . Dis 

embodiments may be implemented . tributed query processing system 100 includes a supervisor 
device 110 and a plurality of server devices 120A - N , which 

DETAILED DESCRIPTION are communicatively coupled via a network 130 . Example 
20 distributed query processing system 100 may include other 

In the following description , for the purposes of expla - devices , including client devices , server devices , and display 
nation , numerous specific details are set forth in order to devices , according to embodiments . 
provide a thorough understanding of the present invention . Supervisor device 110 may be implemented by any type 
It will be apparent , however , that the present invention may of computing device that is communicatively connected to 
be practiced without these specific details . In other 25 network 130 and is configured to run data placement service 
instances , well - known structures and devices are shown in 112 . Example implementations of supervisor device 110 
block diagram form in order to avoid unnecessarily obscur include , without limitation , computing server device , work 
ing the present invention . stations , and any other type of computing device . According 
General Overview to embodiments , supervisor device 110 serves as a supervi 

Herein is described a data placement scheme for distrib - 30 sor node for distributed query processing system 100 in that 
uted query processing systems that achieves load balance supervisor device 110 performs processing to identify par 
amongst the nodes of the system . Embodiments of the data ticular storage nodes in system 100 on which to place data . 
placement scheme are applicable to systems with a large in distributed query processing system 100 , supervisor 
number of storage nodes , and to systems comprising device 110 is configured with a data placement service 112 
memory - constrained storage nodes , etc . 35 and a placement algorithm 114 . Also , supervisor device 110 

To identify a destination node on which to place particular i s configured with an exception map 116 indicating desti 
data , a supervisor node in the system performs a placement nation storage nodes , for units of data , the identifiers for 
algorithm over an identifier of the particular data , where the which are not derivable based on placement algorithm 114 
placement algorithm utilizes two or more hash functions . ( as described in further detail below ) . 
The result of the placement algorithm is used to identify a 40 Data placement service 112 may be implemented in any 
potential destination node for the data . The two or more hash number of ways , including as a stand - alone application 
functions help to ensure that the result of the placement running on supervisor device 110 , as part of a database 
algorithm is practically random , which balances the data management system running on supervisor device 110 , etc . 
load across nodes in the system . Data placement service 112 may be implemented by one or 

Also , each iteration of the placement algorithm over a 45 more logical modules . Supervisor device 110 may be con 
particular data identifier returns information identifying a figured with one or more other mechanisms , processes , 
different destination for the particular data . Therefore , if the information ( including databases ) , and functionalities , 
first iteration of the placement algorithm identifies a storage depending upon a particular implementation . 
node that is unavailable to store the particular data , the Network 130 may be implemented with any type of 
supervisor node runs the placement algorithm again to 50 medium and / or mechanism that facilitates the exchange of 
determine another potential destination node for the particu - information between supervisor device 110 and server 
lar data . In fact , the supervisor node runs the placement devices 120A - N . Furthermore , network 130 may facilitate 
algorithm until a destination node is identified that is avail - use of any type of communications protocol , and may be 
able to store the data , or the supervisor node has run the secured or unsecured , depending upon the requirements of a 
placement algorithm an established number of times . If no 55 particular embodiment . 
available destination node is identified using the placement Server devices 120A - N may be implemented by any type 
algorithm , then the supervisor node identifies an available of computing devices that are capable ( a ) of communicating 
destination node for the particular data and includes infor - with supervisor device 110 over network 130 and ( b ) of 
mation identifying the data and the selected destination node hosting and maintaining a data store ( i . e . , data stores 124A 
in an exception map stored at the supervisor node . This 60 N ) . Server devices 120A - N serve as the storage nodes for 
exception map will generally be very small because of the distributed query processing system 100 , and are referred to 
load balancing in the system . herein as storage nodes . 

Therefore , the data placement scheme described herein In distributed query processing system 100 , server 
requires minimal space on the nodes of the system for data devices 120A - N are configured with local services 122A - N . 
maps , and requires minimal computational resources . Since 65 According to embodiments , the devices of server devices 
the majority of data is placed on the system based on the 120A - N do not share memory , disk storage , etc . The num 
result of the placement algorithm ( except those mappings bering system of server devices 120A - N does not limit the 
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storage nodes of system 100 to any particular quantity , but of data amongst the storage nodes of the system . A unit of 
is used herein for ease of explanation . data is a logical portion of data that is discretely stored 

Data stores 124A - N , in server devices 120A - N , respec independent of other units of data . An example of a unit of 
tively , maintain information placed on system 100 . Data data is a particular data block , data blocks pertaining to a 
stores 124A - N may reside in any type of storage , including 5 particular range of data block identifiers , data blocks per 
volatile and non - volatile storage ( e . g . , random access taining to a particular extent in a primary data store , or any 
memory ( RAM ) , a removable or disk drive , main memory , other logical unit of data . 
etc . ) , and may each be implemented by one or more logical Each data unit in a data set is identified by an identifier databases . The storage on which data stores 124A - N reside ( referred to herein as a “ data unit id ” ) . The data unit id of a may be external or internal to server devices 120A - N , 10 particular data unit uniquely identifies the data unit amongst respectively . the data set , and amongst any other data stored in system Any of the functionality attributed to one or more of local 100 . To illustrate in the case of a relational data source of the services 122A - N herein may be performed by another of unit of data , the data unit id for a particular unit of data may local services 122A - N , by another entity running on server 
devices 120A - N . by any entity on supervisor device 110 . or 15 be derived from an extended block number for the data 
on other devices that are communicatively coupled to net ( filename number plus block number ) . 
work 130 . according to embodiments . Server devices FIG . 2 depicts a flowchart 200 for identifying a destina 
120A - N may be configured with other mechanisms , hard - tion storage node of a distributed query processing system 
ware , processes , and functionalities , depending upon a par on which to store a particular unit of data . At step 202 of 
ticular implementation . 20 flowchart 200 , a particular computing device , of a plurality 

Data placement service 112 and / or any of local services of computing devices , is identified as a destination comput 
122A - N may receive and respond to Application Program - ing device of a particular unit of data . For example , data 
ming Interface ( API ) calls , Simple Object Access Protocol placement service 112 of supervisor device 110 receives 
( SOAP ) messages , requests via HyperText Transfer Protocol information indicating a request to store a particular unit of 
( HTTP ) , HyperText Transfer Protocol Secure ( HTTPS ) , 25 data . In response to receiving the request , data placement 
Simple Mail Transfer Protocol ( SMTP ) , or any other kind of service 112 identifies a particular node from server devices 
communication , e . g . , from other entities communicatively 120A - N to be the destination computing device of the 
coupled to network 130 . Further , data placement service 112 particular unit of data . As another example , data placement 
and / or any of local services 122A - N may send one or more service 112 automatically identifies the need to store the 
communications , using any of the above protocols or any 30 particular unit of data , e . g . , based on a received request to other communication protocol , over network 130 to one of store a data set that includes the particular unit of data . the other entities communicatively coupled to network 130 , According to an embodiment , data placement service 112 according to embodiments . receives , in a message , the data unit . According to another In an embodiment , each of the processes described in 
connection with data placement service 112 , and / or any of 35 en 25 embodiment , data placement service 112 retrieves the data 
local services 122A - N are performed automatically and may unit from a primary data store . In this embodiment , the 
be implemented using one or more computer programs , primary data store is a database , accessible to data placement 
other software or hardware elements , and / or digital logic in service 112 , which stores data that is also stored at system 
any of a general - purpose computer or a special - purpose 100 . For example , the primary data store is a relational 
computer , while performing data retrieval , transformation , 40 database for which the data resides in disk , buffer cache , or 
and storage operations that involve interacting with and in memory of supervisor device 110 ( not shown in FIG . 1 ) 

or any other device communicatively connected to supervi transforming the physical state of memory of the computer . sor device 110 . To illustrate , supervisor device 110 runs a Data Placement Algorithm 
It is important to carefully allocate data across the nodes relational database server , such as Oracle database server , 

in a distributed query processing system . Careful allocation 45 that provides access to and manages the primary data store 
of data keeps the load balanced among the storage nodes of relational database . 

As indicated in flowchart 200 , step 202 includes sub - steps the system , which impacts , for example , query execution 202A and 202B . At step 202A , a placement function is performance , ease of management , and the ability to effi 
ciently retrieve and update stored information . Many times , performed based , at least in part , on the particular data 
a distributed query processing system such as system 100 is 50 so identifier , where the placement function comprises two or 
used to store large data sets that include on the order of more hash functions , and where performance of the place 

ment function comprises combining results of the two or multiple terabytes of data . In the context of such a large data 
more hash functions to produce combined results . For set , proper load balancing of the data across the nodes in the 

system ( i . e . , server devices 120A - N ) is important because an example , data placement service 112 implements placement 
overloaded node may throttle the performance operations 55 a ns ss algorithm 114 , which comprises at least two hash functions 
involving data on multiple nodes in the system . as described in further detail below . 

Accordingly , embodiments comprise a data placement For example , placement algorithm 114 is the following 
algorithm that provides information indicating where to deterministic double hashing function : 
store particular data units . This data placement algorithm 

( h1 ( du _ id ) + iter * h2 ( du _ id ) ) mod N creates small spatial overheads , imposes light computation 60 
overhead , achieves load balance amongst the storage nodes In this example , placement algorithm 114 receives two 
of the system , and provides failure resilience for the data inputs : “ du _ id ” , which represents the data unit id of a given 
stored on the system . The algorithm is a hybrid data place - data unit ; and “ iter ” , which denotes the number of times 
ment algorithm that bears advantages of both a totally placement algorithm 114 has been run in order to determine 
centralized design and a totally decentralized design . 65 the destination node of the given data unit . In placement 

According to embodiments , a supervisor node , i . e . , super - algorithm 114 , N denotes the number of storage nodes ( i . e . , 
visor device 110 , determines where to place particular units the number of server devices 120A - N ) in system 100 . 

( 1 ) 
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This example placement algorithm 114 comprises two data ) to server device 120C . In response to receiving infor 
deterministic hashing functions : “ hl ( du _ id ) ” and “ h2 ( du _ id ) mation for the particular unit of data , local service 122C 
” . According to embodiments , hash functions hl and h2 causes the data to be stored at data store 124C . 
produce different results given a particular data unit id . Furthermore , each storage node in system 100 maintains 
These hash functions may be configured by an administrator 5 its own materialized data placement map that tracks what 
to produce the most random results possible over the range data units are placed on the associated storage node . As data 
of possible data unit ids and given the total number of units are allocated to or deleted from a particular storage 
storage nodes . Random results from placement algorithm node , the data placement map for the node is timely updated 
114 ensures that the load will be properly balanced among to reflect these changes . As such , when the particular unit of 
the nodes of system 100 . If the hash functions do not 10 data is stored in data store 124C , local service 122C also 
produce sufficiently random results , the data stores ( 124 ) of includes information identifying the particular unit of data 
particular storage nodes of system 100 will likely fill up ( such as the data node id “ 89 " ) to be included in the data 
more quickly than the data stores ( 124 ) of other storage placement map , maintained by server device 120C , that 
nodes , which creates a load imbalance in the system . includes information about all of the data units that are 

Returning to the explanation of flowchart 200 , data place - 15 stored at server device 120C . 
ment service 112 performs placement algorithm 114 with the Failure Resilience in Data Placement 
data unit id for the particular data unit . The results of the two In order to place a particular unit of data on a destination 
hash functions are combined , and the combined result is storage node , data placement service 112 runs placement 
used to identify a particular storage node in system 100 on algorithm 114 until one of the nodes mapped to a resulting 
which to store the particular data unit ( as described in further 20 node identifier is available , or until data placement service 
detail below ) . 112 has run placement algorithm 114 an established number 

Data placement service 112 performs , for a first iteration of times . For example , an administrator establishes a maxi 
( meaning “ iter ” equals zero ) , placement algorithm 114 based mum number of times that data placement service 112 will 
on the data unit id of the particular data unit . As a non - run placement algorithm 114 to identify the destination node 
limiting illustration , the number of storage nodes in the 25 for a particular unit of data . Because data placement service 
system is 12 ; " h1 " = du _ id mod 15 ; and “ h2 ” = du _ id mod 22 . 112 will only run placement algorithm 114 the established 
Also , the data unit id of the particular data unit is 89 . As number of times , the number of logical hops that it takes to 
such , data placement service 112 performs the following identify the destination node for a particular unit of data is 
calculations based on the given placement algorithm 114 : bound to a constant . 
( h1 ( 89 ) + 0 * h2 ( 89 ) ) mod 12 . The result of h1 ( 89 ) is 14 . The 30 Thus , returning to the previous example , if data placement 
result of h2 is negated in this particular iteration of place - service 112 determines that server device 120C is not 
ment algorithm 114 because it is the first iteration , and the available , then data placement service 112 determines 
combination ( or , in this case , addition ) of the results of the whether placement algorithm 114 has been run the estab 
two hash functions is ( 14 + 0 ) mod 12 . Of course , 14 mod lished number of times ( e . g . , a maximum of 2 times ) to 
12 = 2 . Therefore , the combined result of data placement 35 identify a destination node for the particular unit of data . In 
service 112 running placement algorithm 114 based on the this case , placement algorithm 114 has only been run once , 
data unit ' s identifier is 2 . which is less than the established maximum number of 

At step 202B , the particular computing device is identi - times . 
fied to be the destination computing device of the particular Therefore , data placement service 112 runs placement 
unit of data based on the combined results . For example , 40 algorithm 114 a second time . Because placement algorithm 
each storage node in system 100 is identified by a node 114 uses the iteration number ( " iter ” ) as part of its calcula 
identifier , which uniquely identifies the associated storage tion , the node identifier that is the result of placement 
node among the storage nodes of system 100 . Based on the algorithm 114 is different at each iteration of the algorithm . 
previous example , there are 12 storage nodes in system 100 , For example , data placement service 112 performs , for a 
and each storage node is assigned an integer value from 0 - 11 45 second iteration meaning iter equals one ) , placement algo 
such that server device 120A corresponds to node identifier rithm 114 based on the data unit id of the particular data unit 
0 , server device 120B corresponds to node identifier 1 , etc . as follows : ( h1 ( 89 ) + 1 * h2 ( 89 ) ) mod 12 . As before , the result 
Data placement service 112 determines that the destination of h1 ( 89 ) is 14 . Also , the result of h2 ( 89 ) is 1 . The combi 
storage node for the particular unit of data is the node among nation of the results of the two hash functions is ( 14 + 1 ) mod 
server devices 120A - N with a node identifier of 2 , which is 50 12 , which equals 3 . As such , the result of the second iteration 
server device 120C ( not pictured in FIG . 1 ) . of placement algorithm 114 is the node among server 

At step 204 , the particular unit of data is caused to be devices 120A - N with a node identifier of 3 , which is server 
stored on the data store of the particular computing device device 120D ( not depicted in FIG . 1 ) . 
based on identifying the particular computing device . For Returning to the previous example , data placement ser 
example , data placement service 112 determines whether 55 vice 112 determines whether server device 120D is available 
server device 120C is available to store the particular unit of to store the particular unit of data . If server device 120D is 
data . A particular node is not available to store data when the available , then data placement service 112 causes the par 
node has failed , the node is under recovery , the data store ticular unit of data to be stored at server device 120D in a 
124 of the node has reached its maximum threshold for data manner similar to that which is described above in connec 
load , or for any other reason that would cause the particular 60 tion with server device 120C . 
node to be unavailable to store data . If server device 120D is not available , then data place 

In response to determining that server device 120C is ment service 112 again determines whether placement algo 
available to store the particular unit of data , data placement rithm 114 has been run the established maximum number of 
service 112 causes server device 120C to store the particular times to identify a destination node for the particular unit of 
unit of data in data store 124C ( on server device 120C ) . To 65 data being placed in system 100 . At this point , placement 
illustrate , data placement service 112 sends the particular algorithm 114 has been run twice , which is equal to the 
unit of data ( or information identifying the particular unit of established maximum number of times , which is two . 
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Since placement algorithm 114 has been run the estab Exception map 116 may be implemented by any data 
lished number of times , data placement service 112 identi structure or data storage that can store mappings between 
fies the destination node for the particular unit of data as a information identifying units of data ( at least data unit ids ) 
data unit exception , which does not utilize placement algo and information identifying the respective destination stor 
rithm 114 . That is , after running placement algorithm 114 the 5 age nodes for the units of data . For example , exception map 
established number of times and each node identified by 116 may be implemented in a hash table , an XML database , 
placement algorithm 114 is not available , data placement a b - tree or other structure in a relational database , etc . 
service 112 determines that the given data unit is to be Due to the algorithmic nature of the placement of most 
placed on a storage node whose id is not generated by units of data on system 100 , only information about desti 
placement algorithm 114 . That is , the given data unit is 10 nation storage nodes that were not identified in results of 
identified to be a data unit exception . For example , data placement algorithm 114 must be materialized , i . e . , in 
placement service 112 identifies a destination storage node exception map 116 . All other placement mappings can be 
for the particular unit of data based , at least in part , on derived from placement algorithm 114 and need not be 
information that indicates which storage nodes are available materialized . Furthermore , use of placement algorithm 114 
to store the particular unit of data . Placement service 112 15 in placing data units on the storage nodes of system 100 
adds , to exception map 116 , an entry that records informa - keeps the load balanced between the storage nodes . This 
tion identifying the given data unit and the identified desti - allows exception map 116 to stay very small in most 
nation storage node , e . g . , in the format ( data _ unit _ id , owner circumstances , unless system 100 becomes overloaded 
node id ) . According to embodiments , data placement service 112 

According to embodiments , supervisor device 110 has 20 produces email notifications , e . g . , to notify human admin 
access to information indicating which of server devices istrators via email , when mappings are stored in exception 
120A - N are available ( including how much free space is in map 116 . Such information may be useful to an administra 
the devices ' respective data stores 124A - N ) . Data placement tor to gauge the health of system 100 , to determine whether 
service 112 selects one of the available storage nodes in the system is overloaded , to determine that one or more 
system 100 on which to store the particular unit of data , e . g . , 25 changes are needed in placement algorithm 114 and / or the 
via a round robin scheme for picking an available storage established maximum number of times placement algorithm 
node , via a determination of which available storage node 114 can be run to identify a destination storage node for a 
has the most amount of free space in its data store 124 , etc . particular unit of data , etc . 
Once data placement service 112 selects a destination To illustrate , data placement service 112 maintains a list 

storage node for the particular unit of data , e . g . , server 30 of email addresses to which data placement service 112 
device 120A , data placement service 112 causes the selected sends an email with information indicating that one or more 
storage node to store the particular unit of data . For example , data units have been mapped to destination storage nodes in 
data placement service 112 sends the particular unit of data exception map 116 . For example , data placement service 112 
to server device 120A . Local service 122A causes the sends an email to the listed email addresses when the 
particular unit of data to be stored at data store 124A and 35 number of mappings stored in exception map 116 exceeds a 
records storage of the particular unit of data in the data particular threshold number of mappings . This threshold 
placement map , maintained by server device 120A . number of mappings is configurable by an administrator so 

Thus , system 100 is failure resistant with respect to data as to cause generation of email notifications when the size of 
placement in that an entity that is attempting to identify a exceptions map 116 grows past a certain point . 
destination node for a particular unit of data runs placement 40 According to embodiments , a notification is also pro 
algorithm 114 a configurable number of times based on the duced if no space is available to store a particular unit of data 
particular unit of data . Configuring placement algorithm 114 on any of the storage nodes in system 100 ( aka “ storage 
to be run two or more times to identify a destination node for failure ” ) . According to embodiments , if a storage failure is 
a particular unit of data increases the potential for algorithm detected , data placement service 112 places information 
based placement of data units despite the potential of failed 45 identifying the particular unit of information in a queue of 
nodes in the system . Also , the limited number of times that information that is yet to be stored on the system . In 
placement algorithm 114 is run to identify a destination node response to detecting that information is deleted from sys 
for a particular unit of data maximizes the possibility that a tem 100 , freeing up space on one or more of data stores 
data unit will be placed using placement algorithm 114 124A - N , data placement service 112 attempts to place one or 
without requiring placement algorithm 114 to be run an 50 more units of data from the queue onto system 100 as 
overly large number of times , i . e . , in the case of widespread described above . 
storage node unavailability . Furthermore , in the case of Such a use of placement algorithm 114 allows for the 
placement algorithm 114 returning all unavailable nodes as destination storage nodes of a majority of data units stored 
potential destinations for a particular unit of data , data at system 100 to be known to any node in the system that 
placement service 112 uses an alternative method to pick an 55 implements placement algorithm 114 . Since maintenance of 
available node as the destination node and a mapping of the placement algorithm 114 requires very little memory , place 
unit of data to the selected destination node is stored in the ment algorithm 114 can be utilized by each node in system 
exception map as described above . 100 independent from any other node in the system without 
Exception Map significant memory resources dedicated to the algorithm . 

Also , because the destination storage node for the par - 60 Therefore , since the exception map 116 is generally very 
ticular unit of data was not indicated in a result of placement small as well , embodiments are likely to use a minimum of 
algorithm 114 based on the data unit id of the data , data storage space on any node that is required to place or retrieve 
placement service 112 also stores information about the data units in system 100 . 
selected destination node in exception map 116 . For Data Retrieval 
example , data placement service 112 causes exception map 65 According to an embodiment , in order to retrieve a 
116 to store a mapping between data unit id " 89 " and the particular data unit from system 100 , data placement service 
storage node identifier of server device 120A , i . e . , “ O ” . 112 first determines whether a mapping for the particular 
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data unit is included in exception map 116 . If such a For example , supervisor device 110 receives a request to 
mapping exists , then data placement service 112 identifies perform a particular query on the data stored at system 100 . 
the destination storage node of the particular data unit from A query processing unit on supervisor device 110 ( not 
the mapping and requests the data unit from the identified shown in FIG . 1 ) tasks server device 120A to perform at 
node . 5 least a portion of the query . In performing the query , local 

If a mapping for the particular data unit is not included in service 122A determines that a particular unit of data ( e . g . , 
exception map 116 , then data placement service 112 runs a with data unit id “ 50 ” ) is needed to generate the required 
first iteration of placement algorithm 114 to identify a first query results . 
potential destination node for the data unit , e . g . , server According to embodiments , local service 122A deter 
device 120C for a data unit with the data unit id “ 89 ” . Data 10 mines that the required data unit ( referred to as data unit 

“ 50 ” ) is not stored at data store 124A . In response to this placement service 112 requests the particular data unit from 
the identified potential destination node , e . g . , from local determination , local service 122A follows the data retrieval 

process outlined above in connection with supervisor device service 122C on the identified server device 120C . Local 110 . Specifically , local service 122A first requests informa 
service 122C runs a query on the data placement map 15 tion from data placement service 112 about any mapping 
maintained at server device 120C to determine if data store included in exception map 116 that maps data unit “ 50 ” to 
124C includes the indicated data unit . If it does , local service a particular destination node . 
122C returns the requested data unit to data placement If exception map 116 does not include information about 
service 112 . If data store 124C does not store the indicated the destination node for data unit “ 50 ” , then local service 
data unit , local service 122C sends a failure notification to 20 122A runs a first iteration of placement algorithm 114 for 
data placement service 112 . data unit “ 50 ” . An example is run for data unit “ 50 ” using 

In the case of a failure of the first potential destination the same non - limiting information about placement algo 
node finding the indicated data unit , data placement service rithm 114 used in examples above , specifically : placement 
112 performs iterations of placement algorithm 114 ( as algorithm 114 = ( h1 ( du _ id ) + iter * h2 ( du _ id ) ) mod N ; the num 
described in detail above ) until the data unit is found on a 25 ber of storage nodes in the system is 12 ; " h1 " = du _ id mod 
storage node identified by the results of placement algorithm 15 ; and “ h2 ” = du _ id mod 22 . 
114 ( as described above ) , or the established maximum Data placement service 112 performs the following cal 
number of iterations is performed . According to embodi - culations for the first iteration of placement algorithm 114 : 
ments , the iterations of placement algorithm 114 may be ( h1 ( 50 ) + 0 * h2 ( 50 ) ) mod 12 . The result of h1 ( 89 ) is 5 . Since 
computed ( and the resulting storage nodes queried for the 30 it is the first iteration and “ iter " = 0 , the result of h2 is negated 
requested data unit ) in parallel . in this iteration of placement algorithm 114 . The combina 

If data placement service 112 runs placement algorithm tion of the results of the two hash functions is ( 5 + 0 ) mod 12 , 
114 the established number of times without successfully which equals 5 . Therefore , the combined result of data 
identifying the destination node of the indicated unit of data , placement service 112 running placement algorithm 114 
data placement service 112 determines that the data unit is 35 based on the identifier of data unit “ 50 ” is 5 . 
not stored on system 100 . According to an embodiment , in Based on this result , data placement service 112 identifies 
response to determining that the data unit is not stored on the storage node that corresponds to the node identifier " 5 " 
system 100 , data placement service 112 reports , to the ( or server device 120F , not depicted in FIG . 1 ) to be the first 
requesting entity , that the data is not found on system 100 . potential destination node for data unit “ 50 ” . Local service 
According to another embodiment , in response to determin - 40 122A requests information from local service 122F , associ 
ing that the data unit is not stored on system 100 , data ated with the first potential destination node server device 
placement service 112 retrieves the requested data from a 120F , as to whether data unit “ 50 ” is stored at data store 
primary data store accessible to supervisor device 110 . 124F . 
Storage Node - Initiated Data Retrieval In this manner , local service 122A performs iterations of 

Especially as described above in connection with initial 45 placement algorithm 114 until the destination node of data 
data unit placement , supervisor device 110 has some func - unit “ 50 ” is found , or the established maximum number of 
tionality that is similar to a central node in a centralized data iterations is performed . If , after checking exception map 116 
distribution system . However , other aspects of the system , and performing the established number of iterations of 
including retrieval of data from server devices 120A - N — placement algorithm 114 , the destination node of data unit 
incorporate features that are more similar to a decentralized 50 “ 50 ” is not found , then local service 122A : returns a query 
system . Specifically , each node in system 100 is configured failure message to supervisor device 110 ; solicits data place 
with placement algorithm 114 , and is configured to use m ent service 112 to request data unit “ 50 ” from any avail 
placement algorithm 114 to identify the destination node for able primary data store ; etc . 
data units that the storage node requires . According to another embodiment , when local service 

Server devices 120A - N may utilize placement algorithm 55 122A determines that the data unit “ 50 ” is not stored at data 
114 , as described for supervisor device 110 above , for any store 124A , and before local service 122A requests infor 
situation in which a storage node needs a unit of data not mation about mappings in exception map 116 , local service 
stored on the node , such as while the node is in recovery . 122A first runs placement algorithm 114 for one or more 
Specifically , while in recovery , a server device may need to iterations . If these one or more iterations do not result in 
determine the owner of a particular unit of data that has been 60 information identifying the destination node of data unit 
lost to the server device and , if the server device is the owner “ 50 ” , local service 122 A then requests , from data placement 
of the data , then the server device solicits data placement service 112 , any mappings in exception map 116 that map a 
service 112 to request the lost data unit from any available destination storage node to data unit “ 50 ” . 
primary data store . If information indicating any destination node for data 

Another situation that may lead to a storage node requir - 65 unit “ 50 ” is not stored in exception map 116 and local 
ing a unit of data not stored at the storage node is when the service 122A has not yet performed the established maxi 
storage node is tasked with performing part or all of a query . mum number of iterations of placement algorithm 114 to 
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identify a destination node for data unit “ 50 ” , then local destination node in exception map 116 . If one of the storage 
service 122 A performs iterations of placement algorithm 114 nodes identified by placement algorithm 114 ( with an iden 
until the destination node of data unit “ 50 ” is found , or the tifier of a particular non - exception data unit as input ) stores 
established maximum number of iterations is performed . As the particular non - exception data unit , then data placement 
with the embodiment above , if , after checking exception 5 service 112 determines that the particular non - exception data 
map 116 and performing the established number of iterations unit was not stored on the failed storage node prior to failure . 
of placement algorithm 114 , the destination node of data unit However , if data placement service 112 runs placement 
“ 50 ” is not found , then local service 122A performs one or algorithm 114 the established maximum number of itera 
more of the following actions : returns a query failure tions for a particular non - exception data unit and ( a ) none of 
message to supervisor device 110 ; solicits data placement 10 the storage nodes identified by placement algorithm 114 
service 112 to request data unit “ 50 ” from any available store the particular non - exception data unit , and ( b ) one of 
primary data store ; etc . the potential destination storage nodes identified by place 

Since there is a high likelihood of identifying the desti ment algorithm 114 is the failed storage node , then data 
nation node of a particular unit of data using placement placement service 112 determines that the sought data unit 
algorithm 114 , the majority of the lookup computation 15 was stored at the failed storage node prior to failure . Data 
overheads is distributed among many nodes , instead of placement service 112 requests those data units that were 
overwhelming supervisor device 110 , which will cause determined to have been stored on the failed storage node 
system 100 to have significantly less system latency and prior to failure from the primary data store . 
higher throughput over more centralized systems requiring Furthermore , a backup of the data on supervisor device 
the central node to store information for ( and also perform ) 20 110 ( i . e . , exception map 116 ) may be maintained on a device 
at least the majority of data retrievals . other than supervisor device 110 in order to create failure 

Furthermore , when compared with the decentralized rout - redundancy for supervisor device 110 . Data stored at super 
ing algorithms , using placement algorithm 114 to identify visor device 110 may be continuously updated to the backup , 
destination nodes for data units significantly reduces the or may be updated at intervals ( the timing for which is 
routing hops needed in each data lookup operation . Decen - 25 configurable by an administrator ) . In general , the backup 
tralized data placement generally achieves a routing effi - storage requirements for supervisor device 110 will be small 
ciency that is logarithmic to the number of storage nodes in because exception map 116 will be small unless system 100 
the system , which is nontrivial overhead . Using placement is overloaded . Also , since placement algorithm 114 is 
algorithm 114 to place and retrieve data units in system 100 , located on multiple nodes in the system , data for placement 
the data lookup operation is bound to a constant ( i . e . , the 30 algorithm 114 has built - in redundancy . Any changes to 
established maximum number of iterations of placement placement algorithm 114 at supervisor device 110 are propa 
algorithm 114 ) and thus it is a significant improvement when gated to one or more of server devices 120A - N in the natural 
compared with the logarithmic lookup efficiency in existing course of operation of system 100 . 
decentralized routing algorithms . Variations of the Placement Algorithm 
Node Recovery 35 Embodiments include various implementations of place 

In a memory - constrained system , i . e . , where the storage m ent algorithm 114 . For example , placement algorithm may 
nodes in the system have a limited amount of in - memory include more than two hashing functions , which may serve 
data storage capacity , large - scale replication of data is to : ( a ) increase the randomness ( and therefore load balance ) 
infeasible because such replication would over - tax the stor of the data placement ; ( b ) configure placement algorithm 
age and processing capability of the system . Nevertheless , it 40 114 to be likely to place more data units at particular storage 
is important that a distributed query processing system also nodes than at other storage nodes ( e . g . , if the particular 
be failure - resistant , which includes node recovery . storage nodes have a greater capacity for storing data units 

Embodiments allow for transparent node recovery . When than the other storage nodes ) ; etc . 
a node is declared failed and it undergoes recovery , the data Furthermore , embodiments include implementations of 
that it owned may need to be reloaded into system 100 . Data 45 the hashing functions of placement algorithm 114 that take 
placement service 112 identifies the data units that need to into account architecture on which system 100 is imple 
be reloaded into system 100 by identifying the destination mented and various design principles . For example , a strip 
storage node ( according to embodiments described above ) ing data placement algorithm is used , in which a flat system 
of every data unit that has been stored onto system 100 . For 100 architecture is assumed . According to this striping 
example , supervisor device 110 maintains a record of the 50 implementation of data placement algorithm 114 , the hash 
data unit id for each data unit that is stored on system 100 ing functions produce random results ( such as multiplication 
and data placement service 112 bases the search for desti - hashing functions or Cyclic Redundancy Check ( CRC ) 
nations of all data units on system 100 on that data unit id hashing functions , etc . ) . A striping data placement algorithm 
record . aims to evenly spread stored data units among server devices 

Data placement service 112 identifies all of the data unit 55 120A - N . 
identifiers that map to the failed storage node in exception Embodiments further include a domain - aware decentral 
map 116 . Based on these mappings , data placement service ized implementation of data placement algorithm 114 . In 
112 determines that the data units corresponding to the data this embodiment , server devices 120A - N are arranged into 
unit ids that are mapped to the failed storage node in node domains , where each storage node is mapped to one of 
exception map 116 were stored at the failed storage node 60 multiple node domains . A domain - aware placement algo 
prior to failure . rithm first maps a unit of data to a domain identifier in 

Also , data placement service 112 determines whether any system 100 . The algorithm then maps the data unit id to a 
data units were stored on the failed storage node using particular storage node assigned to the identified domain . 
placement algorithm 114 . For example , data placement As a non - limiting illustration , server devices 120A - N are 
service 112 performs placement algorithm 114 based on the 65 arranged into five domains , with domain identifiers 0 - 4 . 
data unit identifiers of all non - exception data units , i . e . , Data placement service 112 maps a data unit id “ 89 ” of a 
which are ( a ) stored on system 100 and ( b ) not mapped to a data unit to be stored in system 100 to a particular domain 

ting 
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using at least a first hashing function . According to a pruning can improve the efficiency of generating responses 
non - limiting example , an example implementation of the to queries on this partitioned data . Partition pruning may be 
first hashing function returns a domain identifier of “ 1 ” . Data implemented when the syntax of a query specifies particular 
placement service 112 then maps the data unit id ( " 89 " ) to partitions to be accessed , etc . 
a particular storage node that is in the domain with the 5 Query processing performed by distributed query pro 
identifier of “ 1 ” using at least a second hashing function cessing system 100 can be improved by mapping the data 
( with a range that is the number of nodes in the identified units from the same partition in the primary data store to the 
domain ) over the data unit id . If the storage node identified same domain of storage nodes in system 100 which signifi 
by the resulting node identifier is available , the identified cantly reduces the data movement overheads in processing 
storage node becomes the destination node of the data unit . 10 query functions , such as join . Thus , information about the 
However , if that storage node is unavailable , data place - partitioning scheme from the primary data store may be 

ment service 112 performs a second mapping of the data unit preserved in system 100 , which allows system 100 to 
id ( " 89 " ) to a particular storage node that is in the domain implement partition - dependent and efficiency - increasing 
with the identifier of “ 1 ” using at least the second hashing techniques for queries on the partitioned data , such as 
function . More specifically , according to an embodiment , 15 partition pruning Information about the partition in which a 
further attempts by data placement service 112 to place the particular unit of data resides in the primary data store is 
data unit with the identifier “ 89 ” are performed without included in a request for system 100 to store the particular 
re - calculating the domain in which the data unit is to be unit of data . 
placed . In this second iteration , the second hashing function Server devices 120A - N may be divided into domains , as 
is used with a modified range , e . g . , one less or one greater 20 described above , and data from a particular partition may be 
than the number of nodes in the identified domain . If the stored on storage nodes that pertain to a particular domain . 
resulting node is available , data placement service 112 In this example , data placement service 112 identifies a 
causes that node to store the data unit . Assuming an estab - particular domain of storage nodes on which to store a 
lished maximum number of iterations of two , if the resulting particular unit of data based on the partition of the data in the 
node is not available , the data unit is placed by data 25 primary data store . According to embodiments , data place 
placement service 112 as an exception as described above . ment service 112 identifies a particular node within the 

FIG . 3 depicts pseudocode for a range modular function domain on which to place the particular unit of data using 
300 . Function 300 is used to map from a data unit id into a placement algorithm 114 . Because data units from the same 
storage node domain ( identified by domain _ id ) . The desti partition in the primary data store are stored in the same 
nation storage node is determined through a range modular 30 domain in system 100 , partition - aware data placement takes 
operation on a hash on the data unit id ( du _ hid ) . The range advantage of higher communication efficiency within the 
is the size of the domain . The resulting node is a candidate same domain in system , compared with potentially costly 
data unit destination among the nodes of the storage node communication overheads across different storage node 
domain associated with the domain _ id . If the resulting node domains . 
( denoted as node _ id ) is available to store the subject data 35 Hardware Overview 
unit , then the data unit is allocated to this node and the According to one embodiment , the techniques described 
allocation process is done . herein are implemented by one or more special - purpose 

Otherwise , a second - time range modular operation is run computing devices . The special - purpose computing devices 
on the data unit id , based on the size of the domain reduced may be hard - wired to perform the techniques , or may 
by 1 . This second iteration of the range modular operation 40 include digital electronic devices such as one or more 
produces the second candidate data unit destination ( denoted application - specific integrated circuits ( ASICs ) or field pro 
as node _ id2 ) within the previously identified storage node grammable gate arrays ( FPGAs ) that are persistently pro 
domain . If node _ id2 is available , then the data unit is grammed to perform the techniques , or may include one or 
allocated to node _ id2 . more general purpose hardware processors programmed to 

Otherwise , after T iterations ( i . e . , the established maxi - 45 perform the techniques pursuant to program instructions in 
mum number of iterations ) of the range modular operation firmware , memory , other storage , or a combination . Such 
to identify data units within the previously identified special - purpose computing devices may also combine cus 
domain , data placement service 112 identifies a destination tom hard - wired logic , ASICs , or FPGAs with custom pro 
storage node on system 100 as a data unit exception and gramming to accomplish the techniques . The special - pur 
stores mapping data that maps the data unit id to the 50 pose computing devices may be desktop computer systems , 
destination storage node in exception map 116 , as described portable computer systems , handheld devices , networking 
above . According to an embodiment , each iteration of the devices or any other device that incorporates hard - wired 
range modular function operates on the same storage node and / or program logic to implement the techniques . 
domain . According to an embodiment , each iteration of the For example , FIG . 4 is a block diagram that illustrates a 
range modular function independently selects a storage node 55 computer system 400 upon which an embodiment of the 
domain in which to place the subject data unit . invention may be implemented . Computer system 400 

Furthermore , in the example function 300 , the modular includes a bus 402 or other communication mechanism for 
range is reduced by 1 for each iteration . According to further communicating information , and a hardware processor 404 
embodiments , to equalize the probability for the first half coupled with bus 402 for processing information . Hardware 
modular range and the second half modular range , node _ id 60 processor 404 may be , for example , a general purpose 
is increased by one for the case that temp _ id is equal to or microprocessor . 
larger than prev _ node _ id . Computer system 400 also includes a main memory 406 , 

According to another embodiment , a partition - aware such as a random access memory ( RAM ) or other dynamic 
implementation of data placement algorithm 114 takes into storage device , coupled to bus 402 for storing information 
account partitions in a source of the data units , such as the 65 and instructions to be executed by processor 404 . Main 
primary data store described above . When at least some of memory 406 also may be used for storing temporary vari 
the data in the primary data store is partitioned , partition ables or other intermediate information during execution of 
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instructions to be executed by processor 404 . Such instruc t ions into its dynamic memory and send the instructions over 
tions , when stored in non - transitory storage media acces a telephone line using a modem . A modem local to computer 
sible to processor 404 , render computer system 400 into a system 400 can receive the data on the telephone line and 
special - purpose machine that is customized to perform the use an infra - red transmitter to convert the data to an infra - red 
operations specified in the instructions . 5 signal . An infra - red detector can receive the data carried in 

Computer system 400 further includes a read only the infra - red signal and appropriate circuitry can place the 
memory ( ROM ) 408 or other static storage device coupled data on bus 402 . Bus 402 carries the data to main memory 
to bus 402 for storing static information and instructions for 406 , from which processor 404 retrieves and executes the 
processor 404 . A storage device 410 , such as a magnetic instructions . The instructions received by main memory 406 
disk , optical disk , or solid - state drive is provided and 10 may optionally be stored on storage device 410 either before 
coupled to bus 402 for storing information and instructions . or after execution by processor 404 . 

Computer system 400 may be coupled via bus 402 to a Computer system 400 also includes a communication 
display 412 , such as a cathode ray tube ( CRT ) , for displaying interface 418 coupled to bus 402 . Communication interface 
information to a computer user . An input device 414 , includ 418 provides a two - way data communication coupling to a 
ing alphanumeric and other keys , is coupled to bus 402 for 15 network link 420 that is connected to a local network 422 . 
communicating information and command selections to For example , communication interface 418 may be an 
processor 404 . Another type of user input device is cursor integrated services digital network ( ISDN ) card , cable 
control 416 , such as a mouse , a trackball , or cursor direction modem , satellite modem , or a modem to provide a data 
keys for communicating direction information and com - communication connection to a corresponding type of tele 
mand selections to processor 404 and for controlling cursor 20 phone line . As another example , communication interface 
movement on display 412 . This input device typically has 418 may be a local area network ( LAN ) card to provide a 
two degrees of freedom in two axes , a first axis ( e . g . , x ) and data communication connection to a compatible LAN . Wire 
a second axis ( e . g . , y ) , that allows the device to specify less links may also be implemented . In any such implemen 
positions in a plane . tation , communication interface 418 sends and receives 

Computer system 400 may implement the techniques 25 electrical , electromagnetic or optical signals that carry digi 
described herein using customized hard - wired logic , one or tal data streams representing various types of information . 
more ASICS or FPGAs , firmware and / or program logic Network link 420 typically provides data communication 
which in combination with the computer system causes or through one or more networks to other data devices . For 
programs computer system 400 to be a special - purpose example , network link 420 may provide a connection 
machine . According to one embodiment , the techniques 30 through local network 422 to a host computer 424 or to data 
herein are performed by computer system 400 in response to equipment operated by an Internet Service Provider ( ISP ) 
processor 404 executing one or more sequences of one or 426 . ISP 426 in turn provides data communication services 
more instructions contained in main memory 406 . Such through the world wide packet data communication network 
instructions may be read into main memory 406 from now commonly referred to as the " Internet ” 428 . Local 
another storage medium , such as storage device 410 . Execu - 35 network 422 and Internet 428 both use electrical , electro 
tion of the sequences of instructions contained in main magnetic or optical signals that carry digital data streams . 
memory 406 causes processor 404 to perform the process The signals through the various networks and the signals on 
steps described herein . In alternative embodiments , hard - network link 420 and through communication interface 418 , 
wired circuitry may be used in place of or in combination which carry the digital data to and from computer system 
with software instructions . 40 400 , are example forms of transmission media . 

The term “ storage media ” as used herein refers to any Computer system 400 can send messages and receive 
non - transitory media that store data and / or instructions that data , including program code , through the network ( s ) , net 
cause a machine to operate in a specific fashion . Such work link 420 and communication interface 418 . In the 
storage media may comprise non - volatile media and / or Internet example , a server 430 might transmit a requested 
volatile media . Non - volatile media includes , for example , 45 code for an application program through Internet 428 , ISP 
optical disks , magnetic disks , or solid - state drives , such as 426 , local network 422 and communication interface 418 . 
storage device 410 . Volatile media includes dynamic The received code may be executed by processor 404 as 
memory , such as main memory 406 . Common forms of it is received , and / or stored in storage device 410 , or other 
storage media include , for example , a floppy disk , a flexible non - volatile storage for later execution . 
disk , hard disk , solid - state drive , magnetic tape , or any other 50 Cloud Computing Overview 
magnetic data storage medium , a CD - ROM , any other The techniques described herein are implemented using 
optical data storage medium , any physical medium with one or more processing solutions , examples of which 
patterns of holes , a RAM , a PROM , and EPROM , a FLASH - include distributed systems , clustered computing systems , 
EPROM , NVRAM , any other memory chip or cartridge . and cloud computing systems . In an embodiment , system 

Storage media is distinct from but may be used in con - 55 100 is part of a cloud computing system . A cloud computing 
junction with transmission media . Transmission media par - system implements one or more of : cloud storage , cloud 
ticipates in transferring information between storage media . processing , cloud communication , and any other kind of 
For example , transmission media includes coaxial cables , cloud computing service . Further , cloud computing systems 
copper wire and fiber optics , including the wires that com - may operate under a pay - for - what - you - use - as - you - use - it 
prise bus 402 . Transmission media can also take the form of 60 model , under a fixed subscription model , etc . Further , any 
acoustic or light waves , such as those generated during part ( or the whole of ) the functionality attributed to system 
radio - wave and infra - red data communications . 100 is controllable via an interface that is exposed at a cloud 

Various forms of media may be involved in carrying one computing system . 
or more sequences of one or more instructions to processor In the foregoing specification , embodiments of the inven 
404 for execution . For example , the instructions may ini - 65 tion have been described with reference to numerous spe 
tially be carried on a magnetic disk or solid - state drive of a cific details that may vary from implementation to imple 
remote computer . The remote computer can load the instruc - mentation . The specification and drawings are , accordingly , 
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to be regarded in an illustrative rather than a restrictive the second unit of data , less than or equal to a 
sense . The sole and exclusive indicator of the scope of the particular number of times ; and 
invention , and what is intended by the applicants to be the in response to a determination that the placement 
scope of the invention , is the literal and equivalent scope of function has been run , to identify the destination 
the set of claims that issue from this application , in the 5 computing device for the second unit of data , the 
specific form in which such claims issue , including any particular number of times : 
subsequent correction . identify the certain computing device to be the 

destination computing device of the second unit of What is claimed is : data based , at least in part , on information that 1 . A computerized distributed query processing system 10 indicates that the certain computing device is comprising : available to store the second unit of data , and a plurality of computing devices , each computing device 
being configured with a data store ; and include information mapping the second unit of data 

a supervisor computing device communicatively con to the certain computing device in an exception 
nected to the plurality of computing devices ; map stored at the supervisor computing device ; 

wherein the supervisor computing device is configured to : and 
identify a particular computing device of the plurality based on identification of the certain computing device , 

of computing devices as a destination computing cause the second unit of data to be stored on the certain 
device of a particular unit of data ; computing device . 

wherein the particular unit of data is uniquely identi - 20 4 . The computerized distributed query processing system 
fied , among all units of data stored on the comput - of claim 1 , wherein the supervisor computing device is 
erized distributed query processing system , by a further configured to : 
particular data identifier ; identify a certain computing device of the plurality of 

to identify said particular computing device , said super computing devices as a destination computing device 
visor computing device is configured to : 25 of a second unit of data ; 
perform a placement function , comprising two or wherein the second unit of data is uniquely identified , 
more hash functions , based , at least in part , on the among all units of data stored on the computerized 
particular data identifier , distributed query processing system , by a second data wherein said supervisor computing device being identifier ; configured to perform the placement function 30 to identify said certain computing device , said supervisor comprises said supervisor computing device being computing device is configured to : configured to : 
combine results of the two or more hash functions perform a first performance of the placement function 

that is based , at least in part , on the second data to produce combined results , and 
identify the particular computing device to be the 35 identifier , 

destination computing device of the particular wherein the first performance of the placement function 
unit of data based on the combined results ; and comprises combining results of the two or more hash 

to cause the particular unit of data to be stored on the functions to produce second combined results , 
data store of the particular computing device as the identify a first unavailable computing device based on 
destination computing device of the particular unit of 40 the second combined results , 
data . determine that the first unavailable computing device is 

2 . The computerized distributed query processing system not available to store the second unit of data , 
of claim 1 , wherein the supervisor computing device is in response to a determination that the first unavailable 
further configured to : computing device is not available to store the second 

prior to performance of the placement function , determine 45 unit of data , perform a second performance of the 
whether the placement function has been run , to iden placement function that is based , at least in part , on 
tify the destination computing device for the particular the second data identifier , unit of data , less than a particular number of times ; and wherein the second performance of the placement 

in response to a determination that the placement function function comprises combining results of the two or 
has been run , to identify the destination computing 50 more hash functions to produce third combined device for the particular unit of data , less than the results , particular number of times , perform the placement wherein the third combined results are different than function on the particular data identifier . the second combined results , 3 . The computerized distributed query processing system identify the certain computing device based on the third of claim 1 , wherein the supervisor computing device is 55 

further configured to : combined results , and 
identify a certain computing device of the plurality of determine that the certain computing device is available 

computing devices as a destination computing device to store the second unit of data ; and 
of a second unit of data ; in response to a determination that the certain computing 

wherein the second unit of data is uniquely identified , 60 device is available to store the second unit of data , 
among all units of data stored on the computerized cause the second unit of data to be stored on the certain 
distributed query processing system , by a second data computing device . 
identifier ; 5 . The computerized distributed query processing system 

to identify said certain computing device , said supervisor of claim 1 , wherein the supervisor computing device is 
computing device is configured to : 65 further configured to retrieve a certain unit of data from a 
determine whether the placement function has been certain computing device of the plurality of computing 

run , to identify the destination computing device for devices by being configured to : 
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retrieve information mapping an identifier of the certain performing a placement function , comprising two or 
unit of data to the certain computing device in an more hash functions , based , at least in part , on the 
exception map stored at the supervisor computing particular data identifier , 
device ; and wherein performance of the placement function com 

retrieve the certain unit of data from the certain comput - 5 prises combining results of the two or more hash 
ing device based on the retrieved information mapping functions to produce combined results , and 
the identifier of the certain unit of data to the certain identifying the particular computing device to be the 
computing device . destination computing device of the particular unit of 

6 . The computerized distributed query processing system data based on the combined results ; and 
of claim 1 , wherein the supervisor computing device is based on identifying the particular computing device , 
further configured to retrieve a certain unit of data from a causing the particular unit of data to be stored on the 
certain computing device of the plurality of computing data store of the particular computing device . 
devices by being configured to : 9 . The method of claim 8 , further comprising : 

determine that an exception map stored at the supervisor 16 prior to performing the placement function , determining 
computing device does not include information map whether the placement function has been run , to iden 
ping a certain data identifier that identifies the certain tify the destination computing device for the particular 
unit of data to any of the plurality of computing unit of data , less than a particular number of times ; and 
devices ; in response to determining that the placement function has 

in response to a determination that the exception map 20 been run , to identify the destination computing device 
does not include information mapping the certain data for the particular unit of data , less than the particular 
identifier to any of the plurality of computing devices : number of times , performing the placement function on 
perform a second performance of the placement func the particular data identifier . 

tion based , at least in part , on the certain data 10 . The method of claim 8 , further comprising : 
identifier , 25 identifying a certain computing device of the plurality of 

wherein the second performance of the placement computing devices as a destination computing device 
function comprises combining results of the two or of a second unit of data ; 
more hash functions to produce second combined wherein the second unit of data is uniquely identified , 
results , and among all units of data stored on the distributed query 

identify the certain computing device to be the desti - 30 processing system , by a second data identifier ; 
nation computing device of the certain unit of data wherein identifying the certain computing device com 
based on the second combined results ; and prises : 

based on an identification of the certain computing device determining whether the placement function has been 
to be the destination computing device of the certain run , to identify the destination computing device for 
unit of data , retrieving the certain unit of data from the 35 the second unit of data , less than or equal to a 
certain computing device . particular number of times ; and 

7 . The computerized distributed query processing system in response to determining that the placement function 
of claim 1 , wherein one or more of the plurality of comput has been run , to identify the destination computing 
ing devices are independently configured to retrieve a cer device for the second unit of data , the particular 
tain unit of data from a certain computing device of the 40 number of times : 
plurality of computing devices by being configured to : identifying the certain computing device to be the 

perform a second performance of the placement function destination computing device of the second unit of 
based , at least in part , on a certain data identifier that data based , at least in part , on information that 
identifies the certain unit of data ; indicates that the certain computing device is 

wherein the second performance of the placement func - 45 available to store the second unit of data , and 
tion comprises combining results of the two or more including information mapping the second unit of 
hash functions to produce second combined results ; data to the certain computing device in an excep 

identify the certain computing device to be the destination tion map stored at a supervisor computing device ; 
computing device of the certain unit of data based on and 
the second combined results , and 50 based on identifying the certain computing device , caus 

based on an identification of the certain computing device ing the second unit of data to be stored on the certain 
to be the destination computing device of the certain computing device . 
unit of data , retrieve the certain unit of data from the 11 . The method of claim 8 , further comprising : 
certain computing device . identifying a certain computing device of the plurality of 

8 . A computer - implemented method comprising : 55 computing devices as a destination computing device 
identifying a particular computing device , of a plurality of of a second unit of data ; 
computing devices , as a destination computing device wherein the second unit of data is uniquely identified , 
of a particular unit of data ; among all units of data stored on the distributed query 

wherein a distributed query processing system comprises processing system , by a second data identifier ; 
the plurality of computing devices ; wherein identifying the certain computing device com 

wherein each of the plurality of computing devices is prises : 
configured with a data store ; performing a first performance of the placement func 

wherein the particular unit of data is uniquely identified , tion that is based , at least in part , on the second data 
among all units of data stored on the distributed query identifier , 
processing system , by a particular data identifier ; 65 wherein the first performance of the placement function 

wherein identifying the particular computing device com comprises combining results of the two or more hash 
prises : functions to produce second combined results , 
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identifying a first unavailable computing device based performing a second performance of the placement 
on the second combined results , function based , at least in part , on a certain data 

determining that the first unavailable computing device identifier that identifies the certain unit of data ; 
is not available to store the second unit of data , wherein the second performance of the placement 

in response to determining that the first unavailable 5 function comprises combining results of the two or 
computing device is not available to store the second more hash functions to produce second combined 
unit of data , performing a second performance of the results ; 
placement function that is based , at least in part , on identifying the certain computing device to be the 
the second data identifier , destination computing device of the certain unit of 

wherein the second performance of the placement 10 data based on the second combined results ; and 
function comprises combining results of the two or based on identifying the certain computing device to be 
more hash functions to produce third combined the destination computing device of the certain unit 
results , of data , retrieving the certain unit of data from the 

wherein the third combined results are different than 15 certain computing device . 
the second combined results , 15 . One or more non - transitory computer - readable media 

identifying the certain computing device based on the storing one or more sequences of instructions which , when 
third combined results , and executed by one or more processors , cause : 

determining that the certain computing device is avail identifying a particular computing device , of a plurality of 
able to store the second unit of data ; and computing devices , as a destination computing device 

in response to determining that the certain computing of a particular unit of data ; 
device is available to store the second unit of data , wherein a distributed query processing system comprises 
causing the second unit of data to be stored on the the plurality of computing devices ; 
certain computing device . wherein each of the plurality of computing devices is 

12 . The method of claim 8 , further comprising : configured with a data store ; 
a supervisor computing device retrieving a certain unit of wherein the particular unit of data is uniquely identified , 

data from a certain computing device of the plurality of among all units of data stored on the distributed query 
computing devices by : processing system , by a particular data identifier ; 
retrieving information mapping an identifier of the wherein identifying the particular computing device com 

certain unit of data to the certain computing device 30 prises : 
in an exception map stored at the supervisor com performing a placement function , comprising two or 
puting device ; and more hash functions , based , at least in part , on the 

retrieving the certain unit of data from the certain particular data identifier , 
computing device based on the retrieved information wherein performance of the placement function com 
mapping the identifier of the certain unit of data to 35 prises combining results of the two or more hash 
the certain computing device . functions to produce combined results , and 

13 . The method of claim 8 , further comprising : identifying the particular computing device to be the 
a supervisor computing device retrieving a certain unit of destination computing device of the particular unit of 

data from a certain computing device of the plurality of data based on the combined results ; and 
computing devices by : 40 based on identifying the particular computing device , 
determining that an exception map stored at the super causing the particular unit of data to be stored on the 

visor computing device does not include information data store of the particular computing device . 
mapping a certain data identifier that identifies the 16 . The one or more non - transitory computer - readable 
certain unit of data to any of the plurality of com - media of claim 15 , wherein the one or more sequences of 
puting devices ; 45 instructions further comprise instructions , which , when 

in response to determining that the exception map does executed by one or more processors , cause : 
not include information mapping the certain data prior to performing the placement function , determining 
identifier to any of the plurality of computing whether the placement function has been run , to iden 
devices : tify the destination computing device for the particular 
performing a second performance of the placement 50 unit of data , less than a particular number of times ; and 

function based , at least in part , on the certain data in response to determining that the placement function has 
identifier , been run , to identify the destination computing device 

wherein the second performance of the placement for the particular unit of data , less than the particular 
function comprises combining results of the two number of times , performing the placement function on 
or more hash functions to produce second com - 55 the particular data identifier . 
bined results , and 17 . The one or more non - transitory computer - readable 

identifying the certain computing device to be the media of claim 15 , wherein the one or more sequences of 
destination computing device of the certain unit of instructions further comprise instructions , which , when 
data based on the second combined results ; and executed by one or more processors , cause : 

based on identifying the certain computing device to be 60 identifying a certain computing device of the plurality of 
the destination computing device of the certain unit computing devices as a destination computing device 
of data , retrieving the certain unit of data from the of a second unit of data ; 
certain computing device . wherein the second unit of data is uniquely identified , 

14 . The method of claim 8 , further comprising : among all units of data stored on the distributed query 
the particular computing device retrieving a certain unit of 65 processing system , by a second data identifier ; 

data from a certain computing device of the plurality of wherein identifying the certain computing device com 
computing devices by : prises : 
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determining whether the placement function has been identifying the certain computing device based on the 
run , to identify the destination computing device for third combined results , and 
the second unit of data , less than or equal to a determining that the certain computing device is avail 
particular number of times ; and able to store the second unit of data ; and 

in response to determining that the placement function 5 in response to determining that the certain computing 
device is available to store the second unit of data , has been run , to identify the destination computing causing the second unit of data to be stored on the device for the second unit of data , the particular certain computing device . 

number of times : 19 . The one or more non - transitory computer - readable 
identifying the certain computing device to be the media of claim 15 , wherein the one or more sequences of 

destination computing device of the second unit of " instructions further comprise instructions , which , when 
data based , at least in part , on information that executed by one or more processors , cause : 
indicates that the certain computing device is a supervisor computing device retrieving a certain unit of 
available to store the second unit of data , and data from a certain computing device of the plurality of 

including information mapping the second unit of 15 computing devices by : 
data to the certain computing device in an excep retrieving information mapping an identifier of the 
tion map stored at a supervisor computing device ; certain unit of data to the certain computing device 
and in an exception map stored at the supervisor com 

based on identifying the certain computing device , caus puting device ; and 
ing the second unit of data to be stored on the certain po retrieving the certain unit of data from the certain 

computing device based on the retrieved information computing device . 
18 . The one or more non - transitory computer - readable mapping the identifier of the certain unit of data to 

media of claim 15 , wherein the one or more sequences of the certain computing device . 
instructions further comprise instructions , which , when 20 . The one or more non - transitory computer - readable 

media of claim 15 , wherein the one or more sequences of executed by one or more processors , cause : 
identifying a certain computing device of the plurality of 25 instructions further comprise instructions , which , when 

computing devices as a destination computing device executed by one or more processors , cause : 
of a second unit of data ; a supervisor computing device retrieving a certain unit of 

wherein the second unit of data is uniquely identified , data from a certain computing device of the plurality of 
among all units of data stored on the distributed query 30 computing devices by : 
processing system , by a second data identifier ; determining that an exception map stored at the super 

wherein identifying the certain computing device com visor computing device does not include information 
prises : mapping a certain data identifier that identifies the 
performing a first performance of the placement func certain unit of data to any of the plurality of com 

tion that is based , at least in part , on the second data 35 puting devices ; 
identifier , in response to determining that the exception map does 

wherein the first performance of the placement function not include information mapping the certain data 
comprises combining results of the two or more hash identifier to any of the plurality of computing 
functions to produce second combined results , devices : 

identifying a first unavailable computing device based 40 performing a second performance of the placement 

on the second combined results , function based , at least in part , on the certain data 
determining that the first unavailable computing device identifier , 

is not available to store the second unit of data , wherein the second performance of the placement 
in response to determining that the first unavailable function comprises combining results of the two 

computing device is not available to store the second 45 or more hash functions to produce second com 
unit of data , performing a second performance of the bined results , and 
placement function that is based , at least in part , on identifying the certain computing device to be the 
the second data identifier , destination computing device of the certain unit of 

wherein the second performance of the placement data based on the second combined results ; and 
function comprises combining results of the two or so based on identifying the certain computing device to be 

the destination computing device of the certain unit more hash functions to produce third combined 
results , of data , retrieving the certain unit of data from the 

wherein the third combined results are different than certain computing device . 
the second combined results , * * * * * 


