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IMPROVING THE ARCHITECTURE OF processor coupled to the at least one receiver and configured 
MIDDLEBOXES OR SERVICE ROUTERS TO to assign the traffic flow to one or more resources , determine 

BETTER CONSOLIDATE DIVERSE a processing schedule for the traffic flow , and process the 
FUNCTIONS traffic flow by the set of functions , following the order of the 

5 set , using the one or more resources , and according to the 
CROSS - REFERENCE TO RELATED processing schedule . 

APPLICATIONS In another embodiment , the disclosure includes a method 
comprising receiving a traffic flow and configuration infor 

The present application claims priority to U . S . Provisional mation , wherein the configuration information comprises a 
Patent Application No . 61 / 581 , 008 filed Dec . 28 , 2011 , by 10 set of functions and an order of the set , assigning the traffic 
Norbert Egi et al . and entitled “ A Service Router Architec flow to one or more resources , determining a processing 
ture ” , which is incorporated herein by reference as if repro schedule for the traffic flow , and processing the traffic flow 
duced in its entirety . by the set of functions , following the order of the set , using 

the one or more resources , and according to the processing 
STATEMENT REGARDING FEDERALLY 15 schedule . 

SPONSORED RESEARCH OR DEVELOPMENT In yet another embodiment , the disclosure includes a 
middlebox comprising at least one receiver configured to 

Not applicable . receive a plurality of packets from a network source , receive 
information comprising a set of functions and an order of the 

REFERENCE TO A MICROFICHE APPENDIX 20 set of functions from a controller , and a processor imple 
menting a local coordinator , wherein the local coordinator is 

Not applicable . configured to compute a sum of resource needed for the 
plurality of packets based on the set of functions , allocate at 

BACKGROUND least one hardware resource based on the sum , determine a 
25 processing schedule , and process the plurality of packets by 

Modern networks often deploy a range of middleboxes , the set of functions , following the order of the set , using the 
which are network appliances configured to perform a at least one hardware resource , and according to the pro 
variety of services or functions . Exemplary middleboxes cessing schedule . 
include wide area network ( WAN ) optimizers , proxies , These and other features will be more clearly understood 
caches , intrusion detection systems ( IDS ) , intrusion preven - 30 from the following detailed description taken in conjunction 
tion systems , network - level and application - level firewalls , with the accompanying drawings and claims . 
application - specific gateways , and load balancers . A service 
router may be considered a middlebox that performs not BRIEF DESCRIPTION OF THE DRAWINGS 
only forwarding or routing functions like a switch or a 
router , but also additional higher - value functions or network 35 For a more complete understanding of this disclosure , 
applications , such as packet tagging , firewall , intrusion reference is now made to the following brief description , 
detection / prevention , encryption , load - balancing , and WAN taken in connection with the accompanying drawings and 
acceleration . According to several studies reporting on the detailed description , wherein like reference numerals repre 
rapid growth of middlebox deployment , the middlebox sent like parts . 
market for network security appliances alone was estimated 40 FIG . 1 is a schematic diagram of an embodiment of a 
to be 6 billion dollars in 2010 , and expected to rise to 10 simplified network architecture . 
billion in 2016 . In today ' s networks , a number of middle - FIG . 2 is a schematic diagram of an embodiment of a 
boxes may be comparable to a number of routers . Thus , packet processing scheme . 
middleboxes have become an important part of modern FIG . 3 is a flowchart of an embodiment of a packet 
networks , and it is reasonable to expect that they will remain 45 processing method . 
so for the foreseeable future . Middleboxes may be vital parts FIG . 4 is a schematic diagram of an embodiment of a 
in various networks , such as enterprise , internet service network node . 
provider ( ISP ) , and datacenter networks . 

However , today ' s middleboxes may be expensive and DETAILED DESCRIPTION 
closed systems , with little or no hooks and application 50 
programming interfaces ( APIs ) for extension or experimen It should be understood at the outset that , although an 
tation of functionalities . Each middlebox may be built on a illustrative implementation of one or more embodiments are 
particular choice of hardware platform , and may support provided below , the disclosed systems and / or methods may 
only a narrow specialized function ( e . g . , intrusion detection be implemented using any number of techniques , whether 
or WAN optimization ) . Further , different middleboxes may 55 currently known or in existence . The disclosure should in no 
be acquired from independent vendors and deployed as way be limited to the illustrative implementations , drawings , 
standalone devices with little uniformity in their manage and techniques illustrated below , including the exemplary 
ment APIs . Thus , it may be desirable to improve the archi - designs and implementations illustrated and described 
tecture of middleboxes or service routers to better consoli - herein , but may be modified within the scope of the 
date diverse functions . 60 appended claims along with their full scope of equivalents . 

Disclosed herein are apparatuses , systems , and methods 
SUMMARY for consolidating a plurality of network applications on a 

shared hardware platform of a middlebox . In a disclosed 
In one embodiment , the disclosure includes an apparatus packet processing scheme , at least two different types of 

comprising at least one receiver configured to receive a 65 functions are incorporated into a middlebox . After the 
traffic flow , receive information comprising a set of func - middlebox receives traffic flows from network sources and 
tions and an order of the set from a controller , and a configuration information from a network - wide controller , a 
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policy enforcement layer ( PEL ) located in the middlebox be processed by the middlebox 120 and a flow volume in 
may allocate functions and resources for the received traffic each traffic class . The flow volume may be expressed as a 
flows . The configuration information may specify a traffic fraction of a total flow volume received by the network 100 . 
class of each flow , a set of functions to be used in processing For example , if the network 100 receives a traffic flow that 
the traffic flows , and applicable resource constraints . In an 5 is too large for one middlebox to process , the controller 110 
embodiment , the PEL may assign instances of functions to may assign the traffic flow to be processed by 10 middle 
one or more resources and assign a traffic flow to the boxes , each taking a 1 / 10 fraction . In an embodiment , the 
instance of functions . The PEL may have input information assignment information may be described by a set of ( traffic 
regarding all resources , functions , and traffic flows , so that class , fraction ) pairs . In addition , the output of the controller 
the PEL may ensure no resource is overloaded with pro - 10 110 may specify one or more functions or services associ 
cessing tasks . This disclosure may address resource man - ated with each traffic class as well as an execution order that 
agement and implementation challenges that arise in exploit the one or more functions follow . 
ing the benefits of consolidation in middlebox deployments . In describing working principles of middleboxes , the 
This architecture may enable extensibility of functionalities middlebox 120 will be used as a representative example . The 
or network services with increased flexibility . 15 middlebox 120 may be configured to receive traffic flows 

FIG . 1 illustrates an embodiment of a simplified network from a network source ( e . g . , the Internet ) . A traffic flow may 
architecture 100 comprising a controller 110 and a plurality comprise a plurality of packets , each of which is a formatted 
of network components or nodes , such as middleboxes 120 , unit of data supported by the network . A traffic flow may be 
140 , and 160 . Each middlebox may be configured to provide a sequence of packets that are identified by the same 
the same function or different functions . If the function ( s ) of 20 parameters typically residing in the header of the packets , 
a middlebox includes routing , the middlebox may also be such as source and destination IP addresses , ports , and 
interchangeably referred to as a service router . The control protocol numbers . Further , the middlebox 120 may be 
ler 110 may be a centralized device or entity located in , e . g . , configured to receive the output of the controller 110 , which 
a datacenter of a network , and may control all middleboxes contains information regarding how to process the traffic 
across the network to achieve network - wide objectives . 25 flows . Then , the middlebox 120 may process the traffic flows 
Alternatively , the controller 110 may be one of multiple according to configurations determined by the controller 
controllers that are distributed within the network , with each 110 . 
distributed controller responsible for managing a portion of As shown in FIG . 1 , the middlebox 120 comprises a 
the middleboxes . In this case , the network architecture 100 hardware platform 122 , a number of functions and modules , 
may represent only a portion of an entire network . 30 and a local coordinator 124 in between . The hardware 

The controller 110 may be utilized to solve an optimiza - platform 122 may comprise any appropriate type of hard 
tion problem that determines how traffic flows should be ware , such as processor or central processing unit ( CPU ) , 
split across middleboxes to minimize network - wide memory , disk , screen or display , input / output device , net 
resource consumption , while respecting resource limits and work bandwidth or capacity , or any combination thereof . 
policy requirements of each middlebox . Accordingly , the 35 The local coordinator 124 may consolidate the functions and 
controller 110 may determine how traffic flows from a modules , which may be implemented as software , on the 
network source ( e . g . , the Internet ) should be processed by shared hardware platform 122 . 
the middleboxes . In overseeing a network , the controller 110 A function or network application incorporated in the 
may receive various inputs , such as information about the middlebox 120 may be categorized as a standalone function 
network ( e . g . , topology , services available at network 40 or an extensible function . For illustrative purposes , three 
nodes ) , a traffic workload , a description of hardware standalone functions 126 as well as two extensible functions 
resources in each middlebox , and / or a policy specification 128 and 130 are shown in FIG . 1 . Nevertheless , it should be 
that describes network - wide objectives and constraints of understood that , depending on the application , any number 
network applications . The controller 110 may analyze the and / type of functions may be incorporated in the middlebox 
inputs and produce an output , which may be a set of 45 120 . The standalone functions 126 may neither depend on 
per - middlebox or per - router configurations . In an embodi - nor need any information from another function or module . 
ment , the output may be in the form of a table comprising For example , in the case of a standalone function 126 being 
three columns or rows . For example , a first column may a firewall , the firewall may process a packet , e . g . , filtering it 
contain traffic flow identifications ( IDs ) , which may be in through an access control unit , without needing any infor 
any form that enables packet classification and selection of 50 mation from another function or module . Further , any two 
packets belonging to a specified flow . For instance , a flow ID standalone functions may perform the same or different 
may be a 5 - tuple of an Internet protocol ( IP ) packet , where services . On the other hand , each extensible function may 
the 5 - tuple comprises a source IP address , a destination IP depend on or use information from other module ( s ) in order 
address , a source port number , a destination port number , to process a packet . In an embodiment , the extensible 
and a protocol in use . For another instance , the flow ID may 55 function 128 may be built on top of a module 132 , and the 
be a bitmap matched against the header ( s ) and / or the pay extensible function 130 on a module 134 . For example , the 
load of the packets . In addition , a second column of the module 132 may be a packet merger configured to buffer all 
output may contain a set of services to be executed on the received packets . After the last packet of a desired traffic 
traffic flow and an order of the services . A third column of flow is received by the module 132 , all packets may be 
the output may contain resource constraints , which may be 60 merged and forwarded to the extensible function 128 ( e . g . , 
in the form of throughput and / or latency limitations , or an intrusion detection system ) . 
amount of resources ( e . g . , processor , memory , input , and Further , as shown in FIG . 1 , the modules 132 and 134 may 
output ) that can be used to process the traffic flow . be built on another module 136 , which may implement a 

The output of the controller 110 may be considered an common function that is used by both the modules 132 and 
assignment of processing responsibilities to each middlebox . 65 134 . The modules 132 , 134 , and 136 ( sometimes referred to 
For a target middlebox , such as the middlebox 120 , the as sub - functions ) may perform some basic packet processing 
controller 110 may specify what traffic class or classes are to ( e . g . , splitting or merging of packets ) , so that they may assist 
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other functions . Note that the extensible functions 126 and FIG . 2 illustrates an embodiment of a packet processing 
128 may also be built directly on the module 136 ( i . e . , scheme 200 implemented by a middlebox ( e . g . , the middle 
without the modules 132 and 134 ) . A common function or box 120 ) . In particular , a local coordinator ( e . g . , the local 
sub - function may be shared by other different functions ( e . g . coordinator 124 ) may be configured to implement a classi 
encryption or decryption , and transmission control protocol 5 fication module 210 , a number of virtual queues 220 , and a 
( TCP ) offloading or coalescing ) . For example , the module policy enforcement layer ( PEL ) 230 . The local coordinator 
136 may be a port control protocol ( PCP ) upload engine that may be further configured to allocate and schedule resources 
is shared by a hypertext transfer protocol ( HTTP ) service 240 , 242 , and 244 to functions 250 , 252 , 254 , and 256 . It 
( i . e . , the extensible function 126 ) and a file transfer protocol should be understood that FIG . 2 merely serves an illustra 
( FTP ) service ( i . e . , the extensible function 128 ) . Thus , the 10 tive example of a packet processing scheme , and that 
common sub - function may be executed by a single module depending on the application , any other number of virtual 
( e . g . , the module 136 ) accessed by multiple functions or queues , resources , and functions may be used within the 
modules applications . This implementation may improve scope of this disclosure . The scheme 200 may be understood 
processing efficiency and reduce resource footprint , com - to be a logical view of a middlebox . 
pared to a case in which every function runs a separate 15 In an embodiment , an incoming traffic flow comprising a 
instance of the common sub - function . plurality of packets may first be classified by a classification 

To process a traffic flow comprising multiple packets , the module 210 to identify what traffic class the packets belong 
functions 126 , 128 , and 130 may be implemented to perform to . There may be various approaches to define traffic classes , 
any type of functionality or service , such as packet tagging , and exemplary traffic classes may include delay - sensitive 
forwarding , and routing , firewall , intrusion detection / pre - 20 traffic , best - effort traffic , undesired traffic , or traffic destined 
vention , encryption , load balancing , and WAN acceleration . to be processed by a given set of functionalities in a specified 
In an embodiment , at least two different types of functions or unspecified order . As mentioned previously , aside from 
are incorporated inside the middlebox 120 . the traffic flow , a flow ID ( e . g . , a bitmap ) may also be 

In an embodiment , the local coordinator 124 may be received from a controller . Thus , the flow ID may be used to 
configured to remotely interact with the network - wide con - 25 determine which traffic class the traffic flow belongs to . 
troller 110 , e . g . , via a receiver . Thus , for a traffic flow Packet classification may be implemented to occur in a 
comprising a plurality of packets , the local coordinator 124 network interface card receiving the packets , or in software 
may obtain from the output of the controller 110 configu - or a special hardware accelerator inside the middlebox , or at 
ration information , such as a flow ID , a set and order of a switch in a front - end of the middlebox . 
functions , and resource constraints . Based on this informa - 30 After classification , the traffic flow may be presented to 
tion , the local coordinator 124 may perform various tasks . the PEL 230 in a virtual queue . There may be a plurality of 
As a first task , if the packets need to be processed by virtual queues , each corresponding to one traffic class . The 
multiple functions with a partial precedence order between PEL 230 may have information about how much resource 
them , the local coordinator 124 may steer or direct packets and bandwidth is assigned to each traffic class , which 
from one function to another based on the execution order . 35 functions to use for each traffic class , and how much 
Since different functions may have been obtained from resources each function is assigned . Thus , the PEL 230 may 
different vendors , they may be unaware of each other , thus be responsible for steering or directing the packets between 
the local coordinator 124 is responsible for steering a packet the different functions and in the appropriate order , if 
and any intermediate processing result between functions . multiple functions are required to process the packets . In 
Eventually , after the packets are processed by functions in 40 doing so , the PEL 230 may steer packets only to those 
the set of functions , the local coordinator 124 may forward function ( s ) which have resources left . Then , the packets may 
or route the packets to another network node ( e . g . , a middle - be processed by the designated function ( s ) . Depending on its 
box , a router , or a server ) . As a second task , to efficiently traffic class , the traffic flow may be processed by different 
multiplex different functions on the shared hardware plat - functions and / or resources ( determined by the controller ) . 
form 122 , the local coordinator 124 may allocate hardwarel 45 Any of the functions 250 , 252 , 254 , and 256 may be a 
software resource ( s ) to the set of functions , and determine standalone or an extensible function . Different functions 
the schedule of allocation . For example , the local coordina - may use the same resource or different resources . For 
tor 124 may check how much resource is being used by a example , as shown in FIG . 2 , the functions 250 and 252 may 
particular function . In case the function is exceeding its use the resource 240 , while the function 256 may use the 
allocated resources , its execution may be pre - empted or 50 resources 242 and 244 . Any of the resources 240 , 242 , and 
slowed down . 244 may refer to any hardware and / or software resource . 

Based on above descriptions , the middlebox 120 may be Exemplary hardware resources include , but are not limited 
considered a modular system architecture that consolidates to , CPU , memory , disk , screen or display , input / output 
different network functionalities in a single hardware plat - device , network bandwidth , and combinations thereof . 
form . In implementation , the middlebox 120 may be a 55 Exemplary software resources include , but are not limited 
commodity computer system or server system . In addition to to , web page , media content , newsgroup content , file , soft 
software , the middlebox 120 may include hardware accel - ware object , database , access control list , and combinations 
erators , such as one or more global processing units ( GPU ) thereof . 
or field - programmable gate arrays ( FPGAs ) . Alternatively , The packet processing scheme 200 may be used in a 
the middlebox 120 may be fully hardware - based , e . g . , 60 virtualized network architecture , wherein each traffic class 
developed in an application - specific integrated circuit may be treated as a virtual network and processed separately 
( ASIC ) . In different stages of product development , there and independently . In this case , functions for each traffic 
may be different way to implement functions and modules . class may also be implemented individually . 
For example , a function may be first implemented by In order to consolidate multiple functions for different 
software , then re - implemented by FPGA after experimental 65 incoming traffic flows , the PEL 230 may obtain various input 
testing , and eventually re - implemented by ASIC after the information , which allows it to determine which flows 
function is confirmed to be fully functional . should be executed by which processes , set the affinity 
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between processes and resources , schedule processes in the the first function to a first resource does not indicate that the 
right time and order , and ensure that the resource guarantees first function is limited to the first resource , as the first 
are met . Exemplary input information of the PEL include , function may also be assigned to a second resource , a third 
but are not limited to , the following : resource , and so forth . In step 360 , the processor may assign 

Traffic flows to be processed by the middlebox . The traffic 5 he tranic 5 the traffic flow to the instance of the first function . Note that flows may be denoted as F in the form of Fo , the traffic flow may be assigned to an instance of a second F1 , . . . , Fn , . . . , FN } , where Fn represents an amount 
of traffic for one flow ( e . g . , measured in units of function , a third function , etc . , in the set of functions . 
megabits per second ( Mbps ) ) , ( N + 1 ) indicates a num Further , the processor is capable of ensuring that no resource 
ber of the traffic flows , and n is an integer between 0 is assigned more instances of functions than what they can 
and N . cope with ( i . e . , resource constraints ) . 

Functions or network applications running in the middle In step 370 , the processor may compute a most utilized 
box . The functions may be denoted as A in the form of resource among multiple resources needed for the set of 
{ A , , A1 , . . . , Ap , . . . , Ap } , where A , represents one functions based on input information of a PEL . In step 380 , 
of the functions , ( P + 1 ) indicates a number of the the processor may determine a processing schedule for the functions , and p is an integer between 0 and P . traffic flow . Specifically , the instances of functions and the Resource types ( e . g . , CPU , memory , or network band 
width ) . The resource types may be denoted as R in the traffic flow in each instance of function may be scheduled . 
form of { Ro , R1 , . . . , Rze . . . , Rx } , where R , represents For example , the processor may schedule when to execute 
an amount of resource in one type , ( X + 1 ) indicates a the instance of the first function using the first resource ( and 
number of the resource types , and x is an integer 20 other resources if needed ) and when to process the traffic 
between 0 and X . flow by the instance of the first function . Likewise , the 

Amount of resources per core in each resource type . For processor may further schedule when to execute the instance 
example , the resource type is CPU , which may have of the second function using the second resource ( and other 
multiple cores each with a specific amount of resource resources if needed ) and when to further process the traffic 
( e . g . , measured in gigahertz ) . The amount of resources 25 flow ( already processed by the first function ) by the instance 
per type may be denoted as R , ( i . e . , for type x ) in the of the second function . Scheduling may be based on the 
form of R0 , R1 . . . , Rr , . . . , R _ Z } , where R most utilized resource obtained in the preceding step . In an 
represents one of the cores , ( X + 1 ) indicates a number embodiment , a traffic flow may be scheduled in proportion 
of cores , and x is an integer between 0 and X . to its requirements of the most utilized resource . For 

Amount of resources needed for a function to process a 30 example , at every X ( X is a positive integer ) scheduling 
fixed unit ( e . g . , measured in Mbps ) of traffic flow . For steps , a scheduler implemented by the processor may regu 
example , for a function An , the amount of resource larly determine which hardware resource is the most uti 
needed for A , to process 1 Mbps of flow may be lized , determine every flow ' s requirement of this resource , 
denoted as J * R , K * R1 , . . . , L * Ry } , where J , K , and and schedule the flows in a way that fulfills requirements of 
L are fractional numbers between 0 and 1 . 35 fair scheduling of this most utilized resource . That is , the 

A set of applications the traffic flows have to go through . scheduler may schedule flows when they have shares to use 
For example , as provided by the output of a controller , of the resource , and may unschedule them when they run out 
a traffic flow may go through multiple functions in a of shares of the resource . Alternatively , scheduling may be 
pre - determined order , such as A0 , A2 , A1 , Az . carried out based on other factors , in which case step 370 

FIG . 3 illustrates an embodiment of a packet processing 40 may be modified or skipped . Further , scheduling may use 
method 300 , which may be implemented by a middlebox various algorithms , such as a time - slice - based algorithm , a 
( e . g . , the middlebox 120 ) . The method 300 receive , process run - to - completion algorithm , or a combination of the two . In 
and forward traffic flows , and may use input information to the time - slice - based algorithm , a scheduler implemented by 
a PEL . The method 300 may start in step 310 , where a traffic the processor may run once every time slice to choose a next 
flow comprising a plurality of packets may be received from 45 instance of function to execute . Time slice , or quantum , may 
a network source ( e . g . , the Internet ) . In use , multiple traffic refer to a period of time for which the instance is allowed to 
flows may be received by the middlebox , and one traffic flow run without potential preempting . Run - to - completion algo 
is described here to illustrate principles of this disclosure . In rithm may be a scheduling model in which each function 
step 320 , configuration information may be received from a may run until it either finishes , or explicitly yields control 
controller ( e . g . , the controller 110 ) . The configuration infor - 50 back to the scheduler . In addition , a PEL ( e . g . , the PEL 230 ) , 
mation is the output of the controller , and may include a which may be part of the processor , may be the module 
table specifying a flow ID , a set of functions and an order of implementing steps 330 - 380 . 
the set , and resource constraints . In step 330 , a processor in In step 390 , the processor may process the traffic flow by 
the middlebox may determine a traffic class of the traffic the set of functions , following the order of the set , using the 
flow by using the flow ID . In step 340 , the processor may 55 one or more resources , and according to the processing 
compute or calculate a sum of one or more resources needed schedule . It should be understood that the method 300 may 
to process the traffic flow based on the set of functions and include only a portion of all necessary steps in handling a 
resource requirements of each function . Then , the processor traffic flow . Thus , other steps or aspects , such as a detailed 
may assign the traffic flow to one or more resources , or in procedure of each function , queuing the traffic flow , for 
other words , allocate the one or more resources for the traffic 60 warding the processed traffic flow to another network node , 
flow . Specifically , in step 350 , the processor may assign an may be incorporated into the method 300 wherever appro 
instance of a first function or network application to a first priate . Further , one skilled in the art will recognize that , in 
resource , wherein the first function belongs to the set of use , the middlebox may receive a plurality of traffic flows 
functions , and the first resource belongs to the one or more potentially belonging to different classes . Some or all of the 
resources . The instance of a function , sometimes also 65 steps described in the method 300 may be repeated for each 
referred to as a process , may indicate one execution or traffic flow the middlebox receives . Moreover , execution 
operation of the function . Note that assigning the instance of order of the steps in the method 300 may be flexible , 
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provided that one step does not depend on result ( s ) produced screen display , or other type of video display for displaying 
by its preceding step . Certain steps may be combined , video , and may also include a video recording device for 
modified , or skipped . capturing video . I / O devices 1310 may also include one or 

The schemes described above may be implemented on a more keyboards , mice , or track balls , or other well - known 
network component , such as a computer or network com - 5 input devices . 
ponent with sufficient processing power , memory resources , It is understood that by programming and / or loading 
and network throughput capability to handle the necessary executable instructions onto the network node 1300 , at least 
workload placed upon it . FIG . 4 illustrates an embodiment one of the processor 1302 , the secondary storage 1304 , the 
of a network component or node 1300 suitable for imple - RAM 1308 , and the ROM 1306 are changed , transforming 
menting one or more embodiments of the methods and 10 the network node 1300 in part into a particular machine or 
schemes disclosed herein , such as the packet processing apparatus ( e . g . , a middlebox or service router having the 
scheme 200 and the packet processing method 300 . Further , novel functionality taught by the present disclosure ) . The 
the network node 1300 may be configured to implement any executable instructions may be stored on the secondary 
of the apparatuses described herein , such as the controller storage 1304 , the ROM 1306 , and / or the RAM 1308 and 
110 and the middlebox 120 ( referred to as a service router if 15 loaded into the processor 1302 for execution . It is funda 
including a routing function ) . mental to the electrical engineering and software engineer 

The network node 1300 includes a processor 1302 that is ing arts that functionality that can be implemented by 
in communication with memory devices including second - loading executable software into a computer can be con 
ary storage 1304 , read only memory ( ROM ) 1306 , random verted to a hardware implementation by well - known design 
access memory ( RAM ) 1308 , input / output ( 1 / 0 ) devices 20 rules . Decisions between implementing a concept in soft 
1310 , and transmitter / receiver 1312 . Although illustrated as ware versus hardware typically hinge on considerations of 
a single processor , the processor 1302 is not so limited and stability of the design and numbers of units to be produced 
may comprise multiple processors . The processor 1302 may rather than any issues involved in translating from the 
be implemented as one or more central processor unit ( CPU ) software domain to the hardware domain . Generally , a 
chips , cores ( e . g . , a multi - core processor ) , field - program - 25 design that is still subject to frequent change may be 
mable gate arrays ( FPGAs ) , application specific integrated preferred to be implemented in software , because re - spin 
circuits ( ASICs ) , and / or digital signal processors ( DSPs ) , ning a hardware implementation is more expensive than 
and / or may be part of one or more ASICs . The processor re - spinning a software design . Generally , a design that is 
1302 may be configured to implement any of the schemes stable that will be produced in large volume may be pre 
described herein , including the packet processing scheme 30 ferred to be implemented in hardware , for example in an 
200 and the packet processing method 300 . The processor application specific integrated circuit ( ASIC ) , because for 
1302 may be implemented using hardware or a combination large production runs the hardware implementation may be 
of hardware and software . less expensive than the software implementation . Often a 

The secondary storage 1304 is typically comprised of one design may be developed and tested in a software form and 
or more disk drives or tape drives and is used for non - 35 later transformed , by well - known design rules , to an equiva 
volatile storage of data and as an over - flow data storage lent hardware implementation in an application specific 
device if the RAM 1308 is not large enough to hold all integrated circuit that hardwires the instructions of the 
working data . The secondary storage 1304 may be used to software . In the same manner as a machine controlled by a 
store programs that are loaded into the RAM 1308 when new ASIC is a particular machine or apparatus , likewise a 
such programs are selected for execution . The ROM 1306 is 40 computer that has been programmed and / or loaded with 
used to store instructions and perhaps data that are read executable instructions may be viewed as a particular 
during program execution . The ROM 1306 is a non - volatile machine or apparatus . 
memory device that typically has a small memory capacity At least one embodiment is disclosed and variations , 
relative to the larger memory capacity of the secondary combinations , and / or modifications of the embodiment ( s ) 
storage 1304 . The RAM 1308 is used to store volatile data 45 and / or features of the embodiment ( s ) made by a person 
and perhaps to store instructions . Access to both the ROM having ordinary skill in the art are within the scope of the 
1306 and the RAM 1308 is typically faster than to the disclosure . Alternative embodiments that result from com 
secondary storage 1304 . bining , integrating , and / or omitting features of the embodi 

The transmitter / receiver 1312 may serve as an output ment ( s ) are also within the scope of the disclosure . Where 
and / or input device of the network node 1300 . For example , 50 numerical ranges or limitations are expressly stated , such 
if the transmitter / receiver 1312 is acting as a transmitter , it express ranges or limitations should be understood to 
may transmit data out of the network node 1300 . If the include iterative ranges or limitations of like magnitude 
transmitter / receiver 1312 is acting as a receiver , it may falling within the expressly stated ranges or limitations ( e . g . , 
receive data into the network node 1300 . The transmitter from about 1 to about 10 includes , 2 , 3 , 4 , etc . ; greater than 
receiver 1312 may take the form of modems , modem banks , 55 0 . 10 includes 0 . 11 , 0 . 12 , 0 . 13 , etc . ) . For example , whenever 
Ethernet cards , universal serial bus ( USB ) interface cards , a numerical range with a lower limit , R , , and an upper limit , 
serial interfaces , token ring cards , fiber distributed data R , is disclosed , any number falling within the range is 
interface ( FDDI ) cards , wireless local area network specifically disclosed . In particular , the following numbers 
( WLAN ) cards , radio transceiver cards such as code division within the range are specifically disclosed : R = R2 + k * ( R , 
multiple access ( CDMA ) , global system for mobile com - 60 R , ) , wherein k is a variable ranging from 1 percent to 100 
munications ( GSM ) , long - term evolution ( LTE ) , worldwide percent with a 1 percent increment , i . e . , k is 1 percent , 2 
interoperability for microwave access ( WiMAX ) , and / or percent , 3 percent , 4 percent , 5 percent , . . . , 70 percent , 71 
other air interface protocol radio transceiver cards , and other percent , 72 percent , . . . , 95 percent , 96 percent , 97 percent , 
well - known network devices . The transmitter / receiver 1312 98 percent , 99 percent , or 100 percent . Moreover , any 
may enable the processor 1302 to communicate with an 65 numerical range defined by two R numbers as defined in the 
Internet or one or more intranets . I / O devices 1310 may above is also specifically disclosed . The use of the term 
include a video monitor , liquid crystal display ( LCD ) , touch " about ” means : 10 % of the subsequent number , unless oth 
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erwise stated . Use of the term " optionally ” with respect to process the traffic flow by the set of functions in 
any element of a claim means that the element is required , accordance with the traffic class determined from the 
or alternatively , the element is not required , both alternatives flow ID , following the order of the set , using the one 
being within the scope of the claim . Use of broader terms or more resources , and according to the processing 
such as comprises , includes , and having should be under - 5 schedule ; and 
stood to provide support for narrower terms such as con compute a sum of the one or more resources based on 
sisting of , consisting essentially of , and comprised substan the set of functions , wherein assigning the traffic 
tially of . Accordingly , the scope of protection is not limited flow is based on the sum . 
by the description set out above but is defined by the claims 2 . An apparatus comprising : 
that follow , that scope including all equivalents of the 10 at least one receiver configured to : 
subject matter of the claims . Each and every claim is receive a traffic flow ; 
incorporated as further disclosure into the specification and receive information comprising a set of functions and 
the claims are embodiment ( s ) of the present disclosure . The an order of the set from a controller and a flow 
discussion of a reference in the disclosure is not an admis identification ( ID ) assigned by the controller , 
sion that it is prior art , especially any reference that has a 15 wherein the flow ID assigned by the controller is 
publication date after the priority date of this application . received separately from the traffic flow ; and 
The disclosure of all patents , patent applications , and pub a processor coupled to the at least one receiver and 
lications cited in the disclosure are hereby incorporated by configured to : 
reference , to the extent that they provide exemplary , proce assign the traffic flow to one or more resources ; and 
dural , or other details supplementary to the disclosure . 20 determine a processing schedule for the traffic flow ; 

While several embodiments have been provided in the process the traffic flow by the set of functions , follow 
present disclosure , it may be understood that the disclosed ing the order of the set , using the one or more 
systems and methods might be embodied in many other resources , and according to the processing schedule ; 
specific forms without departing from the spirit or scope of compute a sum of the one or more resources based on 
the present disclosure . The present examples are to be 25 the set of functions , wherein assigning the traffic 
considered as illustrative and not restrictive , and the inten flow is based on the sum ; and 
tion is not to be limited to the details given herein . For determine a most utilized hardware resource in the one or 
example , the various elements or components may be com more resources , wherein determining the processing 
bined or integrated in another system or certain features may schedule is based on the most utilized hardware 
be omitted , or not implemented . resource , 

In addition , techniques , systems , subsystems , and meth wherein the set of functions comprises a first function , 
ods described and illustrated in the various embodiments as wherein the one or more resources comprises a first 
discrete or separate may be combined or integrated with resource , and wherein assigning the traffic flow com 
other systems , modules , techniques , or methods without prises : 
departing from the scope of the present disclosure . Other 35 assigning an instance of the first function to the first 
items shown or discussed as coupled or directly coupled or resource ; and 
communicating with each other may be indirectly coupled or assigning the traffic flow to the instance of the first 
communicating through some interface , device , or interme function . 
diate component whether electrically , mechanically , or oth 3 . The apparatus of claim 1 , wherein the processor is 
erwise . Other examples of changes , substitutions , and altera - 40 further configured to , before computing a total amount of the 
tions are ascertainable by one skilled in the art and may be one or more resources , determine a traffic class of the traffic 
made without departing from the spirit and scope disclosed flow using the flow ID . 
herein . 4 . The apparatus of claim 1 , wherein the set of functions 

What is claimed is : further comprises a second function , wherein the second 
1 . An apparatus comprising : 45 function trails the first function in the order of the set , 
at least one receiver configured to : wherein the one or more resources further comprises a 

receive a traffic flow ; second resource , wherein assigning the traffic flow further 
receive information comprising a set of functions and comprises : 

an order of the set from a controller and a flow assigning an instance of the second function to the second 
identification ( ID ) assigned by the controller , 50 resource ; and 
wherein the set of functions comprises a first func - assigning the traffic flow to the instance of the second 
tion , wherein the flow ID assigned by the controller function , and 
is used to determine a traffic class of the traffic flow , wherein processing the traffic flow comprises : 
and received separately from the traffic flow pro processing the traffic flow by the first function and using 
vided by a network source ; and the first resource ; 

a processor coupled to the at least one receiver and directing the processed traffic flow to the second function ; 
configured to : and 
assign the traffic flow to one or more resources includ processing the processed traffic flow by the second func 

ing a first resource by assigning an instance of the tion and using the second resource . 
first function to the first resource and assigning the 60 5 . The apparatus of claim 1 , wherein the set of functions 
traffic flow to the instance of the first function ; comprises packet tagging , packet forwarding , packet rout 

determine a processing schedule for the traffic flow by ing , firewall , intrusion detection , intrusion prevention , 
scheduling when to execute the instance of the first encryption , decryption , load balancing , wide area network 
function using the first resource , scheduling when to ( WAN ) optimization , proxy , and combinations thereof . 
process the traffic flow by the instance of the first 65 6 . The apparatus of claim 1 , wherein the processor is 
function , and using a time - slice - based algorithm , a further configured to ensure no resource is overloaded when 
run - to - completion algorithm , or both ; assigning the traffic flow to the one or more resources . 

55 
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7 . A method comprising : determining a most utilized hardware resource in the one 
receiving a traffic flow and configuration information or more resources , wherein determining the processing 

from a controller , wherein the configuration informa schedule is based on the most utilized hardware 
tion comprises a flow identification ( ID ) assigned by resource , 
the controller , a set of functions including a first func - 5 wherein the set of functions comprises a first function , 
tion and a second function , and an order of the set wherein the one or more resources comprises a first 
where the second function trails the first function , resource , and wherein assigning the traffic flow com wherein the flow ID assigned by the controller is used prises : 
to determine a traffic class of the traffic flow , and assigning an instance of the first function to the first received independently from the traffic flow provided 10 resource ; and by a network source ; 

assigning the traffic flow to one or more resources includ assigning the traffic flow to the instance of the first 
ing a first resource and a second resource , wherein function . 
assigning the traffic flow comprises assigning an 11 . The method of claim 9 , wherein determining the 
instance of the first function to the first resource . 15 processing schedule comprising using a time - slice - based 
assigning the traffic flow to the instance of the first algorithm , a run - to - completion algorithm , or both . 
function , assigning an instance of the second function 12 . The method of claim 7 , further comprising : 
to the second resource , and assigning the traffic flow to ensuring no resource is overloaded when assigning the 
the instance of the second function ; traffic flow to the one or more resources . 

determining a processing schedule for the traffic flow ; and 20 13 . A middlebox comprising : 
processing the traffic flow by the set of functions in at least one receiver configured to : 

accordance with the traffic class determined from the receive a plurality of packets from a network source ; 
flow ID , following the order of the set , using the one or receive information comprising a set of functions and 
more resources , and according to the processing sched an order of the set of functions from a controller and 
ule , wherein processing the traffic flow comprises pro - 25 a flow identification ( ID ) assigned by the controller , 
cessing the traffic flow by the first function and using wherein the set of functions includes a first function 
the first resource , directing the processed traffic flow to and a second function , wherein the second function 
the second function , and processing the processed trails the first function in the order of the set , wherein 
traffic flow by the second function and using the second the flow ID is used to determine a traffic class of the 
resource . packets in a traffic flow , and provided separate from 8 . The method of claim 7 , further comprising computing the traffic flow provided by a network source ; and a sum of the one or more resources based on the set of 

functions , wherein assigning the traffic flow is based on the a processor implementing a local coordinator , wherein the 
local coordinator is configured to : 

9 . The method of claim 8 , wherein determining the 35 compute a sum of resource needed for the plurality of 
processing schedule comprises : packets based on the set of functions ; 

scheduling when to execute the instance of the first allocate at least one hardware resource including a first 

function using the first resource ; and resource and a second resource based on the sum by 
scheduling when to process the traffic flow by the instance assigning an instance of the first function to the first 
of the first function . resource and an instance of the second function to 

10 . A method comprising : the second resource and assigning the traffic flow to 
receiving a traffic flow and configuration information the instances of the first and second functions ; 

from a controller , wherein the configuration informa determine a processing schedule ; and 
tion comprises a flow identification ( ID ) assigned by process the plurality of packets by the set of functions 
the controller , a set of functions , and an order of the set , 45 in accordance with the traffic class determined from 
wherein the flow ID assigned by the controller is the flow ID , following the order of the set , using the 
received independently from the traffic flow ; at least one hardware resource , and according to the 

processing schedule , wherein processing the plural assigning the traffic flow to one or more resources ; 
determining a processing schedule for the traffic flow ; ity of packets comprises processing the plurality of 

packets by the first function and using the first processing the traffic flow by the set of functions , follow - 50 
ing the order of the set , using the one or more resources , resource , steering the processed packets to the sec 
and according to the processing schedule ; ond function , and processing the processed packets 

by the second function and using the second computing a sum of the one or more resources based on 
the set of functions , wherein assigning the traffic flow resource . 
is based on the sum ; and 
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