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Methods for improving matrix multiplication runtimes are 
provided . A method includes determining , by a GPU , opti 
mal partitions for matrix - by - matrix multiplication of two 
factor matrices having sizes known a priori . The determining 
step includes performing offline a plurality of matrix - by 
matrix multiplication executions , each for a respective dif 
ferent combination of two - way partitions across a plurality 
of partition sizes . The determining step further includes 
determining offline a respective performance number for 
each of the executions based on runtime . The determining 
step also includes recursively repeating offline said perform 
ing and determining steps until the respective performance 
number ceases to improve for best - performing combinations 
of the two - way partitions and saving the best performing 
combinations of the two - way partitions as the optimal 
partitions . The method further includes performing online , 
by the GPU , the matrix - by - matrix multiplication of the two 
factor matrices using calls for a given one of the best 
performing combinations of the two - way partitions . 
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RUNTIME OF CUBLAS MATRIX of the factor matrices in the set S . The determining step 
MULTIPLICATION ON GPU additionally includes selecting on - line using the data struc 

ture , one or more best partitions of given sizes for use in 
BACKGROUND multiplying the factor matrices in the matrix - by - matrix 

multiplication . The method further includes performing 
Technical Field online , by the graphics processing unit , the matrix - by - matrix 
The present invention relates generally to information multiplication of the factor matrices using the selected one 

processing and , in particular , to improving the runtime of or more best partitions . 
CUda Basic Linear Algebras Subroutines ( CUBLAS ) matrix According to yet another aspect of the present principles , 
multiplication on a Graphics Processing Unit ( GPU ) . 10 a method is provided . The method includes determining , by 

Description of the Related Art a graphics processing unit , near optimal partitions for 
Matrix multiplication is a generic operation in many matrix - by - matrix multiplication of a factor matrix A and a 

computationally intensive applications . Deep neuron net factor matrix B having respective sizes bounded by an 
work training is one of the most prominent such applica - integer number and being arbitrarily variable from call to 
tions . Other such applications include , but are not limited to , 15 call . The determining step includes performing offline a 
molecular mechanics simulation , gas and fluid dynamics , plurality of matrix - by - matrix multiplication executions for weather forecast , quantum chemistry , linear optimization , values of variables m , n , and k varying in a range [ 0 , and so forth . MaxSize ) with steps M , N , and K , respectively , to build and A Graphics Processing Unit ( GPU ) is a widely used 
platform for accelerating matrix multiplication by ten or store an efficiency matrix E ( m , n , k ) . The determining step 
more times compared to a Central Processing Unit ( CPU ) . 20 20 further includes searching the efficiency matrix online given 
For example , NVIDIA® ships a library of CUda Basic the values of the variables m , n , and k , and using search 
Linear Algebras Subroutines ( CUBLAS ) created specifically construct E ( * 1 , * 2 , * 3 ) having the second argument * 2 , and 
for NVIDIAR GPUs . the third argument * 3 fixed to the values of variables n and 

The efficiency of matrix multiplication on a GPU by k , respectively , and the first argument * 1 varying in a range 
CUBLAS library functions greatly varies with matrix sizes . 25 [ 1 , m ] to determine a near optimal horizontal two - way 
Hence , there is a need for improving runtime of CUBLAS partition of matrix A based on shortest runtime . The method 
matrix multiplication on a Graphics Processing Unit ( GPU ) . also includes searching the efficiency matrix online given 

the values of the variables m , n , and k , and using the search 
SUMMARY construct E ( * 1 , * 2 , * 3 ) having the first argument * 1 , and the 

30 third argument * 3 fixed to the values of variables m and k , 
According to an aspect of the present principles , a method respectively , and the second argument * 2 varying in a range 

is provided . The method includes determining , by a graphics [ 1 , n to determine a near optimal vertical two - way partition 
processing unit , optimal partitions for matrix - by - matrix of matrix B based on the shortest runtime . The method 
multiplication of two factor matrices having sizes known a further includes performing online , by the graphics process priori . The determining step includes performing offline a 35 ing unit the matrix - by - matrix multiplication of the factor 
plurality of matrix - by - matrix multiplication executions , matrix A and the factor matrix B using the determined near each for a respective different combination of two - way optimal horizontal two - way partition of matrix A and the partitions across a plurality of partition sizes . The determin determined near optimal vertical two - way partition of ing step further includes determining offline a respective matrix . performance number for each of the plurality of matrix - by 
matrix multiplication executions based on runtime . The 4 40 These and other features and advantages will become 
determining step also includes recursively repeating offline apparent from the following detailed description of illustra 
said performing and determining steps until the respective tive embodiments thereof , which is to be read in connection 
performance number ceases to improve for best performing with the accompanying drawings . 
combinations of the two - way partitions and saving the best 
performing combinations of the two - way partitions as the 45 BRIEF DESCRIPTION OF DRAWINGS 
optimal partitions . The method further includes performing 
online , by the graphics processing unit , the matrix - by - matrix The disclosure will provide details in the following 
multiplication of the two factor matrices using calls for a description of preferred embodiments with reference to the 
given one of the best performing combinations of the following figures wherein : 
two - way partitions . 50 FIG . 1 shows an exemplary processing system 100 to 

According to another aspect of the present principles , a act of the present principles a which the present principles may be applied , in accordance 
method is provided . The method includes determining , by a with an embodiment of the present principles ; 
graphics processing unit , optimal partitions for matrix - by FIG . 2 shows an exemplary Graphics Processing Unit 
matrix multiplication of factor matrices having respective ( GPU ) 200 for improving the runtime of CUBLAS matrix 
sizes that fall within a plurality of different sizes of factor ss multiplication , in accordance with an embodiment of the 
matrices included in a set S . The determining step includes present principles ; 
performing offline a plurality of matrix - by - matrix multipli FIG . 3 shows an exemplary method 300 for improving the 
cation executions for each of the plurality of different sizes runtime of CUBLAS matrix multiplication on a Graphics 
of the factor matrices in the set S , each for a respective one Processing Unit ( GPU ) , in accordance with an embodiment 
of a plurality of different partition combinations of the factor of the present principles ; 
matrices in the set S . The determining step further includes 60 FIGS . 4 - 5 show another exemplary method 400 for 
determining offline as the optimal partitions , for each of the improving the runtime of CUBLAS matrix multiplication on 
plurality of different partition combinations of the factor a Graphics Processing Unit ( GPU ) , in accordance with an 
matrices in the set S , a given partition having a shortest embodiment of the present principles ; and 
runtime and storing information therefor . The determining FIG . 6 shows yet another exemplary method 600 for 
step also includes storing offline in a data structure , infor - 65 improving the runtime of CUBLAS matrix multiplication on 
mation about the given partition having the shortest runtime a Graphics Processing Unit ( GPU ) , in accordance with an 
for each of the plurality of different partition combinations embodiment of the present principles . 
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DETAILED DESCRIPTION OF PREFERRED implementing respective embodiments of the present prin 
EMBODIMENTS ciples . Part or all of processing system 100 may be imple 

mented in one or more of the elements of system 200 . 
The present principles are directed to improving the Further , it is to be appreciated that processing system 100 

runtime of CUda Basic Linear Algebras Subroutines 5 may perform at least part of the method described herein 
( CUBLAS ) matrix multiplication on a Graphics Processing including , for example , at least part of method 300 of FIG . 
Unit ( GPU ) . 3 and / or at least part of method 400 of FIGS . 4 - 5 and / or at 

In an embodiment , the present principles involve splitting least part of method 600 of FIG . 6 . Similarly , part or all of 
one or both factor matrices into pieces ; multiplying the system 200 may be used to perform at least part of method 
pieces pairwise ; concatenating the results ; and using pointer 10 300 of FIG . 3 and / or at least part of method 400 of FIGS . 4 - 5 
arithmetic to write the partial products directly into their and / or at least part of method 600 of FIG . 6 . 
correct positions in memory . In this way , concatenation FIG . 2 shows an exemplary Graphics Processing Unit 
advantageously does not require any additional operations , ( GPU ) 200 for improving the runtime of CUBLAS matrix 
as readily appreciated by one of ordinary skill in the art multiplication , in accordance with an embodiment of the 
given the teachings of the present principles provided 15 present principles . It is to be appreciated that for the sake of 
herein . brevity , only elements relating to the present principles are 

FIG . 1 shows an exemplary processing system 100 to described with respect to GPU 200 . Thus , while the GPU 
which the present principles may be applied , in accordance 200 will include other elements , as readily appreciated by 
with an embodiment of the present principles . The process one of ordinary skill in the art , the description of GPU 200 
ing system 100 includes at least one Central Processing Unit is directed to the present principles and elements relating 
( CPU ) 104 operatively coupled to other components via a 20 thereto . 
system bus 102 . A cache 106 , a Read Only Memory ( ROM ) The GPU 200 includes a set of execution units ( herein 
108 , a Random Access Memory ( RAM ) 110 , an input / output after “ execution unit ” in short ) 210 , on - board memory 220 , 
( 1 / 0 ) adapter 120 , a sound adapter 130 , a network adapter a matrix partitioner 230 , a partition performance evaluator 
140 , a user interface adapter 150 , and a display adapter 160 , 240 , a partition selector 250 . 
are operatively coupled to the system bus 102 . A Graphics 25 The execution unit 210 performs executions relating to at 
Processing Unit ( GPU ) 166 is also operatively coupled to least graphics processing . Such graphics processing includes 
the system bus 102 . matrix - by - matrix multiplication which , in turn , includes 

A first storage device 122 and a second storage device 124 submatrix - by - submatrix multiplication involving partitions 
are operatively coupled to system bus 102 by the I / O adapter determined in accordance with the present principles . 
120 . The storage devices 122 and 124 can be any of a disk 30 The on - board memory 220 stores data for the graphics 
storage device ( e . g . , a magnetic or optical disk storage processing . In an embodiment , the on - board memory stores 
device ) , a solid state magnetic device , and so forth . The lookup tables , arrays , and other data structures relating to 
storage devices 122 and 124 can be the same type of storage graphics processing . 
device or different types of storage devices . The matrix partitioner 230 partitions matrices partitions 

A speaker 132 is operatively coupled to system bus 102 by 25 for use in matrix - by - matrix multiplication in accordance 
the sound adapter 130 . A transceiver 142 is operatively with the present principles . For example , matrix partitioner 
coupled to system bus 102 by network adapter 140 . A 230 partitions matrix partitions in accordance with any of 
display device 162 is operatively coupled to system bus 102 methods 300 , 400 , and 500 shown in FIGS . 3 , 4 - 5 , and 6 , 
by display adapter 160 . respectively . 

A first user input device 152 , a second user input device The partition performance evaluator 240 works in con 
154 , and a third user input device 156 are operatively 40 junction with the matrix partitioner 230 to evaluate parti 
coupled to system bus 102 by user interface adapter 150 . The tions based on runtime . For example , optimal and / or near 
user input devices 152 , 154 , and 156 can be any of a optimal partitions are determined based on shortest run 
keyboard , a mouse , a keypad , an image capture device , a times , as compared to other partitions having longer run 
motion sensing device , a microphone , a device incorporating times and thus , being not optimal or near optimal . 
the functionality of at least two of the preceding devices , and 45 The partition selector 250 selects partitions based on the 
so forth . Of course , other types of input devices can also be results of the performance evaluator 240 . In an embodiment , 
used , while maintaining the spirit of the present principles . the selected partitions are stored in on - board memory 220 
The user input devices 152 , 154 , and 156 can be the same for future use . For example , in an embodiment , selected 
type of user input device or different types of user input partitions are stored offline for future use in online opera 
devices . The user input devices 152 , 154 , and 156 are used 50 tions . 
to input and output information to and from system 100 . It is to be appreciated that different embodiments of the 
Of course , the processing system 100 may also include present principles will implicate different ones of the pre 

other elements ( not shown ) , as readily contemplated by one ceding elements of the GPU 200 . 
of skill in the art , as well as omit certain elements . For In the embodiment shown in FIG . 2 , the elements thereof 
example , various other input devices and / or output devices ss are interconnected by a bus 201 . However , in other embodi 
can be included in processing system 100 , depending upon m ents , other types of connections can also be used . More 
the particular implementation of the same , as readily under over , while one or more elements may be shown as separate 
stood by one of ordinary skill in the art . For example , elements , in other embodiments , these elements can be 
various types of wireless and / or wired input and / or output combined as one element . The converse is also applicable , 
devices can be used . Moreover , additional processors , con - where while one or more elements may be part of another 
trollers , memories , and so forth , in various configurations 60 element , in other embodiments , the one or more elements 
can also be utilized as readily appreciated by one of ordinary may be implemented as standalone elements . These and 
skill in the art . These and other variations of the processing other variations of the elements of GPU 200 are readily 
system 100 are readily contemplated by one of ordinary skill determined by one of ordinary skill in the art , given the 
in the art given the teachings of the present principles teachings of the present principles provided herein , while 
provided herein . 65 maintaining the spirit of the present principles . 
Moreover , it is to be appreciated that system 200 FIG . 3 shows an exemplary method 300 for improving the 

described below with respect to FIG . 2 is a system for runtime of CUBLAS matrix multiplication on a Graphics 

??? 
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Processing Unit ( GPU ) , in accordance with an embodiment - continued of the present principles . The method 300 is applied to two 
factor matrices , namely factor matrix A and factor matrix B . dCX + k * sizeof ( float ) * 480 , k , 

& ho , The method 300 corresponds to the case where the respec dY + m * sizeof ( float ) * 480 , m tive sizes of factor matrix A and factor matrix B are known 5 
a priori . The method 300 includes an offline portion 301 and 
an online portion 302 . Steps 305 , 310 , 315 , and 320 are FIGS . 4 - 5 show another exemplary method 400 for performed offline in the offline portion 301 , and step 325 is improving the runtime of CUBLAS matrix multiplication on performed online in the online portion 302 . 

At step 305 , perform runtime test for all possible vertical 10 na Graphics Processing Unit ( GPU ) , in accordance with an 
embodiment of the present principles . The method 400 partitions of factor matrix B for all possible horizontal involves a set S of factor matrices . Preferably , the number of partitions of factor matrix A . factor matrices in set S is large . The factor matrices in set S 

At step 310 , determine if the best split runtime is smaller have different sizes . The method 400 is applied to matrices 
than the original ( non - partitioned ) runtime . If so , then the whose size is variable , but fall within the sizes of the factor 
method proceeds to step 315 . Otherwise , the method pro - 15 matrices in set S . Offline processing of the factor matrices in 
ceeds to step 320 . set S yields a runtime savings when applied at runtime to 

At step 315 , apply method 300 recursively for each of the factor matrices to be multiplied in a matrix - by - matrix opera 
two pairs of submatrices produced by the split . tion . The method 400 includes an offline portion 401 and an 

At step 320 , record the sizes of all submatrices . online portion 402 . Steps 405 , 410 , 415 , 420 , 425 , 430 , 435 , 
20 and 440 are performed offline in the offline portion 401 , and At step 325 , split each call to cublassgemm ( ) according steps 445 , 450 , 455 , and 460 are performed online in the to the best partition found . CublasSgemm is a CUBLAS online portion 402 . 

function as follows : At step 405 , create an empty three - dimensional lookup 
S = single precision ( float ) table T to store information about the best multi - way parti 
ge = general 25 tionings of the factor matrices for every triplet of sizes ( m , 
m = multiplication n , k ) from the set S of factor matrices . 
m = matrix . At step 410 , perform runtime tests for all possible vertical 
We now provide exemplary code showing conventional partitions of right factor matrix B and for all possible 

CUDA code for matrix multiplication and CUDA code for de for horizontal partitions of left factor matrix A . 
At step 415 , determine whether the best split runtime is matrix multiplication in accordance with an embodiment of 30 smaller than the original runtime . If so , then the method the present principles . The CUDA code relates to the Attila proceeds to step 420 . Otherwise , the method proceeds to Speech Recognition Project , where the forward convolution step 425 . 

function reduces to multiplication of 256x3072 and 3072x At step 420 , apply this procedure recursively for each of 
2048 matrices . The runtime of the conventional CUDA code the two pairs of submatrices produced by the split . 
has a runtime of 215 ms . The runtime of the CUDA code in 35 At step 425 , append { ( m , n , k ) , the optimal partition 
accordance with the present principles has a runtime of 185 entry to the lookup table . 
ms . Hence , the CUDA code in accordance with the present At step 430 , determine whether all elements of set S have 
principles advantageously provides a sixteen percent run been processed . If so , then the method proceeds to step 435 . 
time speedup over the conventional CUDA code . Otherwise , the method proceeds to step 440 . 

The exemplary conventional CUDA code for matrix mul - 40 At step 435 , the offline portion of the method is termi 
tiplication can be as follows : nated . 

At step 440 , continue to the next ( m , n , k ) triplet from S . 
At step 445 , search lookup table T for the given sizes ( m , 

cublassgemma n , k ) . Typically , matrix sizes in a neural network and other cublasHandle , 
CUBLAS _ OP _ N , 45 important applications require several milliseconds for a 
CUBLAS _ OP _ N , single multiplication operation , so the table lookup time 
m , 2048 , k , ( less than a microsecond of CPU time ) is negligible . 
& h1 , dw , m , dCX , k , At step 450 , determine whether the optimal partition has 
& h0 , dy , m been found . If so , then the method proceeds to step 455 . 

50 Otherwise , the method proceeds to step 460 . 
At step 455 , split the call to cublasSgemm ( ) according to 

The exemplary CUDA code for matrix multiplication in the optimal partition . 
accordance with the present principles is as follows : At step 460 , call cublasSgemm ( directly on the original 

factor matrices A and B . 
55 FIG . 6 shows yet another exemplary method 600 for cublassgemm improving the runtime of CUBLAS matrix multiplication on cublasHandle , 

CUBLAS _ OP _ N , a Graphics Processing Unit ( GPU ) , in accordance with an 
CUBLAS _ OP _ N , embodiment of the present principles . The method 600 is 
m , 1920 , k , applied to two factor matrices , namely factor matrix A and 
& h1 , dw , m , dCX , k , 60 factor matrix B . The method 600 involves constructing a & h0 , dy , m three - dimensional efficiency array offline , which is then 

cublasSgemm searched online to determine near optimal partitions of 
cublasHandle , factor matrix A and factor matrix B . The method 600 CUBLAS _ OP _ N , includes an offline portion 601 and an online portion 602 . CUBLAS _ OP _ N , 
m , 128 , k , 65 Step 605 is performed offline in the offline portion 601 , and 
& hl , dW , m , steps 610 , 615 , 620 , 625 , and 630 are performed online in 

the online portion 602 . 
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At step 605 , build an efficiency array E ( m , n , k ) for all Analogously , if E ( m , n , k ) is not monotonically increasing 
values of m , n , and k from range [ 0 , MaxSize ) and steps M , with m , 
N , and K , respectively . In an embodiment , the values of M , 
N , and K depend on the type of GPU . For example , in an 
embodiment , they only have to be computed once per a 5 
given GPU type by computing E ( m , n , k ) at every point of 
a sufficiently large cube and observing the piecewise con 
stant ( ladder - like ) structure of the function along each of the 
three directions m , n and k . M , N and K are the lengths of may run faster than 
steps in these directions . 
At step 610 , search E ( * , * , * ) array with the second and 

third arguments fixed to n and k , respectively , and the first 
argument running from 1 to m in order to determine the near 
optimal horizontal 2 - way partition of matrix A . 
At step 615 , search E ( * , * , * ) array with the first and third 

arguments fixed to m and k , respectively , and the second 
argument running from 1 to n in order to determine a near for some horizontal partition of A . 
optimal vertical 2 - way partition of matrix B . It is to be appreciated that a reason that enables the present At step 620 , determine whether the best horizontal and 
vertical partitions improve runtime . If so , then the method principles to provide a significant runtime improvement for 
proceeds to step 525 . Otherwise , the method proceeds to - * 20 certain sizes of factor matrices is that the efficiency E ( m , n , 
step 630 . k ) of CUBLAS matrix multiplication is not monotonically 

At step 625 , make two calls to CUBLAS matrix multi - increasing with m and n . 
plication according to the best 2 - way partition . In fact , if E ( m , n , k ) would be monotonically increasing 
At step 630 , call CUBLAS multiplication on the original s with m , then for any horizontal split of the left factor matrix 

matrices . A into submatrices of heights ml and m2 we would have the 
A description will now be given regarding the basis of the following : 

present principles and the advantages relating thereto . 
Let Runtime ( mi , n , k ) + Runtime ( m2 , n , k ) = 

15 

30 
+ 

35 

A B1 ) concatenate A - B2 

Fim def 2mnk E ( m , n , k ) de 2mink 2m2nk 2mink 2m2nk 
Runtime ( m , n , k ) E ( mink ) * Elmank ) - E ( mnk ) * Elmnk ) 

be the efficiency of matrix multiplication of matrix A of size 2mink + 2mank 2mnk 
m - by - k and matrix B of size k - by - n , and let E ( m , n , k ) be not E ( mnk ) . Elmnki = Runtime ( m , n , k ) . 
monotonically increasing with n . Then 

Analogously , if E ( m , n , k ) would be monotonically 
increasing with n , then for any vertical split of the right 
factor matrix B the total runtime for multiplication of the 
submatrices would be greater than the runtime of the direct 

40 multiplication . 

may run faster than A description will now be given regarding several gen 
eralizations exploited by the present principles , in accor 
dance with an embodiment of the present principles . 

45 If one of the matrices can be split in a way that reduces 
the total runtime of the multiplication , the present principles 
can be applied recursively to each new pair of submatrices 
producing further splits until none of the multiplication 
runtimes for pairs of submatrices can be reduced by a split . 

for some vertical partition of B . For example : 

BI 

A1 

X 

Reduces to 

BO 
- 

- 0 - - 0 - - - - - - - 

A1 concatenate 

Reduces to 

Al con . Al con . con . A2 IB4 
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The multiplication runtime depends only on the sizes of network , including a local area network ( LAN ) or a wide 
the factor matrices , and not on the values of matrix elements . area network ( WAN ) , or the connection may be made to an 
Given ( m , n , k ) , the optimal sizes of submatrices have to be external computer ( for example , through the Internet using 
found experimentally by measuring runtimes for all possible an Internet Service Provider ) . In some embodiments , elec 
splits once only , and then they can be reused . 5 tronic circuitry including , for example , programmable logic 

The present invention may be a system , a method , and / or circuitry , field - programmable gate arrays ( FPGA ) , or pro 
a computer program product . The computer program prod grammable logic arrays ( PLA ) may execute the computer 
uct may include a computer readable storage medium ( or readable program instructions by utilizing state information 
media ) having computer readable program instructions of the computer readable program instructions to personalize 
thereon for causing a processor to carry out aspects of the 10 the electronic circuitry , in order to perform aspects of the 
present invention . present invention . 

The computer readable storage medium can be a tangible Aspects of the present invention are described herein with 
device that can retain and store instructions for use by an reference to flowchart illustrations and / or block diagrams of 
instruction execution device . The computer readable storage methods , apparatus ( systems ) , and computer program prod 
medium may be , for example , but is not limited to , an 15 ucts according to embodiments of the invention . It will be 
electronic storage device , a magnetic storage device , an understood that each block of the flowchart illustrations 
optical storage device , an electromagnetic storage device , a and / or block diagrams , and combinations of blocks in the 
semiconductor storage device , or any suitable combination flowchart illustrations and / or block diagrams , can be imple 
of the foregoing . A non - exhaustive list of more specific mented by computer readable program instructions . 
examples of the computer readable storage medium includes 20 These computer readable program instructions may be 
the following : a portable computer diskette , a hard disk , a provided to a processor of a general purpose computer , 
random access memory ( RAM ) , a read - only memory special purpose computer , or other programmable data pro 
( ROM ) , an erasable programmable read - only memory cessing apparatus to produce a machine , such that the 
( EPROM or Flash memory ) , a static random access memory instructions , which execute via the processor of the com 
( SRAM ) , a portable compact disc read - only memory ( CD - 25 puter or other programmable data processing apparatus , 
ROM ) , a digital versatile disk ( DVD ) , a memory stick , a create means for implementing the functions / acts specified 
floppy disk , a mechanically encoded device such as punch - in the flowchart and / or block diagram block or blocks . These 
cards or raised structures in a groove having instructions computer readable program instructions may also be stored 
recorded thereon , and any suitable combination of the fore - in a computer readable storage medium that can direct a 
going . A computer readable storage medium , as used herein , 30 computer , a programmable data processing apparatus , and / 
is not to be construed as being transitory signals per se , such or other devices to function in a particular manner , such that 
as radio waves or other freely propagating electromagnetic the computer readable storage medium having instructions 
waves , electromagnetic waves propagating through a wave - stored therein comprises an article of manufacture including 
guide or other transmission media ( e . g . , light pulses passing instructions which implement aspects of the function / act 
through a fiber - optic cable ) , or electrical signals transmitted 35 specified in the flowchart and / or block diagram block or 
through a wire . blocks . 

Computer readable program instructions described herein The computer readable program instructions may also be 
can be downloaded to respective computing / processing loaded onto a computer , other programmable data process 
devices from a computer readable storage medium or to an ing apparatus , or other device to cause a series of operational 
external computer or external storage device via a network , 40 steps to be performed on the computer , other programmable 
for example , the Internet , a local area network , a wide area apparatus or other device to produce a computer imple 
network and / or a wireless network . The network may com - mented process , such that the instructions which execute on 
prise copper transmission cables , optical transmission fibers , the computer , other programmable apparatus , or other 
wireless transmission , routers , firewalls , switches , gateway device implement the functions / acts specified in the flow 
computers and / or edge servers . A network adapter card or 45 chart and / or block diagram block or blocks . 
network interface in each computing processing device The flowchart and block diagrams in the Figures illustrate 
receives computer readable program instructions from the the architecture , functionality , and operation of possible 
network and forwards the computer readable program implementations of systems , methods , and computer pro 
instructions for storage in a computer readable storage gram products according to various embodiments of the 
medium within the respective computing / processing device . 50 present invention . In this regard , each block in the flowchart 

Computer readable program instructions for carrying out or block diagrams may represent a module , segment , or 
operations of the present invention may be assembler portion of instructions , which comprises one or more 
instructions , instruction - set - architecture ( ISA ) instructions , executable instructions for implementing the specified logi 
machine instructions , machine dependent instructions , cal function ( s ) . In some alternative implementations , the 
microcode , firmware instructions , state - setting data , or 55 functions noted in the block may occur out of the order noted 
either source code or object code written in any combination in the figures . For example , two blocks shown in succession 
of one or more programming languages , including an object may , in fact , be executed substantially concurrently , or the 
oriented programming language such as Java , Smalltalk , blocks may sometimes be executed in the reverse order , 
C + + or the like , and conventional procedural programming depending upon the functionality involved . It will also be 
languages , such as the “ C ” programming language or similar 60 noted that each block of the block diagrams and / or flowchart 
programming languages . The computer readable program illustration , and combinations of blocks in the block dia 
instructions may execute entirely on the user ' s computer , grams and / or flowchart illustration , can be implemented by 
partly on the user ' s computer , as a stand - alone software special purpose hardware - based systems that perform the 
package , partly on the user ' s computer and partly on a specified functions or acts or carry out combinations of 
remote computer or entirely on the remote computer or 65 special purpose hardware and computer instructions . 
server . In the latter scenario , the remote computer may be Reference in the specification to " one embodiment ” or 
connected to the user ' s computer through any type of " an embodiment ” of the present principles , as well as other 
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variations thereof , means that a particular feature , structure , 4 . The method of claim 1 , wherein said recursively 
characteristic , and so forth described in connection with the repeating step comprises recursively repeating said offline 
embodiment is included in at least one embodiment of the performing and determining steps for each of two pairs of 
present principles . Thus , the appearances of the phrase " in submatrices produced by a split . 
one embodiment ” or “ in an embodiment ” , as well any other 5 5 . The method of claim 1 , wherein the best - performing 
variations , appearing in various places throughout the speci - combinations of the two - way partitions are determined 
fication are not necessarily all referring to the same embodi - responsive to respective performance numbers correspond 
ment . ing thereto . 

It is to be appreciated that the use of any of the following 6 . The method of claim 1 , wherein the respective perfor 
“ / ” , “ and / or ” , and “ at least one of ” , for example , in the cases 10 mance number is an actual respective runtime for a respec 
of “ A / B ” , “ A and / or B ” and “ at least one of A and B ” , is tive one of the plurality of matrix - by - matrix multiplication 
intended to encompass the selection of the first listed option executions . 
( A ) only , or the selection of the second listed option ( B ) 7 . A non - transitory article of manufacture tangibly 
only , or the selection of both options ( A and B ) . As a further embodying a computer readable program which when 
example , in the cases of “ A , B , and / or C ” and “ at least one 15 executed causes a computer to perform the steps of claim 1 . 
of A , B , and C ” , such phrasing is intended to encompass the 8 . A method , comprising : 
selection of the first listed option ( A ) only , or the selection determining , by a graphics processing unit , optimal par 
of the second listed option ( B ) only , or the selection of the titions for matrix - by - matrix multiplication of factor 
third listed option ( C ) only , or the selection of the first and matrices having respective sizes that fall within a 
the second listed options ( A and B ) only , or the selection of 20 plurality of different sizes of factor matrices included in 
the first and third listed options ( A and C ) only , or the a set S , wherein said determining step includes : 
selection of the second and third listed options ( B and C ) performing offline a plurality of matrix - by - matrix mul 
only , or the selection of all three options ( A and B and C ) . tiplication executions for each of the plurality of 
This may be extended , as readily apparent by one of different sizes of the factor matrices in the set S , each 
ordinary skill in this and related arts , for as many items 25 for a respective one of a plurality of different parti 
listed . tion combinations of the factor matrices in the set S ; 
Having described preferred embodiments of a system and determining offline as the optimal partitions , for each of 

method ( which are intended to be illustrative and not lim the plurality of different partition combinations of 
iting ) , it is noted that modifications and variations can be the factor matrices in the set S , a given partition 
made by persons skilled in the art in light of the above 30 having a shortest runtime and storing information 
teachings . It is therefore to be understood that changes may therefor ; 
be made in the particular embodiments disclosed which are storing offline in a data structure , information about the 
within the scope of the invention as outlined by the given partition having the shortest runtime for each 
appended claims . Having thus described aspects of the of the plurality of different partition combinations of 
invention , with the details and particularity required by the 35 the factor matrices in the set S ; 
patent laws , what is claimed and desired protected by Letters selecting on - line using the data structure , one or more 
Patent is set forth in the appended claims . best partitions of given sizes for use in multiplying 
What is claimed is : the factor matrices in the matrix - by - matrix multipli 
1 . A method , comprising : cation ; and 
determining , by a graphics processing unit , optimal par - 40 performing online , by the graphics processing unit , the 

titions for matrix - by - matrix multiplication of two fac matrix - by - matrix multiplication of the factor matrices 
tor matrices having sizes known a priori , wherein said using the selected one or more best partitions . 
determining step includes : 9 . The method of claim 8 , wherein the data structure is a 
performing offline a plurality of matrix - by - matrix mul - lookup table . 

tiplication executions , each for a respective different 45 10 . The method of claim 9 , wherein said storing step 
combination of two - way partitions across a plurality stores information about a plurality of best multi - way par 
of partition sizes ; titionings of the factor matrices included in the set S based 

determining offline a respective performance number on the shortest runtime for every triplet of sizes from the set 
for each of the plurality of matrix - by - matrix multi - S . 
plication executions based on runtime ; 50 11 . The method of claim 8 , wherein performing online , by 

recursively repeating offline said performing and deter - the graphics processing unit , the matrix - by - matrix multipli 
mining steps until the respective performance num cation of the factor matrices comprises directly calling , 
ber ceases to improve for best - performing combina - online , a CUda Basic Linear Algebras Subroutines matrix 
tions of the two - way partitions and saving the best multiplication operation for matrices having particular sizes 
performing combinations of the two - way partitions 55 different from the plurality of different sizes of the factor 
as the optimal partitions , and matrices included in the set S . 

performing online , by the graphics processing unit , the 12 . The method of claim 8 , wherein performing offline the 
matrix - by - matrix multiplication of the two factor plurality of matrix - by - matrix multiplication executions 
matrices using calls for a given one of the best per - comprises performing runtime tests for all possible vertical 
forming combinations of the two - way partitions . 60 partitions of one of the two matrices and for all possible 

2 . The method of claim 1 , wherein the two - way partitions horizontal partitions of another one of the two matrices . 
comprise combinations of horizontal and vertical partitions . 13 . The method of claim 8 , further comprising recursively 

3 . The method of claim 1 , wherein performing offline the repeating said offline performing and determining steps for 
plurality of matrix - by - matrix multiplication executions each of two pairs of submatrices produced by a split . 
comprises performing runtime tests for all possible vertical 65 14 . The method of claim 8 , wherein said selecting step 
partitions of one of the two matrices and for all possible comprises searching the data structure for a triplet of matrix 
horizontal partitions of another one of the two matrices . sizes . 
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15 . The method of claim 8 , wherein the method extends optimal horizontal two - way partition of matrix A 

an existing library of matrix multiplication subroutines with based on shortest runtime ; 
a wrapping code layer . searching the efficiency matrix online given the values 

16 . A non - transitory article of manufacture tangibly of the variables m , n , and k , and using the search 
embodying a computer readable program which when 5 construct E ( * 1 , * 2 , * 3 ) having the first argument * 1 , 

and the third argument * 3 fixed to the values of executed causes a computer to perform the steps of claim 8 . variables m and k , respectively , and the second 17 . A method , comprising : argument * 2 varying in a range [ 1 , n ] to determine a determining , by a graphics processing unit , near optimal near optimal vertical two - way partition of matrix B 
partitions for matrix - by - matrix multiplication of a fac based on the shortest runtime ; and 
tor matrix A and a factor matrix B having respective performing online , by the graphics processing unit , the 
sizes bounded by an integer number and being arbi matrix - by - matrix multiplication of the factor matrix A 
trarily variable from call to call , wherein said deter and the factor matrix B using the determined near 
mining step includes : optimal horizontal two - way partition of matrix A and 
performing offline a plurality of matrix - by - matrix mul - 16 the determined near optimal vertical two - way partition 

tiplication executions for values of variables m , n , of matrix . 
and k bounded by the integer number and varying in 18 . The method of claim 17 , wherein the values of steps 
a range fo , MaxSize ) with steps M . N . and K . M , N , and K are determined responsive to a type of the 
respectively , to build and store an efficiency matrix graphics processing unit . 

19 . The method of claim 17 , wherein the method extends E ( m , n , k ) ; an existing library of matrix multiplication subroutines with searching the efficiency matrix online given the values 
of the variables m , n , and k , and using search a wrapping code layer . 
construct E ( * 1 , * 2 , * 3 ) having the second argument 20 . A non - transitory article of manufacture tangibly 
* 2 , and the third argument * 3 fixed to the values of embodying a computer readable program which when 
variables n and k , respectively , and the first argument executed causes a computer to perform the steps of claim 17 . 
* 1 varying in a range [ 1 , m ] to determine a near * * * * * 


