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BORDER PIXEL PADDING FOR INTRA In one aspect , this disclosure describes a method for 
PREDICTION IN VIDEO CODING coding video data . The method comprises performing a 

padding operation that processes a set of border pixels 
This application is a divisional application of U . S . patent according to an order that starts at a bottom - left border pixel 

application Ser . No . 13 / 493 , 640 , filed Jun . 11 , 2012 , which 5 and proceeds through the border pixels sequentially to a 
claims the benefit of U . S . Provisional Application No . top - right border pixel . When the padding operation pro 
61 / 496 , 504 , filed Jun . 13 , 2011 , U . S . Provisional Applica cesses an unavailable border pixel , the padding operation 
tion No . 61 / 557 , 361 , filed Nov . 8 , 2011 , and U . S . Provi assigns a value to the unavailable border pixel based on a 
sional Application No . 61 / 557 , 845 , filed Nov . 9 , 2011 , the value of a border pixel previously processed by the padding 
entire content each of which is hereby incorporated by operation . The method also comprises generating an intra 
reference . predicted video block based on the border pixels . 

This disclosure also describes a video coding apparatus 
TECHNICAL FIELD that comprises one or more processors configured to perform 

15 a padding operation that processes a set of border pixels 
This disclosure relates to video coding and , more particu according to an order that starts at a bottom - left border pixel 

larly , intra prediction of video data . and proceeds through the border pixels sequentially to a 
top - right border pixel . When the padding operation pro 

BACKGROUND cesses an unavailable border pixel , the padding operation 
20 assigns a value to the unavailable border pixel based on a Digital video capabilities can be incorporated into a wide value of a border pixel previously processed by the padding 

range of devices , including digital televisions , digital direct operation . The one or more processors are also configured to 
broadcast systems , wireless broadcast systems , personal generate an intra - predicted video block based on the border digital assistants ( PDAs ) , laptop or desktop computers , pixels . 
digital cameras , digital recording devices , digital media 25 In addition , this disclosure describes a video coding 
players , video gaming devices , video game consoles , cellu leo game consoles , cellu - apparatus comprising means for performing a padding 
lar or satellite radio telephones , video teleconferencing operation that processes a set of border pixels according to 
devices , and the like . Digital video devices implement video an order that starts at a bottom - left border pixel and proceeds 
compression techniques , such as those described in the through the border pixels sequentially to a top - right border 
standards defined by MPEG - 2 , MPEG - 4 , ITU - T H . 263 , 30 pixel . When the padding operation processes an unavailable 
ITU - T H . 264 / MPEG - 4 , Part 10 , Advanced Video Coding border pixel , the padding operation assigns a value to the 
( AVC ) , the High Efficiency Video Coding ( HEVC ) standard unavailable border pixel based on a value of a border pixel 
presently under development , and extensions of such stan previously processed by the padding operation . The video 
dards , to transmit , receive and store digital video informa - coding apparatus also comprises means for generating an 
tion more efficiently . 35 intra - predicted video block based on the border pixels . 

Video compression techniques perform spatial ( intra - This disclosure also describes a computer program prod 
picture ) prediction and / or temporal ( inter - picture ) prediction uct that comprises one or more computer - readable storage 
to reduce or remove redundancy inherent in video media that store computer - executable instructions that , 
sequences . For block - based video coding , a video slice may when executed , cause one or more processors to perform a 
be partitioned into video blocks , which may also be referred 40 padding operation that processes a set of border pixels 
to as treeblocks , coding units ( CUS ) and / or coding nodes . according to an order that starts at a bottom - left border pixel 
Video blocks in an intra - coded ( I ) slice of a picture are and proceeds through the border pixels sequentially to a 
encoded using spatial prediction with respect to reference top - right border pixel . When the padding operation pro 
samples in neighboring blocks in the same picture . Video cesses an unavailable border pixel , the padding operation 
blocks in an inter - coded ( P or B ) slice of a picture may use 45 assigns a value to the unavailable border pixel based on a 
spatial prediction with respect to reference samples in neigh value of a pixel previously processed by the padding opera 
boring blocks in the same picture or temporal prediction tion . The instructions also cause the one or more processors 
with respect to reference samples in other reference pictures . to generate an intra - predicted video block based on the 
Pictures may be referred to as frames , and reference pictures border pixels . 
may be referred to as reference frames . 50 The details of one or more examples are set forth in the 

accompanying drawings and the description below . Other 
SUMMARY features , objects , and advantages will be apparent from the 

description and drawings , and from the claims . 
In general , this disclosure describes techniques for pad 

ding border pixels for intra prediction in video coding . In 55 BRIEF DESCRIPTION OF DRAWINGS 
accordance with the techniques of this disclosure , the video 
coder may perform a padding operation that assigns values FIG . 1 is a block diagram illustrating an example video 
to unavailable border pixels . The padding operation may coding system that may implement the techniques of this 
process the border pixels according to an order that starts at disclosure . 
a bottom - left border pixel and proceeds through the border 60 FIG . 2 is a conceptual diagram that illustrates an example 
pixels sequentially to a top - right border pixel . When the video block and a set of border pixels associated with the 
padding operation processes an unavailable border pixel , the video block . 
padding operation may assign a value to the unavailable FIG . 3A is a conceptual diagram that illustrates example 
border pixel based on a value of a border pixel previously intra - prediction modes in High Efficiency Video Coding . 
processed by the padding operation . The video coder may 65 FIG . 3B is a conceptual diagram that indicates another 
generate an intra - predicted video block based on the border example assignment of numbers to different intra prediction 
pixels . modes . 
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atus 

FIG . 3C is a conceptual diagram that illustrates example instance , the video decoder may reconstruct a decoded video 
intra - prediction modes in H . 264 / AVC . block based at least in part on the intra - predicted video block 

FIG . 4 is a block diagram illustrating an example video and a residual video block . 
encoder that may implement the techniques of this disclo - FIG . 1 is a block diagram that illustrates an example video 
sure . 5 coding system 10 that may utilize the techniques of this 

FIG . 5 is a block diagram illustrating an example video disclosure . As used described herein , the term “ video coder ” 
decoder that may implement the techniques of this disclo refers generically to both video encoders , video decoders , 
sure . and combined encoder - decoders ( CODECs ) . In this disclo 

sure , the terms “ video coding ” or “ coding " may refer FIG . 6 is a flowchart that illustrates an example intra 
prediction operation . * 10 generically to video encoding and video decoding . The 

FIG . 7 is a flowchart that illustrates an example padding terms coder , encoder , decoder and CODEC may all refer to 
specific machines designed for the coding ( encoding and / or operation . decoding ) of video data consistent with this disclosure . A FIG . 8 is a conceptual diagram that illustrates an order in device that performs video coding may be referred to as a which the example padding operation of FIG . 7 proceeds 15 video coding device or 

through border pixels . As shown in FIG . 1 , video coding system 10 includes a 
FIG . 9 is a flowchart that illustrates another example source device 12 and a destination device 14 . Source device 

padding operation . 12 generates encoded video data . Destination device 14 may 
FIG . 10 is a conceptual diagram that illustrates an decode the encoded video data generated by source device 

example order in which the padding operation of FIG . 9 20 12 . Source device 12 and destination device 14 may com 
proceeds through border pixels . prise a wide range of devices , including desktop computers , 

FIG . 11 is a flowchart that illustrates another example notebook ( e . g . , laptop ) computers , tablet computers , set - top 
padding operation . boxes , telephone handsets such as so - called “ smart ” phones , 

FIG . 12 is a conceptual diagram that illustrates an so - called “ smart ” pads , televisions , cameras , display 
example order in which the padding operation of FIG . 11 25 devices , digital media players , video gaming consoles , in 
proceeds through border pixels . car computers , or the like . In some examples , source device 

FIG . 13 is a flowchart that illustrates an example opera 12 and destination device 14 may be equipped for wireless 
tion for determining whether a border pixel is available . communication . 

Destination device 14 may receive encoded video data 
DETAILED DESCRIPTION 30 from source device 12 via a channel 16 . Channel 16 may 

comprise any type of medium or device capable of moving 
The attached drawings illustrate examples . Elements indi the encoded video data from source device 12 to destination 

cated by reference numbers in the attached drawings corre device 14 . In one example , channel 16 may comprise a 
communication medium that enables source device 12 to spond to elements indicated by like reference numbers in the 35 transmit encoded video data directly to destination device 14 following description . In this disclosure , elements having in real - time . In this example , source device 12 may modu names that start with ordinal words ( e . g . , " first , " " second , " late the encoded video data according to a communication " third , ” and so on ) do not necessarily imply that the ele standard , such as a wireless communication protocol , and ments have a particular order . Rather , such ordinal words are may transmit the modulated video data to destination device 

merely used to refer to different elements of a same or 40 14 . The communication medium may comprise a wireless or 
similar type . wired communication medium , such as a radio frequency 

A video coder may generate an intra - predicted video ( RF ) spectrum or one or more physical transmission lines . 
block based on a set of pixels that border the video block on The communication medium may form part of a packet 
the top and left sides of the video block . The border pixels based network , such as a local area network , a wide - area 
on the left side of the video block may extend below the 45 network , or a global network such as the Internet . The 
bottom row of pixels of the video block and the border pixels communication medium may include routers , switches , base 
on the top side of the video block may extend to the right of stations , or other equipment that facilitates communication 
the rightmost column of pixels of the video block . from source device 12 to destination device 14 . 

In some instances , one or more of the border pixels may In another example , channel 16 may correspond to a 
be unavailable . Accordingly , the video coder may perform a 50 storage medium that stores the encoded video data generated 
padding operation that assigns values to unavailable border by source device 12 . In this example , destination device 14 
pixels . The padding operation may process the border pixels may access the storage medium via disk access or card 
according to an order that starts at a bottom - left border pixel access . The storage medium may include a variety of locally 
and proceeds through the border pixels sequentially to a accessed data storage media such as Blu - ray discs , DVDs , 
top - right border pixel . When the padding operation pro - 55 CD - ROMs , flash memory , or other suitable digital storage 
cesses an unavailable border pixel , the padding operation media for storing encoded video data . In a further example , 
may assign a value to the unavailable border pixel based on channel 16 may include a file server or another intermediate 
a value of a border pixel previously processed by the storage device that stores the encoded video generated by 
padding operation . After performing the padding operation , source device 12 . In this example , destination device 14 may 
the video coder may generate the intra - predicted video block 60 access encoded video data stored at the file server or another 
based on the border pixels . If the video coder is a video intermediate storage device via streaming or download . The 
encoder , the video coder may generate encoded video data file server may be a type of server capable of storing 
based on the intra - predicted video block . For instance , the encoded video data and transmitting the encoded video data 
video encoder may generate residual data based at least in to destination device 14 . Example file servers include web 
part on the intra - predicted video block . If the video coder is 65 servers ( e . g . , for a website ) , FTP servers , network attached 
a video decoder , the video coder may generate decoded storage ( NAS ) devices , and local disk drives . Destination 
video data based on the intra - predicted video block . For device 14 may access the encoded video data through a 
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standard data connection , such as an Internet connection . priate MUX - DEMUX units , or other hardware and software , 
Example types of data connections may include wireless to handle encoding of both audio and video in a common 
channels ( e . g . , Wi - Fi connections ) , wired connections ( e . g . , data stream or separate data streams . In some examples , the 
DSL , cable modem , etc . ) , or combinations of both that are MUX - DEMUX units may conform to the ITU H . 223 mul 
suitable for accessing encoded video data stored on a file 5 tiplexer protocol , or other protocols such as the user data 
server . The transmission of encoded video data from the file gram protocol ( UDP ) . 
server may be a streaming transmission , a download trans Again , FIG . 1 is merely an example and the techniques of 
mission , or a combination of both . this disclosure may apply to video coding settings ( e . g . , The techniques of this disclosure are not limited to video encoding or video decoding ) that do not necessarily wireless applications or settings . The techniques may be 10 include any data communication between encoding and applied to video coding in support of any of a variety of decoding devices . In many examples , video encoding and multimedia applications , such as over - the - air television 
broadcasts , cable television transmissions , satellite televi video decoding is performed by devices that do not com 
sion transmissions , streaming video transmissions , e . g . , via municate with one another , but store encoded video data to 
the Internet , encoding of digital video for storage on a data 15 memory and / or ata 15 memory and / or retrieve and decode encoded video data from 
storage medium , decoding of digital video stored on a data memory . 
storage medium , or other applications . In some examples , Video encoder 20 and video decoder 30 each may be 
video coding system 10 may be configured to support implemented using various types of circuitry , such as one or 
one - way or two - way video transmission to support applica - more microprocessors , digital signal processors ( DSPs ) , 
tions such as video streaming , video playback , video broad - 20 application specific integrated circuits ( ASICs ) , field pro 
casting , and / or video telephony . grammable gate arrays ( FPGAs ) , discrete logic , hardware , 

In the example of FIG . 1 , source device 12 includes a or any combinations thereof . In some instances , video 
video source 18 , a video encoder 20 , and an output interface encoder 20 and video decoder 30 may be at least partially 
22 . In some cases , output interface 22 may include a implemented in software . When video encoder 20 and / or 
modulator / demodulator ( modem ) and / or a transmitter . Video 25 video decoder 30 are implemented partially in software , a 
source 18 may include a source such as a video capture device may store instructions for the software in a suitable , 
device , e . g . , a video camera , a video archive containing non - transitory computer - readable storage medium and may 
previously captured video data , a video feed interface to execute the instructions in hardware using one or more 
receive video data from a video content provider , and / or a processors to perform the techniques of this disclosure . Each computer graphics system for generating video data , or a 30 of video encoder 20 and video decoder 30 may be included combination of such sources . in one or more encoders or decoders , either of which may be Video encoder 20 may encode video data . Output inter 
face 22 may directly transmit the encoded video data to integrated as part of a combined encoder / decoder ( CODEC ) 
destination device 14 . Alternatively , output interface 22 may in a respective device . 
store the encoded video data onto a storage medium or a file 35 As mentioned briefly above , video encoder 20 encodes 
server for later access by destination device 14 for decoding video data . The video data may comprise one or more 
and / or playback . pictures . Each of the pictures is a still image forming part of 

In the example of FIG . 1 , destination device 14 includes a video . In some instances , a picture may be referred to as 
an input interface 28 , a video decoder 30 , and a display a video “ frame . ” When video encoder 20 encodes the video 
device 32 . In some cases , input interface 28 may include a 40 data , video encoder 20 may generate a bitstream . The 
receiver and / or a modem . Input interface 28 of destination bitstream may include a sequence of bits that form a coded 
device 14 receives encoded video data over channel 16 . The representation of the video data . 
encoded video data may include a variety of syntax elements To generate the bitstream , video encoder 20 may perform 
that represent the video data . encoding operations on each picture in the video data . When 

Display device 32 may be integrated with or may be 45 video encoder 20 performs encoding operations on the 
external to destination device 14 . In other examples , desti - pictures , video encoder 20 may generate a series of coded 
nation device 14 may be a display device . In general , display pictures and associated data . A coded picture is a coded 
device 32 displays decoded video data to a user . Display representation of a picture . The associated data may include 
device 32 may comprise any of a variety of display devices sequence parameter sets , picture parameter sets , adaptation 
such as a liquid crystal display ( LCD ) , a plasma display , an 50 parameter sets , and other syntax structures . A sequence 
organic light emitting diode ( OLED ) display , or another type parameter set ( SPS ) may contain parameters applicable to 
of display device . zero or more sequences of pictures . A picture parameter set 

Video encoder 20 and video decoder 30 may operate ( PPS ) may contain parameters applicable to zero or more 
according to a video compression standard , such as the High pictures . An adaptation parameter set ( APS ) may contain 
Efficiency Video Coding ( HEVC ) standard presently under 55 parameters applicable to zero or more pictures . Parameters 
development , and may conform to a HEVC Test Model in the PPS may be fixed for a set of pictures , whereas 
( HM ) . Alternatively , video encoder 20 and video decoder 30 parameters in different adaptation parameter sets may be 
may operate according to other proprietary or industry applicable to different pictures in the set of pictures . 
standards , such as the ITU - T H . 264 standard , alternatively To generate a coded picture , video encoder 20 may 
referred to as MPEG - 4 , Part 10 , Advanced Video Coding 60 partition a picture into equally - sized non - overlapping video 
( AVC ) , or extensions of such standards . The techniques of blocks . Each of the video blocks is associated with a 
this disclosure , however , are not limited to any particular treeblock . In some instances , a treeblock may also be 
coding standard . Other example video compression stan referred to as a largest coding unit ( LCU ) . The treeblocks of 
dards include MPEG - 2 and ITU - T H . 263 . HEVC may be broadly analogous to the macroblocks of 

Although not shown in the example of FIG . 1 , video 65 previous standards , such as H . 264 / AVC . However , a tree 
encoder 20 and video decoder 30 may each be integrated block is not necessarily limited to a particular size and may 
with an audio encoder and decoder , and may include appro include one or more coding units ( CUS ) . Video encoder 20 
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may use quadtree partitioning to partition the video blocks the PU . In other words , the motion information for a PU may 
of treeblocks into video blocks associated with CUs , hence indicate a " reference sample ” for the PU . Video encoder 20 
the name “ treeblocks . ” may generate the predicted video block for the PU based on 

In some examples , video encoder 20 may partition a the portions of the reference pictures that are indicated by 
picture into a plurality of slices . Each of the slices may 5 the motion information for the PU . If video encoder 20 uses 
include an integer number of CUs . In some instances , a slice inter prediction to generate predicted video blocks for the 
comprises an integer number of treeblocks . In other PUs of a CU , the CU is an inter - predicted CU . 
instances , a boundary of a slice may be within a treeblock . After video encoder 20 generates predicted video blocks 

As part of performing an encoding operation on a picture , for one or more PUs of a CU , video encoder 20 may generate 
video encoder 20 may perform encoding operations on each 10 residual data for the CU based on the predicted video blocks 
slice of the picture . When video encoder 20 performs an for the PUs of the CU . The residual data for the CU may 
encoding operation on a slice , video encoder 20 may gen indicate differences between samples in the predicted video 
erate encoded data associated with the slice . The encoded blocks for the PUs of the CU and the original video block of 
data associated with the slice may be referred to as a " coded the CU . 
slice . ” 15 Furthermore , as part of performing an encoding operation 

To generate a coded slice , video encoder 20 may perform on a non - partitioned CU , video encoder 20 may perform 
encoding operations on each treeblock in a slice . When recursive quadtree partitioning on the residual data of the 
video encoder 20 performs an encoding operation on a CU to partition the residual data of the CU into one or more 
treeblock , video encoder 20 may generate a coded treeblock . blocks of residual data ( i . e . , residual video blocks ) associ 
The coded treeblock may comprise data representing an 20 ated with transform units ( TUS ) of the CU . Each TU of a CU 
encoded version of the treeblock . may be associated with a different residual video block . 

To generate a coded treeblock , video encoder 20 may Video coder 20 may perform transform operations on each 
recursively perform quadtree partitioning on the video block TU of the CU . 
of the treeblock to divide the video block into progressively When video encoder 20 performs the transform operation 
smaller video blocks . Each of the smaller video blocks may 25 on a TU , video encoder 20 may apply one or more trans 
be associated with a different CU . For example , video forms to a residual video block associated with the TU to 
encoder 20 may partition the video block of a treeblock into generate one or more transform coefficient blocks ( i . e . , 
four equally - sized sub - blocks , partition one or more of the blocks of transform coefficients ) associated with the TU . 
sub - blocks into four equally - sized sub - sub - blocks , and so Conceptually , a transform coefficient block may be a two 
on . One or more syntax elements in the bitstream may 30 dimensional ( 2D ) matrix of transform coefficients . 
indicate a maximum number of times video encoder 20 may After generating a transform coefficient block , video 
partition the video block of a treeblock . A video block of a encoder 20 may perform a quantization operation on the 
CU may be square in shape . The size of the video block of transform coefficient block . Quantization generally refers to 
a CU ( i . e . , the size of the CU ) may range from 8x8 pixels a process in which transform coefficients are quantized to 
up to the size of a video block of a treeblock ( i . e . , the size 35 possibly reduce the amount of data used to represent the 
of the treeblock ) with a maximum of 64x64 pixels or greater transform coefficients , providing further compression . 

Video encoder 20 may perform encoding operations on Quantization may reduce the bit depth associated with some 
each non - partitioned CU of a treeblock . A non - partitioned or all of the transform coefficients . For example , an n - bit 
CU is a CU whose video block is not partitioned into video transform coefficient may be rounded down to an m - bit 
blocks for other CUS . As part of performing an encoding 40 transform coefficient during quantization , where n is greater 
operation on a non - partitioned CU , video encoder 20 may than m . 
generate one or more prediction units ( PUs ) for the CU . Video encoder 20 may associate each CU or a number of 
Each of the PUs of the CU may be associated with a different CUs with a quantization parameter ( QP ) value . The QP 
video block within the video block of the CU . Video encoder value associated with a CU may determine how video 
20 may generate a predicted video block for each PU of the 45 encoder 20 quantizes transform coefficient blocks associated 
CU . The predicted video block of a PU may be a block of with the CU or the number of CUs . Video encoder 20 may 
samples . In this disclosure , the term “ sample ” may refer to adjust the degree of quantization applied to the transform 
a brightness ( luminance ) or color ( chrominance ) of a pixel . coefficient blocks associated with a CU by adjusting the QP 
Video encoder 20 may use intra prediction or inter predic - value associated with the CU . 
tion to generate the predicted video block for a PU . 50 After video encoder 20 quantizes a transform coefficient 
When video encoder 20 uses intra prediction to generate block , video encoder 20 may scan the quantized transform 

the predicted video block of a PU , video encoder 20 may coefficients to produce a one - dimensional vector of trans 
generate the predicted video block of the PU based on form coefficient levels . Video encoder 20 may entropy 
samples of the picture associated with the PU . If video encode the one - dimensional vector . Video encoder 20 may 
encoder 20 uses intra prediction to generate predicted video 55 also entropy encode other syntax elements associated with 
blocks of the PUs of a CU , the CU is an intra - predicted CU . the video data . 

When video encoder 20 uses inter prediction to generate The bitstream generated by video encoder 20 may include 
the predicted video block of the PU , video encoder 20 may a series of Network Abstraction Layer ( NAL ) units . Each of 
generate the predicted video block of the PU based on values the NAL units may be a syntax structure containing an 
of pictures other than the picture associated with the PU . In 60 indication of a type of data in the NAL unit and bytes 
other words , video encoder 20 may generate the predicted containing the data . For example , a NAL unit may contain 
video block of the PU based on samples in one or more data representing a sequence parameter set , a picture param 
reference pictures . In addition , when video encoder 20 uses e ter set , a coded slice , supplemental enhancement informa 
inter prediction to generate a predicted video block for a PU , tion ( SEI ) , an access unit delimiter , filler data , or another 
video encoder 20 may generate motion information for the 65 type of data . The data in a NAL unit may include entropy 
PU . The motion information for a PU may indicate a portion encoded syntax structures , such as entropy - encoded trans 
of a reference picture that corresponds to the video block of form coefficient blocks , motion information , and so on . 
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Video decoder 30 may receive the bitstream generated by example , when the video coder uses intra - prediction mode 1 , 
video encoder 20 . The bitstream may include an encoded the video coder may generate an intra - predicted video block 
representation of the video data encoded by video encoder by extending the values of border pixels vertically down 
20 . When video decoder 30 receives the bitstream , video ward . In this example , the video coder may use intra 
decoder 30 may perform a parsing operation on the bit - 5 prediction mode 1 to generate video block 50 ( FIG . 2 ) by 
stream . When video decoder 30 performs the parsing opera - assigning the value of border pixel A to pixels a , e , i , and m , 
tion , video decoder 30 may extract syntax elements from the by assigning the value border pixel B to pixels b , f , j , and n , 
bitstream . Video decoder 30 may reconstruct the pictures of by assigning the value of border pixel C to pixels c , g , k , and 
the video data based on the syntax elements extracted from 0 , and by assigning the value of border pixel D to pixels d , 
the bitstream . The process to reconstruct the video data 10 h , 1 , and p . 
based on the syntax elements may be generally reciprocal to Mode 0 may refer to a planar mode . The video coder may 
the process performed by video encoder 20 to generate the use to following formula to generate an intra - predicted video 
syntax elements . block using planar mode : 

After video decoder 30 extracts the syntax elements 
associated with a CU , video decoder 30 may generate 15 predSamples ( x , y ] = ( ( nS - 1 - x ) * p [ - 1 , y ] + ( x + 1 ) * p [ ns , 

- 1 ] + ( nS - 1 - y ) * p [ x , - 1 ] + ( y + 1 ) * P ( - 1 , nS ] + nS ) > > intra - predicted or inter - predicted video blocks for the PUs of ( k + 1 ) 
the CU based on the syntax elements . In addition , video with x , y = 0 . . . nS - 1 where k = Log 2 ( ns ) decoder 30 may inverse quantize transform coefficient 
blocks associated with TUs of the CU . Video decoder 30 In the formula above , predSamples [ x , y ] is an array of 
may perform inverse transforms on the transform coefficient 20 intra - predicted samples , nS indicates a size of the predicted 
blocks to reconstruct residual video blocks associated with video block , and p [ x , y ] is an array of neighboring samples . 

Mode 3 may refer to a DC mode . To generate an intra the TUs of the CU . After generating the predicted video 
blocks and reconstructing the residual video blocks , video predicted video block using the DC mode , the video coder 
decoder 30 may reconstruct the video block of the CU based may first calculate a value DCVal using the following 
on the predicted video blocks and the residual video blocks . 25 Tort 
In this way , video decoder 30 may determine the video 
blocks of CUs based on the syntax elements in the bitstream . 
As described briefly above , a video coder , such as video DCVal = p [ x " 2S > > ( k + 1 ) , 

encoder 20 or video decoder 30 , may use intra - prediction to 
generate a predicted video block for a PU . For ease of 30 
explanation , this disclosure may refer to a predicted video with x , y = 0 . . . nS - 1 
block generated using intra - prediction as an intra - predicted 
video block . When the video coder generates an intra - If a chrominance index ( oldy ) of a current block is equal to 
predicted video block for a PU , the video coder may assign the following applies 
the values of various border pixels to pixels in the intra - 35 
predicted video block . pred Samples [ 0 , 0 ] = { 1 * p [ - 1 , 0 ] + 2 * DCVal + 1 * p [ 0 , 

FIG . 2 is a conceptual diagram that illustrates an example - 1 ] + 2 ) > > 2 
video block 50 and a set of border pixels associated with 
video block 50 . Video block 50 may be associated with a PU pred Samples [ x , 0 ] = ( 1 * p [ x , - 1 ] + 3 * DCVal + 2 ) > > 2 , 
of a CU that a video coder is currently coding . In the 40 with x = 1 . . . nS - 1 

example of FIG . 2 , video block 50 consists of sixteen pixels 
labeled a - p . In the example of FIG . 2 , the border pixels are predSamples [ 0 , y ] = { 1 * p [ - 1 , y ] + 3 * DCVal + 2 ) > > 2 , with 

y = 1 . . . nS - 1 labeled A - R . Other video blocks may be larger or smaller 
than video block 50 . In general , a video block may be 
associated with 2 * w + 1 border pixels above the video block 45 predSamples [ x , y ] = DCVal , with x , y = 1 . . . nS - 1 
and 2 * h + 1 border pixels to the left of the video block , where Otherwise , the prediction samples predSamples [ x , y ] are 
w is the width and h is the height of the video block . derived as 

The border pixels above a video block ( e . g . , video block 
50 ) may form a top predictor . In other words , the top predSamples [ x , y ] = DCVal , with x , y = 0 . . . nS - 1 
predictor may be an array of reference samples correspond - 50 In the formulas above , predSamples [ x , y ] is an array of 
ing to a row of samples lying above the video block . If the intra - predicted samples , nS indicates a size of the predicted 
top - left pixel of the video block has coordinates ( x , y ) and video block , and p [ x , y ] is an array of neighboring samples . 
the size of the video block is NxN , the samples with In another example , when the video coder uses intra 
coordinates ( x + i , y - 1 ) , where i ranges from - 1 through 2N , prediction mode 10 , the video coder may generate an 
form the top predictor . The border pixels to the left of the 55 intra - predicted video block by extending the values of 
video block form a left predictor . In other words , the left border pixels diagonally from bottom - left to top - right . In the 
predictor may be an array of reference samples correspond example of FIG . 2 , the video coder may use intra - prediction 
ing to a column of samples lying to the left of the video mode 10 to generate video block 50 by assigning the value 
block . If the top - left pixel of the video block has coordinates of border pixel J to pixel a , by assigning the value of border 
( x , y ) and the size of the video block is NxN , the samples 60 pixel K to pixels e and b , by assigning the value of border 
with coordinates ( x - 1 , y + j ) , where j ranges from – 1 through pixel L to pixels i , f , and c , by assigning the value of border 
2N form the left predictor . pixel M to pixels m , j , g , and d , by assigning the value of 

FIG . 3A is a conceptual diagram that illustrates example border pixel N to pixels n , k , and h , by assigning the value 
intra - prediction modes in HEVC . In the example of FIG . 3A , of border pixel O to pixels o and 1 , and by assigning the 
intra - prediction modes 1 , 2 , and 4 - 33 correspond to different 65 value of border pixel P to pixel p . 
directions from which a video coder may extend border I n other examples , the video coder may use different 
pixels to generate an intra - predicted video block . For numbers to indicate intra - prediction modes . For instance , 
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FIG . 3B is a conceptual diagram that indicates another scan forward to find the next available border pixel . Con 
assignment of numbers to different intra prediction modes . sequently , the padding operation described above may 

FIG . 3C is a conceptual diagram that illustrates example require a jumpy style memory access . For instance , once the 
intra - prediction modes in H . 264 / AVC . There may be fewer video coder locates a next available border pixel , the video 
available intra - prediction modes in H . 264 / AVC . 5 coder may assign a value Ppad to an unavailable border pixel . 

In some instances , one or more of the border pixels Then , the video coder may assign the value Pned to each 
associated with an intra - predicted video block are unavail - border pixel from a current border pixel until the next 
able . The set of border pixels associated with an intra - available border pixel , which may require memory accesses 
predicted video block may include the border pixels that the starting from the current border pixel again . Such a back and 
video coder may use to generate the intra - predicted video 10 forth style memory access pattern may not be desirable . 
block . When a border pixel is unavailable , the video coder Memory access operations may be time consuming and 
may be unable to access the value of the border pixel . power intensive , especially when memory is accessed in a 
Accordingly , the video coder may be unable to use the value random manner in terms of data location . 
of the border pixel to generate an intra - predicted video In accordance with the techniques of this disclosure , the 
block . 15 video coder may perform a padding operation that processes 

A border pixel may be unavailable for a variety of a set of border pixels according to an order that starts at a 
reasons . For example , a border pixel may be unavailable if bottom - left border pixel ( e . g . , border pixel P in FIG . 2 ) and 
the border pixel is outside the border of the current picture proceeds through the border pixels sequentially to a top 
( i . e . , the picture that the video coder is currently coding ) . In right border pixel ( e . g . , border pixel H in FIG . 2 ) . When the 
another example , a border pixel may be unavailable if the 20 padding operation processes an unavailable border pixel , the 
border pixel is outside the border of a current slice or tile padding operation assigns a value to the unavailable border 
( i . e . , the slice or tile that the video coder is current coding ) pixel based on a value of a border pixel previously processed 
and cross - slice / tile prediction is disallowed . In another by the padding operation . In this way , the video coder does 
example , a border pixel may be unavailable if the border not need to scan ahead to find the next available border pixel . 
pixel is associated with an inter - predicted CU and con - 25 At the same time , this padding operation may have little 
strained intra - prediction is enabled for the current picture . impact on coding efficiency of video data . Because the video 

Because one or more border pixels may be unavailable , coder may use a more regular and consistent memory access 
the video coder may perform a padding operation that pattern , the complexity of the video coder may be reduced 
assigns values to unavailable border pixels . After the video and performance of the video coder may be improved 
coder performs the padding operation , the video coder may 30 relative to video coders that implement other techniques . 
use the available values of the available border pixels and FIG . 4 is a block diagram that illustrates an example video 
the assigned values of the unavailable border pixels to encoder 20 that is configured to implement the techniques of 
generate an intra - predicted video block . this disclosure . FIG . 4 is provided for purposes of explana 

Different video coders may assign values to unavailable tion and should not be considered limiting of the techniques 
border pixels in various ways . For example , the video coder 35 as broadly exemplified and described in this disclosure . For 
may perform a padding operation that scans through the purposes of explanation , this disclosure describes video 
border pixels from a bottom - left border pixel ( e . g . , border encoder 20 in the context of HEVC coding . However , the 
pixel P in FIG . 2 ) to a corner pixel ( e . g . , border pixel R in techniques of this disclosure may be applicable to other 
FIG . 2 ) to a top - right border pixel ( e . g . , border pixel H in coding standards or methods . 
FIG . 2 ) . In this example , when the video coder reaches an 40 In the example of FIG . 4 , video encoder 20 includes a 
unavailable border pixel , the video coder may scan forward plurality of functional components . The functional compo 
to until the video coder reaches a next available border pixel . nents of video encoder 20 include a prediction module 100 , 
Upon identifying the available border pixel , the padding a residual generation module 102 , a transform module 104 , 
operation may assign a value to the unavailable border pixel a quantization module 106 , an inverse quantization module 
based on the values of the next available pixel and a previous 45 108 , an inverse transform module 110 , a reconstruction 
available border pixel . module 112 , a filter module 113 , a decoded picture buffer 

In the example padding operation described above , if 114 , and an entropy encoding module 116 . Prediction mod 
there is no previous available border pixel , the video coder u le 100 includes a motion estimation module 122 , a motion 
may scan ahead to find the first available border pixel and compensation module 124 , and an intra prediction module 
then assign the value of the first available border pixel to 50 126 . In other examples , video encoder 20 may include more , 
each unavailable border pixel prior to the first available fewer , or different functional components . Furthermore , 
border pixel . In other words , PdP next , where Ppad is the motion estimation module 122 and motion compensation 
value assigned to each unavailable border pixel prior to the module 124 may be highly integrated , but are represented in 
first available border pixel and Pnext is the value of the next the example of FIG . 4 separately for purposes of explana 
available border pixel . If there is no next available border 55 tion . 
pixel , the video coder may extrapolate the value of the Video encoder 20 may receive video data . Video encoder 
unavailable border pixel from the value of the last available 20 may receive the video data from various sources . For 
border pixel . In other words , ParPpre , where Pad is the example , video encoder 20 may receive the video data from 
value of each unavailable border pixel after the last available video source 18 ( FIG . 1 ) or another source . The video data 
border pixel and Pre is the value of the last available border 60 may represent a series of pictures . To encode the video data , 
pixel . If no border pixels of Ppre and Pnext are available , the video encoder 20 may perform an encoding operation on 
video coder may assign a default value to the border pixels . each of the pictures . As part of performing the encoding 

Assigning values to unavailable border pixels in the operation on a picture , video encoder 20 may perform 
manner described in the previous paragraphs may have encoding operations on each slice of the picture . As part of 
several disadvantages . For example , assigning values to 65 performing an encoding operation on a slice , video encoder 
each unavailable border pixel in this manner may require the 20 may perform encoding operations on treeblocks in the 
video coder to perform several memory read operations to slice . 
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As part of performing an encoding operation on a tree Motion estimation module 122 and motion compensation 
block , prediction module 100 may perform quadtree parti module 124 may perform inter prediction on each PU of the 
tioning on the video block of the treeblock to divide the CU . Inter prediction may provide temporal compression . By 
video block into progressively smaller video blocks . Each of performing inter prediction on a PU , motion estimation 
the smaller video blocks may be associated with a different 5 module 122 and motion compensation module 124 may 
CU . For example , prediction module 100 may partition a generate prediction data for the PU based on decoded 
video block of a treeblock into four equally - sized sub - samples of reference pictures other than the picture associ 
blocks , partition one or more of the sub - blocks into four ated with the CU . The prediction data for the PU may 
equally - sized sub - sub - blocks , and so on . include a predicted video block and various syntax elements . 

The sizes of the video blocks associated with CUs may 10 Furthermore , when motion estimation module 122 per 
range from 8x8 samples up to the size of the treeblock with forms a motion estimation operation with regard to a PU , 
a maximum of 64x64 samples or greater . In this disclosure , motion estimation module 122 may generate one or more 
“ NxN ” and “ N by N ” may be used interchangeably to refer motion vectors for the PU . For instance , slices may be I 
to the sample dimensions of a video block in terms of 6 slices , P slices , or B slices . Motion estimation module 122 
vertical and horizontal dimensions , e . g . , 16x16 samples or and motion compensation module 124 may perform differ 
16 by 16 samples . In general , a 16x16 video block has ent operations for a PU of a CU depending on whether the 
sixteen samples in a vertical direction ( y = 16 ) and sixteen PU is in an I slice , a P slice , or a B slice . In an I slice , all PUS 
samples in a horizontal direction ( x = 16 ) . Likewise , an NxN are intra predicted . Hence , if the PU is in an I slice , motion 
block generally has N samples in a vertical direction and N 20 estimation module 122 and motion compensation module 
samples in a horizontal direction , where N represents a 124 do not perform inter prediction on the PU . 
nonnegative integer value . If the PU is in a P slice , the picture containing the PU is 

Furthermore , as part of performing the encoding opera - associated with a list of reference pictures referred to as “ list 
tion on a treeblock , prediction module 100 may generate a 0 . " Each of the reference pictures in list 0 contains samples 
hierarchical quadtree data structure for the treeblock . For 25 that may be used for inter prediction of subsequent pictures 
example , a treeblock may correspond to a root node of the in decoding order . When motion estimation module 122 
quadtree data structure . If prediction module 100 partitions performs the motion estimation operation with regard to a 
the video block of the treeblock into four sub - blocks , the PU in a P slice , motion estimation module 122 may search 
root node has four child nodes in the quadtree data structure . the reference pictures in list 0 for a reference sample for the 
Each of the child nodes corresponds to a CU associated with 30 PU . The reference sample of the PU may be a set of samples , 
one of the sub - blocks . If prediction module 100 partitions e . g . , a block of samples , that most closely corresponds to the 
one of the sub - blocks into four sub - sub - blocks , the node samples in the video block of the PU . Motion estimation 
corresponding to the CU associated with the sub - block may module 122 may use a variety of metrics to determine how 
have four child nodes , each of which corresponds to a CU closely a set of samples in a reference picture corresponds to 
associated with one of the sub - sub - blocks , and so on . 35 the samples in the video block of a PU . For example , motion 

Each node of the quadtree data structure may contain estimation module 122 may determine how closely a set of 
syntax data ( e . g . , syntax elements ) for the corresponding samples in a reference picture corresponds to the samples in 
treeblock or CU . For example , a node in the quadtree may the video block of a PU by sum of absolute difference 
include a split flag that indicates whether the video block of ( SAD ) , sum of square difference ( SSD ) , or other difference 
the CU corresponding to the node is partitioned ( i . e . , split ) 40 metrics . 
into four sub - blocks . Syntax elements for a CU may be After identifying a reference sample of a PU in a P slice , 
defined recursively , and may depend on whether the video motion estimation module 122 may generate a reference 
block of the CU is split into sub - blocks . A CU whose video index that indicates the reference picture in list 0 containing 
block is not partitioned may correspond to a leaf node in the the reference sample and a motion vector that indicates a 
quadtree data structure . A coded treeblock may include data 45 spatial displacement between the PU and the reference 
based on the quadtree data structure for a corresponding sample . In various examples , motion estimation module 122 
treeblock . may generate motion vectors to varying degrees of preci 

Video encoder 20 may perform encoding operations on sion . For example , motion estimation module 122 may 
each non - partitioned CU of a treeblock . When video encoder generate motion vectors at one - quarter sample precision , 
20 performs an encoding operation on a non - partitioned CU , 50 one - eighth sample precision , or other fractional sample 
video encoder 20 may generate data representing an encoded precision . In the case of fractional sample precision , refer 
representation of the non - partitioned CU . ence sample values may be interpolated from integer - posi 
As part of performing an encoding operation on a CU , tion sample values in the reference picture . Motion estima 

prediction module 100 may partition the video block of the tion module 122 may output motion information for the PU 
CU among one or more PUs of the CU . Video encoder 20 55 to entropy encoding module 116 and motion compensation 
and video decoder 30 may support various PU sizes . Assum - module 124 . The motion information for the PU may include 
ing that the size of a particular CU is 2NX2N , video encoder the reference index and the motion vector of the PU . Motion 
20 and video decoder 30 may support intra - prediction PU compensation module 124 may use the motion information 
sizes of 2Nx2N or NxN , and inter - prediction in symmetric of a PU to identify and retrieve the reference sample of the 
PU sizes of 2NX2N , 2NxN , NX2N , NxN , or similar . Video 60 PU . 
encoder 20 and video decoder 30 may also support asym - If the PU is in a B slice , the picture containing the PU may 
metric partitioning for PU sizes of 2NxnU , 2NxnD , nLx2N , be associated with two lists of reference pictures , referred to 
and nRX2N . In some examples , prediction module 100 may as “ list 0 ” and “ list 1 . " Each of the reference pictures in list 
perform geometric partitioning to partition the video block O contains samples that may be used for inter prediction of 
of a CU among PUs of the CU along a boundary that does 65 subsequent pictures in decoding order . The reference pic 
not meet the sides of the video block of the CU at right tures in list 1 occur before the picture in decoding order but 
angles . after the picture in presentation order . In some examples , a 
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picture containing a B slice may be associated with a list pression . When intra prediction module 126 performs intra 
combination that is a combination of list 0 and list 1 . prediction on a PU , intra prediction module 126 may gen 

Furthermore , if the PU is in a B slice , motion estimation erate prediction data for the PU based on decoded samples 
module 122 may perform uni - directional prediction or bi - of other PUs in the same picture . The prediction data for the 
directional prediction for the PU . When motion estimation 5 PU may include a predicted video block and various syntax 
module 122 performs uni - directional prediction for the PU , elements . Intra prediction module 126 may perform intra 
motion estimation module 122 may search the reference prediction on PUs in I slices , P slices , and B slices . 
pictures of list 0 or list 1 for a reference sample for the PU . To perform intra prediction on a PU , intra prediction 
Motion estimation module 122 may then generate a refer - module 126 may use multiple intra prediction modes to 
ence index that indicates the reference picture in list 0 or list 10 generate multiple sets of prediction data for the PU . When 
1 that contains the reference sample and a motion vector that intra prediction module 126 uses an intra prediction mode to 
indicates a spatial displacement between the PU and the generate a set of prediction data for the PU , intra prediction 
reference sample . Motion estimation module 122 may out - module 126 may extend samples from video blocks of 
put syntax elements that indicate the motion information for neighboring PUs across the video block of the PU in a 
the PU to entropy encoding module 116 and motion com - 15 direction associated with the intra prediction mode . The 
pensation module 124 . The motion information for the PU neighboring PUs may be above , above and to the right , 
may include the reference index , a prediction direction above and to the left , to the left , or below and to the left of 
indicator , and the motion vector of the PU . The prediction the PU . Intra prediction module 126 may use various num 
direction indicator may indicate whether the reference index bers of intra prediction modes , e . g . , 35 directional intra 
indicates a reference picture in list 0 or list 1 . Motion 20 prediction modes . Intra prediction module 126 may perform 
compensation module 124 may use the motion information various intra - prediction operations . For example , intra pre 
of the PU to identify and retrieve the reference sample of the diction module 126 may perform the example intra - predic 
PU . tion operation of FIG . 6 . 
When motion estimation module 122 performs bi - direc Prediction module 100 may select the prediction data for 

tional prediction for a PU , motion estimation module 122 25 a PU from among the prediction data generated by motion 
may search the reference pictures in list 0 for a reference compensation module 124 for the PU or the prediction data 
sample for the PU and may also search the reference pictures generated by intra prediction module 126 for the PU . In 
in list 1 for another reference sample for the PU . Motion some examples , prediction module 100 selects the predic 
estimation module 122 may then generate reference indexes tion data for the PU based on rate / distortion metrics of the 
that indicate the reference pictures in list 0 and list 1 30 sets of prediction data . 
containing the reference samples and motion vectors that If prediction module 100 selects prediction data generated 
indicate spatial displacements between the reference by intra prediction module 126 , prediction module 100 may 
samples and the PU . Motion estimation module 122 may signal the intra prediction mode that was used to generate the 
output syntax elements that indicate the motion information prediction data for the PUs , i . e . , the selected intra prediction 
of the PU to entropy encoding module 116 and motion 35 mode . Prediction module 100 may signal the selected intra 
compensation module 124 . The motion information for the prediction mode in various ways . For example , it is probable 
PU may include the reference indexes and the motion the selected intra prediction mode is the same as the intra 
vectors of the PU . Motion compensation module 124 may prediction mode of a neighboring PU . In other words , the 
use the motion information to identify and retrieve the intra prediction mode of the neighboring PU may be the 
reference sample of the PU . 40 most probable mode for the current PU . Thus , prediction 

In some instances , motion estimation module 122 does module 100 may generate a syntax element to indicate that 
not output a full set of motion information for a PU to the selected intra prediction mode is the same as the intra 
entropy encoding module 116 . Rather , motion estimation prediction mode of the neighboring PU . 
module 122 may signal the motion information of a PU with After prediction module 100 selects the prediction data 
reference to the motion information of another PU . For 45 for PUs of a CU , residual generation module 102 may 
example , motion estimation module 122 may determine that generate residual data for the CU by subtracting the pre 
the motion information of the PU is sufficiently similar to the dicted video blocks of the prediction data of the PUs of the 
motion information of a neighboring PU . In this example , CU from the video block of the CU . The residual data of a 
motion estimation module 122 may indicate , in a quadtree CU may include 2D residual video blocks that correspond to 
node for a CU associated with the PU , a value that indicates 50 different sample components of the samples in the video 
to video decoder 30 that the PU has the same motion block of the CU . For example , the residual data may include 
information as the neighboring PU . In another example , a residual video block that corresponds to differences 
motion estimation module 122 may identify , in a quadtree between luminance components of samples in the predicted 
node associated with the CU associated with the PU , a video blocks of the PUs of the CU and luminance compo 
neighboring PU and a motion vector difference ( MVD ) . The 55 nents of samples in the original video block of the CU . In 
motion vector difference indicates a difference between the addition , the residual data of the CU may include residual 
motion vector of the PU and the motion vector of the video blocks that correspond to the differences between 
indicated neighboring PU . Video decoder 30 may use the chrominance components of samples in the predicted video 
motion vector of the indicated neighboring PU and the blocks of the PUs of the CU and the chrominance compo 
motion vector difference to predict the motion vector of the 60 nents of the samples in the original video block of the CU . 
PU . By referring to the motion information of a first PU Prediction module 100 may perform quadtree partitioning 
when signaling the motion information of a second PU , to partition the residual video blocks of a CU into sub 
video encoder 20 may be able to signal the motion infor blocks . Each undivided residual video block may be asso 
mation of the second PU using fewer bits . ciated with a different TU of the CU . The sizes and positions 
As part of performing an encoding operation on a CU , 65 of the residual video blocks associated with TUs of a CU 

intra prediction module 126 may perform intra prediction on may or may not be based on the sizes and positions of video 
PUs of the CU . Intra prediction may provide spatial com - blocks associated with the PUs of the CU . A quadtree 
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structure known as a " residual quad tree ” ( RQT ) may text - adaptive binary arithmetic coding ( CABAC ) operation , 
include nodes associated with each of the residual video a variable - to - variable ( V2V ) length coding operation , a 
blocks . The TUs of a CU may correspond to leaf nodes of syntax - based context - adaptive binary arithmetic coding 
the RQT . ( SBAC ) operation , a Probability Interval Partitioning 

Transform module 104 may generate one or more trans - 5 Entropy ( PIPE ) coding operation , or another type of entropy 
form coefficient blocks for each TU of a CU by applying one encoding operation on the data . Entropy encoding module 
or more transforms to a residual video block associated with 116 may output a bitstream that includes the entropy 
the TU . Each of the transform coefficient blocks may be a encoded data . 
2D matrix of transform coefficients . Transform module 104 As part of performing an entropy encoding operation on 
may apply various transforms to the residual video block 10 data , entropy encoding module 116 may select a context 
associated with a TU . For example , transform module 104 model . If entropy encoding module 116 is performing a 
may apply a discrete cosine transform ( DCT ) , a directional CABAC operation , the context model may indicate prob 
transform , or a conceptually similar transform to the residual abilities of a bin having particular values . In the context of 
video block associated with a TU . CABAC , the term “ bin ” is used to refer to a bit of a binarized 

After transform module 104 generates a transform coef - 15 version of a syntax element . 
ficient block associated with a TU , quantization module 106 If the entropy encoding module 116 is performing a 
may quantize the transform coefficients in the transform CAVLC operation , the context model may map coefficients 
coefficient block . Quantization module 106 may quantize a to corresponding codewords . Codewords in CAVLC may be 
transform coefficient block associated with a TU of a CU constructed such that relatively short codes correspond to 
based on a QP value associated with the CU . 20 more probable symbols , while relatively long codes corre 

Video encoder 20 may associate a QP value with a CU in spond to less probable symbols . Selection of an appropriate 
various ways . For example , video encoder 20 may perform context model may impact coding efficiency of the entropy 
a rate - distortion analysis on a treeblock associated with the encoding operation . 
CU . In the rate - distortion analysis , video encoder 20 may In some example , video encoder 20 may divide the CUS 
generate multiple coded representations of the treeblock by 25 of a slice into a plurality of tiles . Video encoder 20 may 
performing an encoding operation multiple times on the divide the CUs into tiles by defining two or more horizontal 
treeblock . Video encoder 20 may associate different QP boundaries for a picture and two or more vertical boundaries 
values with the CU when video encoder 20 generates for the picture . The horizontal boundaries may include the 
different encoded representations of the treeblock . Video top and bottom edges of the picture . The vertical boundaries 
encoder 20 may signal that a given QP value is associated 30 may include the left and right sides of the picture . When the 
with the CU when the given QP value is associated with the video encoder does not use tiles , video encoder 20 may 
CU in a coded representation of the treeblock that has a encode all of the treeblocks of the frame in raster scan order . 
lowest bitrate and distortion metric . However , when video encoder 20 uses tiles , the video 

Inverse quantization module 108 and inverse transform encoder may encode the tiles in raster scan order . When 
module 110 may apply inverse quantization and inverse 35 video encoder 20 encodes a tile , video encoder 20 may 
transforms to the transform coefficient block , respectively , to encode the treeblocks ( i . e . , LCUS ) within the tile in raster 
reconstruct a residual video block from the transform coef scan order . Thus , video encoder 20 may use tiles to change 
ficient block . Reconstruction module 112 may add the the encoding order of the treeblocks of the picture . 
reconstructed residual video block to corresponding samples Furthermore , in some instances , when video encoder 20 is 
from one or more predicted video blocks generated by 40 encoding a given CU , video encoder 20 may use information 
prediction module 100 to produce a reconstructed video associated with spatially - neighboring CUs to perform intra 
block associated with a TU . By reconstructing video blocks prediction on the given CU , so long as the given CU and the 
for each TU of a CU in this way , video encoder 20 may spatially - neighboring CUs belong to the same tile . The 
reconstruct the video block of the CU . spatially - neighboring CUs may be CUs that are in the same 

After reconstruction module 112 reconstructs the video 45 picture as the given CU . ( When video encoder 20 performs 
block of a CU , filter module 113 may perform a deblocking inter prediction on the given CU , video encoder 20 may also 
operation to reduce blocking artifacts in the video block use motion and pixel information from temporally - neigh 
associated with the CU . After performing the deblocking boring CUs , regardless of the tiles of the temporally - neigh 
operations , filter module 113 may store the reconstructed boring CUS . ) Similarly , in some instances , when video 
video block of the CU in decoded picture buffer 114 . Motion 50 encoder 20 is encoding a given CU , video encoder 20 may 
estimation module 122 and motion compensation module use information associated with spatially - neighboring CUS 
124 may use a reference picture that contains the recon - to select a context for entropy encoding a syntax element of 
structed video block to perform inter prediction on PUs of the given CU , so long as the given CU and the spatially 
subsequent pictures . In addition , intra prediction module 126 neighboring CUs are in the same tile . Because of these 
may use reconstructed video blocks in decoded picture 55 restrictions , video encoder 20 may be able to encode two or 
buffer 114 to perform intra prediction on other PUs in the more of the tiles in parallel . 
same picture as the CU . FIG . 5 is a block diagram that illustrates an example video 

Entropy encoding module 116 may receive data from decoder 30 that may implement the techniques of this 
other functional components of video encoder 20 . For disclosure . FIG . 5 is provided for purposes of explanation 
example , entropy encoding module 116 may receive trans - 60 and is not limiting on the techniques as broadly exemplified 
form coefficient blocks from quantization module 106 and and described in this disclosure . For purposes of explana 
may receive syntax elements from prediction module 100 . tion , this disclosure describes video decoder 30 in the 
When entropy encoding module 116 receives the data , context of HEVC coding . However , the techniques of this 
entropy encoding module 116 may perform one or more disclosure may be applicable to other coding standards or 
entropy encoding operations to generate entropy encoded 65 methods . 
data . For example , video encoder 20 may perform a context In the example of FIG . 5 , video decoder 30 includes a 
adaptive variable length coding ( CAVLC ) operation , a con - plurality of functional components . The functional compo 
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nents of video decoder 30 include an entropy decoding reconstruction operation for each TU of the CU , video 
module 150 , a prediction module 152 , an inverse quantiza decoder 30 may reconstruct a residual video block associ 
tion module 154 , an inverse transform module 156 , a ated with the CU . 
reconstruction module 158 , a filter module 159 , and a As part of performing a reconstruction operation on a TU , 
decoded picture buffer 160 . Prediction module 152 includes 5 inverse quantization module 154 may inverse quantize , i . e . , 
a motion compensation module 162 and an intra prediction de - quantize , a transform coefficient block associated with module 164 . In some examples , video decoder 30 may the TU . Inverse quantization module 154 may inverse quan perform a decoding pass generally reciprocal to the encod tize the transform coefficient block in a manner similar to the ing pass described with respect to video encoder 20 of FIG . inverse quantization processes proposed for HEVC or 4 . In other examples , video decoder 30 may include more , 10 defined by the H . 264 decoding standard . Inverse quantiza fewer , or different functional components . 

Video decoder 30 may receive a bitstream that comprises tion module 154 may use a quantization parameter QP 
encoded video data . The bitstream may include a plurality of calculated by video encoder 20 for a CU of the transform 

coefficient block to determine a degree of quantization and , syntax elements . When video decoder 30 receives the bit 
stream , entropy decoding module 150 may perform a pars - 15 likewise , a degree of inverse quantization for inverse quan 
ing operation on the bitstream . As a result of performing the tization module 154 to apply . 
parsing operation on the bitstream , entropy decoding mod After inverse quantization module 154 inverse quantizes 
ule 150 may extract syntax elements from the bitstream . As a transform coefficient block , inverse transform module 156 
part of performing the parsing operation , entropy decoding may generate a residual video block for the TU associated 
module 150 may entropy decode entropy encoded syntax 20 with the transform coefficient block . Inverse transform mod 
elements in the bitstream . Prediction module 152 , inverse ule 156 may apply an inverse transform to the transform 
quantization module 154 , inverse transform module 156 , coefficient block in order to generate the residual video 
reconstruction module 158 , and filter module 159 may block for the TU . For example , inverse transform module 
perform a reconstruction operation that generates decoded 156 may apply an inverse DCT , an inverse integer transform , 
video data based on the syntax elements extracted from the 25 an inverse Karhunen - Loeve transform ( KLT ) , an inverse 
bitstream . rotational transform , an inverse directional transform , or 
As discussed above , the bitstream may comprise a series another inverse transform to the transform coefficient block . 

of NAL units . The NAL units of the bitstream may include In some examples , inverse transform module 156 may 
sequence parameter set NAL units , picture parameter set determine an inverse transform to apply to the transform 
NAL units , SEI NAL units , and so on . As part of performing 30 coefficient block based on signaling from video encoder 20 . 
the parsing operation on the bitstream , entropy decoding In such examples , inverse transform module 156 may deter 
module 150 may perform parsing operations that extract and mine the inverse transform based on a signaled transform at 
entropy decode sequence parameter sets from sequence the root node of a quadtree for a treeblock associated with 
parameter set NAL units , picture parameter sets from picture the transform coefficient block . In other examples , inverse 
parameter set NAL units , SEI data from SEI NAL units , and 35 transform module 156 may infer the inverse transform from 
so on . one or more coding characteristics , such as block size , 

In addition , the NAL units of the bitstream may include coding mode , or the like . In some examples , inverse trans 
coded slice NAL units . As part of performing the parsing form module 156 may apply a cascaded inverse transform . 
operation on the bitstream , entropy decoding module 150 If a PU of the CU was encoded using inter prediction , 
may perform parsing operations that extract and entropy 40 motion compensation module 162 may perform motion 
decode coded slices from the coded slice NAL units . Each compensation to generate a predicted video block for the 
of the coded slices may include a slice header and slice data . PU . Motion compensation module 162 may use motion 
The slice header may contain syntax elements pertaining to information for the PU to identify a reference sample for the 
a slice . The syntax elements in the slice header may include P U . The reference sample of a PU may be in a different 
a syntax element that identifies a picture parameter set 45 temporal picture than the PU . The motion information for 
associated with a picture that contains the slice . Entropy the PU may include a motion vector , a reference picture 
decoding module 150 may perform an entropy decoding index , and a prediction direction . Motion compensation 
operation , such as a CAVLC decoding operation , on the module 162 may use the reference sample for the PU to 
coded slice header to recover the slice header . generate the predicted video block for the PU . In some 

After extracting the slice data from coded slice NAL units , 50 examples , motion compensation module 162 may predict 
entropy decoding module 150 may extract coded treeblocks the motion information for the PU based on motion infor 
from the slice data . Entropy decoding module 150 may then mation of PUs that neighbor the PU . In this disclosure , a PU 
extract coded CUs from the coded treeblocks . Entropy is an inter - predicted PU if video encoder 20 uses inter 
decoding module 150 may perform parsing operations that prediction to generate the predicted video block of the PU . 
extract syntax elements from the coded CUs . The extracted 55 In some examples , motion compensation module 162 may 
syntax elements may include entropy - encoded transform refine the predicted video block of a PU by performing 
coefficient blocks . Entropy decoding module 150 may then interpolation based on interpolation filters . Identifiers for 
perform entropy decoding operations on the syntax ele - interpolation filters to be used for motion compensation with 
ments . For instance , entropy decoding module 150 may sub - sample precision may be included in the syntax ele 
perform CABAC operations on the transform coefficient 60 ments . Motion compensation module 162 may use the same 
blocks . interpolation filters used by video encoder 20 during gen 

After entropy decoding module 150 performs a parsing eration of the predicted video block of the PU to calculate 
operation on a non - partitioned CU , video decoder 30 may interpolated values for sub - integer samples of a reference 
perform a reconstruction operation on the non - partitioned block . Motion compensation module 162 may determine the 
CU . To perform the reconstruction operation on a non - 65 interpolation filters used by video encoder 20 according to 
partitioned CU , video decoder 30 may perform a reconstruc - received syntax information and use the interpolation filters 
tion operation on each TU of the CU . By performing the to produce the predicted video block . 
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If a PU is encoded using intra prediction , intra prediction intra - predicted video block for the PU ( 204 ) . The video 
module 164 may perform intra prediction to generate a coder may use some or all of the border pixels to generate 
predicted video block for the PU . For example , intra pre the intra - predicted video block . 
diction module 164 may determine an intra prediction mode FIG . 7 is a flowchart that illustrates an example padding 
for the PU based on syntax elements in the bitstream . The 5 operation 250 . A video coder , such as video encoder 20 or 
bitstream may include syntax elements that intra prediction video decoder 30 , may perform padding operation 250 . In 
module 164 may use to predict the intra prediction mode of other examples , the video coder may use padding operations 
the PU . For example , intra prediction module 164 may other than padding operation 250 . For instance , in other 
perform the example intra - prediction operation of FIG . 6 . examples , the video coder may perform a padding operation 

In some instances , the syntax elements may indicate that 10 in which the video coder performs more , fewer , or different 
intra prediction module 164 is to use the intra prediction steps than padding operation 250 . 
mode of another PU to predict the intra prediction mode of After the video coder starts padding operation 250 , the 
the current PU . For example , it may be probable that the video coder may set a pixel indicator to indicate a bottom 
intra prediction mode of the current PU is the same as the left border pixel ( 252 ) . For instance , in the example of FIG . 
intra prediction mode of a neighboring PU . In other words , 15 2 , the video coder may set the pixel indicator to indicate 
the intra prediction mode of the neighboring PU may be the border pixel P . For ease of explanation , this disclosure may 
most probable mode for the current PU . Hence , in this refer to the border pixel indicated by the pixel indicator as 
example , the bitstream may include a small syntax element the current border pixel . 
that indicates that the intra prediction mode of the PU is the Next , the video coder may determine whether the current 
same as the intra prediction mode of the neighboring PU . 20 border pixel is available ( 254 ) . The video coder may deter 
Intra prediction module 164 may then use the intra predic mine whether the current border pixel is available in various 
tion mode to generate prediction data ( e . g . , predicted ways . For example , the video coder may perform the 
samples ) for the PU based on the video blocks of spatially example operation of FIG . 13 to determine whether the 
neighboring PUs . current border pixel is available . 

Reconstruction module 158 may use the residual video 25 In response to determining that the current border pixel is 
blocks associated with TUs of a CU and the predicted video not available ( “ NO ” of 254 ) , the video coder may assign a 
blocks of the PUs of the CU , i . e . , either intra - prediction data default value to the current border pixel ( 256 ) . Because the 
or inter - prediction data , as applicable , to reconstruct the current border pixel is the bottom - left border pixel , the video 
video block of the CU . Thus , video decoder 30 may generate coder may determine whether the bottom - left border pixel is 
a predicted video block and a residual video block based on 30 available and assign a default value to the bottom - left border 
syntax elements in the bitstream and may generate a video pixel in response to determining that the bottom - left border 
block based on the predicted video block and the residual pixel is not available . In another example , the video coder 
video block . After reconstruction module 158 reconstructs may assign a value of a next available border pixel to the 
the video block of the CU , filter module 159 may perform bottom - left border pixel in response to determining that the 
filter module 159 may perform a deblocking operation to 35 bottom - left border pixel is unavailable . 
reduce blocking artifacts associated with the CU . After assigning a value to the current border pixel or in 

Decoded picture buffer 160 may store decoded samples response to determining that the current border pixel is 
for pictures of the video data . Thus , after filter module 159 available ( " YES ” of 254 ) , the video coder may update the 
performs the deblocking operation , video decoder 30 may pixel indicator to indicate a next border pixel ( 258 ) . If the 
store the video block of the CU in decoded picture buffer 40 current border pixel is between the bottom - left border pixel 
160 . Decoded picture buffer 160 may provide reference and the corner border pixel ( e . g . , border pixel R in FIG . 2 ) , 
pictures for subsequent motion compensation , intra predic - the next border pixel is immediately above the current 
tion , and presentation on a display device , such as display border pixel . For instance , in the example of FIG . 2 , if the 
device 32 of FIG . 1 . For instance , video decoder 30 may current border pixel is border pixel P , the next border pixel 
perform , based on the video blocks in decoded picture buffer 45 is border pixel O . If the current border pixel is border pixel 
160 , intra prediction or inter prediction operations on PUs of O , the next border pixel is border pixel N , and so on . If the 
other CUS . current pixel is the corner border pixel or between the corner 

FIG . 6 is a flowchart that illustrates an example intra border pixel and the top - right border pixel ( e . g . , border pixel 
prediction operation 200 . A video coder , such as video H in FIG . 2 ) , the next border pixel is immediately to the right 
encoder 20 or video decoder 30 , may perform intra - predic - 50 of the current border pixel . For instance , in the example of 
tion operation 200 . In other examples , the video coder may FIG . 2 , if the current border pixel is border pixel R , the next 
use intra - prediction operations other than intra - prediction border pixel is border pixel A . If the current border pixel is 
operation 200 . For instance , in other examples , the video border pixel A , the next border pixel is border pixel B , and 
coder may perform an intra - prediction operation in which so on . By updating the pixel indicator , the next border pixel 
the video coder performs more , fewer , or different steps than 55 becomes the current border pixel . 
intra - prediction operation 200 . After updating the pixel indicator , the video coder may 

After the video coder starts intra - prediction operation determine whether the current border pixel is available 
200 , the video coder may perform a padding operation for a ( 260 ) . In response to determining that the current border 
PU ( 202 ) . When the video coder performs the padding pixel is not available ( “ NO ” of 260 ) , the video coder may 
operation , the video coder may assign values to unavailable 60 assign the value of the previous border pixel to the current 
border pixels associated with the PU . The video coder may border pixel ( 262 ) . In other words , the video coder may 
perform various padding operations . For instance , the video assign to the current border pixel a value of a border pixel 
coder may perform the example padding operation of FIG . that is immediately before the current border pixel according 
7 , the example padding operation of FIG . 8 , the example to the order . For instance , in the example of FIG . 2 , if the 
padding operation of FIG . 10 , or another padding operation . 65 current border pixel is border pixel M and border pixel M is 

After the video coder performs the padding operation , the unavailable , the video coder may assign the value of border 
video coder may generate , based on the border pixels , an pixel N to border pixel M . If the current border pixel is 



23 
US 9 , 807 , 399 B2 

24 
border pixel L and border pixel L is unavailable , the video - continued 
coder may assign the value of border pixel M to border pixel 
L , and so on . When the video coder assigns a value of a first assign the value of the border pixel at ( x - 1 , y + i - 1 ) to the border 
border pixel to a second border pixel , the video coder may pixel at ( x - 1 , y + i ) 

not change the actual value of the second border pixel , but 5 - 
may use the value of the first border pixel as the value of the 
second border pixel for purposes of generating an intra In the example of FIG . 7 , for x = - 1 , y = nS * 2 - 2 . . . - 1 , the 
predicted video block . video coder may substitute a value of p?x , y + 1 ] for a value 

After performing step 262 or in response to determining of p [ x , y ] if p [ x , y ] is an unavailable border pixel . For x = 0 
that the current border pixel is available ( “ YES ” of 260 ) , the 10 10 . . . nS * 2 - 1 , y - 1 , substituting a value of p [ x - 1 , y ] for a value 
video coder may determine whether the current border pixel of p [ x , y ] ifp [ x , y ] is an unavailable border pixel . nS is equal 
is the top - right border pixel ( 264 ) . For instance , in the to a width or height of the intra - predicted video block , p is 
example of FIG . 2 , the video coder may determine whether a two - dimensional array of samples , and p [ 0 , 0 ] is a top - left 
the current border pixel is border pixel H . The video coder luma sample of the intra - predicted video block . 
may end padding operation 250 in response to determining 10 15 FIG . 8 is a conceptual diagram that illustrates an order in 
that the current border pixel is the top - right border pixel which the example padding operation of FIG . 7 proceeds 
( “ YES ” of 264 ) . On the other hand , in response to deter through border pixels . As illustrated in the example of FIG . 
mining that the current border pixel is not the top - right 8 , the padding operation starts at the bottom - left border 
border pixel ( “ NO ” of 264 ) , the video coder may again pixel , proceeds upward to the corner border pixel , and then 
update the pixel indicator ( 258 ) . The video coder may then 20 pl on 20 proceeds rightward to the upper - right border pixel . 
repeat steps 260 - 264 with regard to the new current border FIG . 9 is a flowchart that illustrates an example padding 

operation 300 . A video coder , such as video encoder 20 or pixel . 
In this way , the video coder may perform a padding video decoder 30 , may perform padding operation 300 . In 

operation that processes a set of border pixels according to other examples , the video coder may use padding operations 
an order that starts at a bottom - left border pixel and proceeds 25 other than padding operation 300 . For instance , in other 
through the border pixels sequentially to a top - right border examples , the video coder may perform a padding operation 
pixel . When the padding operation processes an unavailable in which the video coder performs more , fewer , or different 
border pixel , the padding operation assigns a value to the steps than padding operation 300 . 

After the video coder starts padding operation 300 , the unavailable border pixel based on a value of a pixel previ 
ously processed by the padding operation . 30 video coder may set a first pixel indicator and a second pixel 

In an example padding operation similar to padding indicator to indicate a division point ( 302 ) . The division 
operation 250 , ( x , y ) indicates the coordinates of the video point may divide the border pixels into two segments . One 
block and ( x - 1 , y - 1 ) indicates the coordinates of the corner of the segments may include border pixels that are above and 
border pixel . If ( x - 1 , y - 1 ) is unavailable , the video coder to the right of the division point . The other one of the 
may check the top predictor from left to right until the video 35 35 segments may include border pixels that are below and to the 
coder reaches an available border pixel . If the available left of the division point . 
border pixel has coordinates ( x + d , y - 1 ) , the video coder may The division point may be various ones of the border 
assign the value of the border pixel at ( x + d , y - 1 ) to all pixels . For example , the video coder may set the first and the 

second pixel indicators to the corner border pixel ( e . g . , border pixels from ( x - 1 , y - 1 ) to ( x + d - 1 , y - 1 ) . Otherwise , 
if the border pixel at ( x - 1 , y - 1 ) is available , the video coder * 40 border pixel R in FIG . 2 ) . In another example , the video 
may set a variable d to - 1 and execute the following coder may set the first pixel indicator and the second pixel 

indicator to indicate another border pixel ( e . g . , border pixel pseudo - code : L in FIG . 2 ) . 
After setting the first and second pixel indicators to 

for ( i = d ; i < 2N ; i + + ) { 45 indicate the division point , the video coder may determine 
if the border pixel at ( x + i , y - 1 ) is available , do nothing whether the division point is available ( 304 ) . The video 
if the border pixel at ( x + i , y - 1 ) is unavailable , coder may determine whether the division point is available assign the value of the border pixel at ( x + i - 1 , y - 1 ) to the border in various ways . For example , the video coder may perform pixel at ( x + i , y - 1 ) the example operation of FIG . 13 to determine whether the 

50 division point is available . 
In response to determining that the division point is not In the pseudo - code above , N may indicate the width of the available ( “ NO ” of 304 ) , the video coder may derive a value video block . In addition , the video coder may determine of the division point ( 306 ) . The video coder may derive the whether the border pixel at ( x - 1 , y ) is available . If the border value of the division point in various ways . For example , the pixel at ( x - 1 , y ) is not available , the video coder may check 55 video coder may determine whether either of the border the left predictor from top to bottom until the video coder pixels adjacent to the division point is available . In this reaches an available border pixel . If the available border example , if one of the border pixels adjacent to the division 

pixel has coordinates ( x - 1 , y + d ) , the video coder may assign point is available , the video coder may derive the value of the value of the border pixel at ( x - 1 , y + d ) to all border pixels the division point by assigning the value of the adjacent from ( x - 1 , y ) to ( x - 1 , y + d - 1 ) . Otherwise , if the border pixel el 60 border pixel to the division point . Furthermore , in this at ( x - 1 , y ) is available , the video coder may set a variable example , the video coder may assign a default value to the d to 0 and execute the following pseudo - code : division point if neither of the adjacent border pixels is 
available . For instance , if the division point is the corner 

for ( i = d ; i < 2N ; i + + ) { division point , the video coder may use the following 
if the border pixel at ( x - 1 , y + i ) is available , do nothing 65 pseudo - code to derive a value of the division point : 
if the border pixel at ( x - 1 , y + i ) is unavailable , If P is available , PadP , 

otherwise , if P4 is available , Ppad P41 , Pad 
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otherwise , Ppad a default value . After updating the second pixel indicator , the video coder 
In the pseudo - code above , Pz? may indicate the value of the may determine whether the second current border pixel is 
border pixel below the corner border pixel , Ppad may indi - available ( 318 ) . The video coder may determine whether the 
cate the derived value to be assigned to the corner border current border pixel is available in various ways . For 
pixel , and P4 , may indicate the value of the border pixel to 5 example , the video coder may perform the example opera 
the right of the corner border pixel . In the case that the tion of FIG . 13 to determine whether the second current 
corner border pixel and both the border pixel below and the border pixel is available . 
border pixel to the right of the corner border pixel are I n response to determining that the second current border 
unavailable , using a default value for the corner border pixel pixel is unavailable ( “ NO ” of 318 ) , the video coder may 
may have little impact on coding performance since this case 10 assign the value of a previous border pixel to the second 
may happen rarely . current border pixel ( 320 ) . For instance , in the example of 

After deriving the value of the division point or after FIG . 2 , if the second current border pixel is border pixel D 
determining that the division point is available ( “ YES ” of and border pixel D is unavailable , the video coder may 
304 ) , the video coder may update the first pixel indicator to assign the value of border pixel C to border pixel D . 
indicate a border pixel that is below or to the left of the 15 After performing step 320 or after the video coder has 
border pixel indicated by the first pixel indicator ( 308 ) . For determined that the second current border pixel is available 
ease of explanation , this disclosure may refer to the border ( “ YES ” of 318 ) , the video coder may determine whether the 
pixel indicated by the first pixel indicator as the first current second current border pixel is the top - right border pixel 
border pixel . For instance , in the example of FIG . 2 , if the ( 322 ) . In response to determining that the second current 
first current border pixel is border pixel B , the video coder 20 border pixel is the top - right border pixel , the video coder 
may update the first pixel indicator to indicate the border may end padding operation 300 with regard to border pixels 
pixel A . If the first current border pixel is border pixel R , the that are to the right or above the division point border pixel 
video coder may update the first pixel indicator to indicate ( “ YES ” of 322 ) . However , in response to determining that 
border pixel I . If the first current border pixel is border pixel the second current border pixel is not the top - right border 
I , the video coder may update the first pixel indicator to 25 pixel ( “ NO ” of 322 ) , the video coder may update the second 
indicate border pixel J . pixel indicator ( 316 ) and perform steps 318 - 322 with regard 

After updating the first pixel indicator , the video coder to another border pixel . In this way , the video coder may 
may determine whether the first current border pixel is process each border pixel that is above or to the right of the 
available ( 310 ) . The video coder may determine whether the division point . 
first current border pixel is available in various ways . For 30 In the example of FIG . 9 , the video coder may perform 
example , the video coder may perform the example opera - steps 308 - 314 and steps 316 - 322 in parallel . In other 
tion of FIG . 13 to determine whether the first current border examples , the video coder may perform steps 308 - 314 and 
pixel is available . steps 316 - 322 sequentially . 

In response to determining that the first current border FIG . 10 is a conceptual diagram that illustrates an 
pixel is unavailable ( “ NO ” of 310 ) , the video coder may 35 example order in which the padding operation of FIG . 9 
assign the value of the previous border pixel to the first proceeds through border pixels . As illustrated in the example 
current border pixel ( 312 ) . For instance , in the example of of FIG . 10 , the corner border pixel is the division point 
FIG . 2 , if the first current border pixel is border pixel I and border pixel . The video coder may concurrently process 
border pixel I is unavailable , the video coder may assign the border pixels below the corner border pixel ( e . g . , in steps 
value of the border pixel R to border pixel I . If the first 40 308 - 314 ) and border pixels right of the corner border pixel 
current border pixel is border pixel J and border pixel J is ( e . g . , steps 316 - 322 ) . In the example of FIG . 10 , the corner 
unavailable , the video coder may assign the value of the border pixel is shaded . If the corner border pixel is unavail 
border pixel Ito border pixel J , and so on . able , the video coder may derive a value for the corner 

Once the video coder has performed step 310 or after border pixel from either or both of neighboring border pixels 
determining that the first current border pixel is available 45 340 . 
( " YES " of 310 ) , the video coder may determine whether the In another example , the video coder may check from left 
first current border pixel is the bottom - left border pixel to right across the top predictor until the video coder 
( 314 ) . In response to determining that the first current border identifies an available border pixel . The video coder may 
pixel is the bottom - left border pixel ( " YES " of 314 ) , the then set the corner pixel and all border pixels between the 
video coder may end padding operation 300 with regard to 50 corner pixel and the available border pixel to the value of the 
border pixels occurring left of or below of the division point available border pixel . In this example , if the border pixel 
border pixel . However , in response to determining that the below the corner pixel is unavailable , the video coder may 
first current border pixel is not the bottom - left border pixel check from top to bottom along the left predictor until the 
( “ NO ” of 314 ) , the video coder may again update the first video coder identifies an available border pixel . The video 
pixel indicator ( 308 ) and perform steps 310 - 314 with regard 55 coder may then set each border pixel below the corner pixel 
to another border pixel . In this way , padding operation 300 to the value of the available border pixel . 
may assign values to each unavailable border pixel left of or FIG . 11 is a flowchart that illustrates an example padding 
below the division point border pixel . operation 350 . A video coder , such as video encoder 20 or 

In addition , after deriving the value of the division point video decoder 30 , may perform padding operation 350 . In 
border pixel in step 306 or in response to determining that 60 other examples , the video coder may use padding operations 
the division point is available ( “ YES ” of 304 ) , the video other than padding operation 350 . For instance , in other 
coder may update the second pixel indicator to indicate a examples , the video coder may perform a padding operation 
border pixel that is above or to the right of the border pixel in which the video coder performs more , fewer , or different 
indicated by the second pixel indicator ( 316 ) . For ease of steps than padding operation 350 . 
explanation , this disclosure may refer to the border pixel 65 In padding operation 350 , the border pixels include a 
indicated by the second pixel indicator as the second current plurality of candidate division points . The plurality of can 
border pixel . didate division points may include various ones of the 
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border pixels . For example , the plurality of candidate divi - division points , the video coder may update the division 
sion points may include the corner border pixel , a border point indicator such that the division point indicator indi 
pixel midway between the corner border pixel and the cates a next one of the candidate division points ( 360 ) . For 
bottom - left border pixel , and a border pixel midway instance , in the example of FIG . 2 , the plurality of candidate 
between the corner border pixel and the upper - right border 5 division points may include border pixel L , border pixel R , 
pixel . In another example , the plurality of candidate division and border pixel D . If the current division point is border 
points may include the bottom - left border pixel and the pixel L and border pixel L is unavailable , the video coder 
upper - right border pixel . In another example , the plurality of may update the division point indicator such that the divi 
candidate division points may include the border pixel s ion point indicator indicates border pixel R . The video 
immediately to the right of the corner border pixel and the 10 coder may search for an available candidate division point in 
border pixel immediately below the corner border pixel . various ways . For example , the video coder may start with 

In another example , the plurality of candidate division a candidate division point that is closest to the bottom - left 
points may include all border pixels between two border border pixel and then search through the candidate division 
pixels , Pix and Pay . In this example , Plx may be any border points toward the candidate division point that is closest to 
pixel from the corner border pixel to a bottom - left border 15 the top - right border pixel . 
pixel and Pay may be any border pixel from the corner After updating the division point indicator , the video 
border pixel to the top - right border pixel . In this example , coder may determine again whether the current division 
the video coder may search through the candidate division point is available ( 354 ) . In this way , the video coder may 
points sequentially from Porto Pay or from Pay to P , y for an process candidate division points until the video coder 
available candidate division point . Searching for an avail - 20 determines that one of the candidate division points is 
able candidate division point in this manner may reduce available or until the video coder determines that none of the 
searching complexity to a one dimensional search . For candidate division points is available , or vice versa . 
instance , in this example , if the division point is the bottom - After performing step 358 or after determining that the 
left border pixel , the video coder to perform a padding current division point is available ( " YES " of 354 ) , the video 
operation that processes the set of border pixels according to 25 coder may set a first pixel indicator and a second pixel 
an order that starts at the bottom - left border pixel and indicator to indicate the current division point ( 362 ) . For 
proceeds through the border pixels sequentially to a top - example , if the current division point is the corner border 
right border pixel , wherein when the padding operation pixel , the video coder may set the first and the second pixel 
processes an unavailable border pixel , the padding operation indicators to indicate the corner border pixel ( e . g . , border 
assigns a value to the unavailable border pixel based on a 30 pixel R in FIG . 2 ) . 
value of a border pixel previously processed by the padding After setting the first and second pixel indicators to 
operation . indicate the current division point , the video coder may 

In another example , the plurality of candidate division update the first pixel indicator to indicate a border pixel that 
points may include all of the border pixels . In this example , is below or to the left of the border pixel indicated by the first 
the video coder may search for an available candidate 35 pixel indicator ( 364 ) . For ease of explanation , this disclosure 
division point through the candidate division points sequen - may refer to the border pixel indicated by the first pixel 
tially from a bottom - left border pixel to a top - right border indicator as the first current border pixel . For instance , in the 
pixel or vice versa . Searching for an available candidate example of FIG . 2 , if the first current border pixel is border 
division point in this manner may reduce searching com - pixel B , the video coder may update the first pixel indicator 
plexity to a one directional search . 40 to indicate border pixel A . If the first current border pixel is 

After the video coder starts padding operation 350 , the border pixel R , the video coder may update the first pixel 
video coder may set a division point indicator to indicate a indicator to indicate border pixel I . If the first current border 
first one of the candidate division points ( 352 ) . For ease of pixel is border pixel I , the video coder may update the first 
explanation , this disclosure may refer to the candidate pixel indicator to indicate border pixel J . 
division point indicated by the division point indicator as the 45 After updating the first pixel indicator , the video coder 
current division point . For instance , if the plurality of may determine whether the first current border pixel is 
candidate division points includes the corner border pixel , available ( 366 ) . The video coder may determine whether the 
the video coder may set the division point indicator to the first current border pixel is available in various ways . For 
corner border pixel . example , the video coder may perform the example opera 

After setting the division point indicator to indicate one of 50 tion of FIG . 13 to determine whether the first current border 
the candidate division points , the video coder may determine pixel is available . 
whether the current division point is available ( 354 ) . The In response to determining that the first current border 
video coder may determine whether the current division pixel is unavailable ( “ NO ” of 366 ) , the video coder may 
point is available in various ways . For example , the video assign the value of the previous border pixel to the first 
coder may perform the example operation of FIG . 13 to 55 current border pixel ( 368 ) . For instance , in the example of 
determine whether the current division point is available . FIG . 2 , if the first current border pixel is border pixel I and 

If the current division point is unavailable ( “ NO ” of 354 ) , border pixel I is unavailable , the video coder may assign the 
the video coder may determine whether the current division value of border pixel R to border pixel I . If the first current 
point is a last one of the candidate division points to be border pixel is border pixel J and border pixel J is unavail 
checked ( 356 ) . In response to determining that the current 60 able , the video coder may assign the value of border pixel Ito 
division point is the last one of the candidate division points , border pixel J , and so on . 
the video coder may assign a default value to the current Once the video coder has assigned the value of the 
division point ( 358 ) . In other examples , the video coder may previous border pixel to the first current border pixel or after 
assign a value based on the values of neighboring pixels to determining that the first current border pixel is available 
the current division point instead of using the default value . 65 ( " YES " of 366 ) , the video coder may determine whether the 
On the other hand , in response to determining that the first current border pixel is the bottom - left border pixel 

current division point is not the last one of the candidate ( 370 ) . In response to determining that the first current border 
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pixel is the bottom - left border pixel ( “ YES ” of 370 ) , the in other examples , the video coder may perform an operation 
video coder may end padding operation 300 with regard to in which the video coder performs more , fewer , or different 
border pixels occurring left of or below the current division steps than operation 450 . 
point . However , in response to determining that the first A fter a video coder starts operation 450 , the video coder 
current border pixel is not the bottom - left border pixel 5 may determine whether the border pixel is outside a border 
( “ NO ” of 370 ) , the video coder may again update the first of a current picture ( 452 ) . The current picture may be the 
pixel indicator ( 364 ) and perform steps 366 - 370 with regard picture that the video coder is currently coding . For instance , 
to another border pixel . In this way , padding operation 350 if the video coder is performing an intra - prediction operation 
may assign values to each unavailable border pixel left of or for a PU whose video block is adjacent to a top or left edge 
below the current division point . 10 of the current picture , one or more pixels above or to the left 

In addition , after setting the first and second pixel indi - of the video block may be outside the border of the current 
cators to the current division point in step 362 , the video picture . In response to determining that the border pixel is 
coder may update the second pixel indicator to indicate a outside the border of the current picture ( “ YES ” of 452 ) , the 
border pixel that is above or to the right of the border pixel video coder may determine that the border pixel is unavail 
indicated by the second pixel indicator ( 372 ) . For ease of 15 able ( 454 ) . 
explanation , this disclosure may refer to the border pixel In response to determining that the border pixel is not 
indicated by the second pixel indicator as the second current outside the border of the current picture ( “ NO ” of 452 ) , the 
border pixel . video coder may determine whether the border pixel is 

After updating the second pixel indicator , the video coder outside a border of a current slice or tile and cross - slice ! 
may determine whether the second current border pixel is 20 cross - tile prediction is disallowed ( 456 ) . The current slice or 
available ( 374 ) . The video coder may determine whether the tile may be the slice or tile that the video coder is currently 
second current border pixel is available in various ways . For coding . For instance , if the video coder is performing an 
example , the video coder may perform the example opera - intra - prediction operation for a PU whose video block is 
tion of FIG . 13 to determine whether the second current adjacent to a top or left edge of the current slice or tile , one 
border pixel is available . 25 or more pixels above or to the left of the video block may 

In response to determining that the second current border be outside the border of the current slice or tile . If cross - slice 
pixel is unavailable ( “ NO ” of 374 ) , the video coder may prediction is allowed , the video coder is allowed to use 
assign the value of a previous border pixel to the second values of pixels in a first slice to generate an intra - predicted 
current border pixel ( 376 ) . For instance , in the example of video block for a CU in a second slice . In response to 
FIG . 2 , if the second current border pixel is border pixel D 30 determining that the border pixel is outside the border of the 
and border pixel D is unavailable , the video coder may current slice or tile and that cross - slice / tile prediction is 
assign the value of border pixel C to border pixel D . disallowed ( " YES ” of 456 ) , the video coder may determine 

After assigning the value of a previous border pixel to the that the border pixel is unavailable ( 454 ) . 
second current border pixel or after the video coder has However , in response to determining that the border pixel 
determined that the second current border pixel is available 35 is not outside the current slice or tile or that cross - slice ! 
( " YES " of 374 ) , the video coder may determine whether the cross - tile prediction is allowed ( “ NO ” of 456 ) , the video 
second current border pixel is the top - right border pixel coder may determine whether the border pixel is associated 
( 378 ) . In response to determining that the second current with an inter - predicted CU and whether constrained intra 
border pixel is the top - right border pixel , the video coder prediction is enabled ( 458 ) . In other words , if the border 
may end padding operation 300 with regard to border pixels 40 pixel belongs to an inter - predicted CU and constrained 
that are to the right or above the current division point . intra - prediction is enabled , the border pixel may be marked 
However , in response to determining that the second current as not available or unavailable . The border pixel may be 
border pixel is not the top - right border pixel ( “ NO ” of 378 ) , associated with an inter - predicted CU if the border pixel is 
the video coder may update the second pixel indicator ( 372 ) in a video block associated with an inter - predicted CU . 
and perform steps 374 - 378 with regard to another border 45 In H . 264 / AVC , a macroblock ( MB ) in an inter - predicted 
pixel . In this way , the video coder may process each border slice may be either coded as inter MB or intra MB . Similarly , 
pixel that is above or to the right of the division point border in HEVC , a CU in a P slice or a B slice may be an 
pixel . inter - predicted CU or an intra - predicted CU . Intra MBs and 

In the example of FIG . 11 , the video coder may perform intra - predicted CUs are predicted from neighboring video 
steps 364 - 370 and steps 372 - 378 in parallel . In other 50 blocks . In addition , a video coder may code constrained intra 
examples , the video coder may perform steps 364 - 370 and MBs . A video coder may generate a constrained intra MB 
steps 372 - 378 sequentially . from neighboring intra MBs in the same slice . In accordance 

FIG . 12 is a conceptual diagram that an example order in with the techniques of this disclosure , a video coder may 
which the padding operation of FIG . 11 proceeds through generate a constrained intra - predicted CU from video blocks 
border pixels . As illustrated in the example of FIG . 12 , the 55 of neighboring intra - predicted CUs , but not video blocks of 
shaded border pixels are candidate division points . In the neighboring inter - predicted CUs . A constrained intrapred 
example of FIG . 12 , border pixel 400 may be the selected flag may be signaled in a picture parameter set ( PPS ) to 
division point and the video coder may concurrently process specify whether a group of pictures are being coded with the 
border pixels below the selected division point ( e . g . , in steps only inter and constrained intra modes . 
364 - 370 of FIG . 11 ) and border pixels above and to the right 60 Intra refresh may be an error resilience tool that enables 
of the selected division point ( e . g . , steps 372 - 378 ) . a video encoder to insert intra MBs or intra - predicted CUS 

FIG . 13 is a flowchart that illustrates an example opera in order to reduce error propagation . In the event that a 
tion 450 to determine whether a border pixel is available . A reference picture is lost , a video decoder may be unable to 
video coder , such as video encoder 20 or video decoder 30 , correctly decode inter MBs or inter - predicted CUs that use 
may perform operation 450 . In other examples , the video 65 the reference picture . If the inter MBs or inter - predicted CUS 
coder may use operations other than operation 450 to are used to predict an intra MB or an intra - predicted CU , the 
determine whether a border pixel is available . For instance , video coder may be unable to decode the intra MB or the 

wy . 
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intra - predicted CU . Thus , the error may be propagated to the pixel . Thus , in such instances , the video coder may use 
intra MB or the intra - predicted CU . Because constrained simple extension to generate the values for the unavailable 
intra MBs and constrained intra - predicted CUs do not rely reference samples . 
on inter MBs or inter - predicted CUS , the loss of the refer - In one or more examples , the functions described may be 
ence picture does not prevent a video decoder from decoding 5 implemented in hardware , software , firmware , or any com 
the constrained intra MBs or the intra - predicted CUs . Hence , bination thereof . If implemented in software , the functions 
it may be more error resilient to code the intra MBs or may be stored on or transmitted over , as one or more 
intra - predicted CUs as constrained intra MBs or constrained instructions or code , a computer - readable medium and 
intra - predicted CUS . executed by a hardware - based processing unit . Computer 

In scalable video coding ( SVC ) , a video decoder may not 10 readable media may include computer - readable storage 
media , which corresponds to a tangible medium such as data fully decode multiple dependency layers ( with the same or storage media , or communication media including any different resolutions ) because of the single - loop decoding medium that facilitates transfer of a computer program from design of the video decoder . In this case , when an intra one place to another , e . g . , according to a communication predicted base layer ( BL ) mode is used , the video decoder 15 protocol . In this manner , computer - readable media generally may only correctly decode enhancement layer MBs if the may correspond to ( 1 ) tangible computer - readable storage corresponding base layer intra MBs are coded as constrained media which is non - transitory or ( 2 ) a communication intra MBs . Otherwise , the video decoder may need to predict medium such as a signal or carrier wave . Data storage media the base layer intra MBs from reconstructed neighboring may be any available media that can be accessed by one or Inter MBs , which may not be available when decoding the 20 ne 20 more computers or one or more processors to retrieve enhancement layer in case of single - loop decoding . instructions , code and / or data structures for implementation In response to determining that the border pixel is asso of the techniques described in this disclosure . A computer ciated with an inter - predicted CU and that constrained program product may include a computer - readable medium . intra - prediction is enabled ( " YES " of 458 ) , the video coder By way of example , and not limitation , such computer 

may determine that the border pixel is unavailable ( 454 ) . On 25 readable storage media can comprise RAM , ROM , the other hand , in response to determining that the border EEPROM , CD - ROM or other optical disk storage , magnetic pixel is not associated with an inter - predicted CU or that disk storage , or other magnetic storage devices , flash constrained intra - prediction is not enabled ( “ NO ” of 458 ) , memory , or any other medium that can be used to store 
the video coder may determine that the border pixel is desired program code in the form of instructions or data 
available ( 460 ) . 30 structures and that can be accessed by a computer . Also , any In the examples above , a video coder may assign a default connection is properly termed a computer - readable medium . value or a value of previous border pixel to unavailable For example , if instructions are transmitted from a website , border pixels . In other examples , the video coder may server , or other remote source using a coaxial cable , fiber interpolate values of unavailable border pixels . For instance , optic cable , twisted pair , digital subscriber line ( DSL ) , or if there are one or more available border pixels on either side 35 wireless technologies such as infrared , radio , and micro of a series of one or more unavailable border pixels . In this wave , then the coaxial cable , fiber optic cable , twisted pair , 
instance , the video coder may interpolate the values of the DSL , or wireless technologies such as infrared , radio , and 
unavailable border pixels based on the values of the avail microwave are included in the definition of medium . It able border pixels on either side of the series of unavailable should be understood , however , that computer - readable stor border pixels . The unavailable border pixels may be inter 40 age media and data storage media do not include connec polated as U = A , + i * ( A , - A , ) / ( M + 1 ) , i from 1 to M . In this tions , carrier waves , signals , or other transient media , but are equation , Ag and Ay are the available border pixels on either instead directed to non - transient , tangible storage media . side of the series of unavailable border pixels , M is the Disk and disc , as used herein , includes compact disc ( CD ) , number of unavailable border pixels in the series of unavail laser disc , optical disc , digital versatile disc ( DVD ) , floppy able border pixels , and U , indicates the unavailable border 45 disk and Blu - ray disc , where disks usually reproduce data pixels . In the equation above M might not be a power of 2 , magnetically , while discs reproduce data optically with 
so division may be needed . lasers . Combinations of the above should also be included Because M might not be a power of 2 and it may be within the scope of computer - readable media . desirable to avoid division , another technique may be used Instructions may be executed by one or more processors , to interpolate the series of unavailable border pixels . S : 50 such as one or more digital signal processors ( DSPs ) , According to this technique , let Q = Floor ( log2 ( M ) ) , general purpose microprocessors , application specific inte 
P = ( 1 < < Q ) and R = M - P . The video coder may set each of the grated circuits ( ASICs ) , field programmable logic arrays 
unavailable border pixels in the right , which are Up + 1 to UM , ( FPGAs ) , or other equivalent integrated or discrete logic to the value of value of Ag . For any border pixel from U , to circuitry . Accordingly , the term “ processor , " as used herein 

may refer to any of the foregoing structure or any other 
structure suitable for implementation of the techniques 

U ; = ( 4 , * i + A ; * ( P - 1 ) + P > > 1 ) > > Q , i from 1 to P . described herein . In addition , in some aspects , the function 
In some instances there are not available border on either ality described herein may be provided within dedicated 

side of a series of one or more unavailable border pixels . For hardware and / or software modules configured for encoding 
example , consecutive unavailable border pixels may occur 60 and decoding , or incorporated in a combined codec . Also , 
from until the end of the predictor . In this example , the video the techniques could be fully implemented in one or more 
encoder may extend the value of the last available border circuits or logic elements . 
pixel to the end of the predictor . In another example , The techniques of this disclosure may be implemented in 
consecutive unavailable border pixels may occur at the start a wide variety of devices or apparatuses , including a wire 
of a predictor . In this example , the video coder may use the 65 less handset , an integrated circuit ( IC ) or a set of ICs ( e . g . , 
value of the first available border pixel as the value of the a chip set ) . Various components , modules , or units are 
unavailable border pixels preceding the first available border described in this disclosure to emphasize functional aspects 

Up , 
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of devices configured to perform the disclosed techniques , 6 . The method of claim 5 , further comprising reconstruct 
but do not necessarily require realization by different hard ing , by the video coder , a decoded video block based at least 
ware units . Rather , as described above , various units may be in part on the intra - predicted video block and a residual 
combined in a codec hardware unit or provided by a col video block . 
lection of interoperative hardware units , including one or 5 7 . The method of claim 1 , wherein the division point is a 
more processors as described above , in conjunction with corner pixel . 
suitable software and / or firmware . 8 . The method of claim 1 , further comprising : 

Various examples have been described . These and other based on a pixel at the division point being unavailable , 
examples are within the scope of the following claims . deriving a value of the pixel at the division point from 
What is claimed is : 10 one or more border pixels neighboring the pixel at the 
1 . A method for coding video data , the method compris division point . 

ing : 9 . The method of claim 1 , wherein determining the 
determining , by a video coder , a division point among a division point comprises : 

set of border pixels , the division point dividing the checking , by the video coder , a plurality of candidate 
border pixels into two segments ; division points for a division point corresponding to an 

for a first segment of the two segments , performing , by the available border pixel ; and 
video coder , a padding operation according to an order based on a particular division point of the plurality of 
that starts at the division point and proceeds through the candidate division points corresponding to an available 
border pixels sequentially to a top - right border pixel , border pixel , determining , by the video coder , the 
the top - right border pixel being right of each other 20 particular division point is the division point . 
border pixel of the set of border pixels ; 10 . The method of claim 1 , wherein determining the 

for a second segment of the two segments , performing , by division point comprises : 
the video coder , the padding operation according to an checking , by the video coder , a plurality of candidate 
order that starts at the division point and proceeds division points for a division point corresponding to an 
through the border pixels sequentially to a bottom - left 25 available border pixel ; and 
border pixel , the bottom - left border pixel being below based on none of the candidate division points corre 
each other border pixel of the set of border pixels and sponding to an available border pixel , determining , by 
the top - right border pixel being right of each other the video coder , a particular division point of the 
border pixel of the set of border pixels , wherein when plurality candidate division points is the division point 
the padding operation processes an unavailable border 30 and assigning a default value to the particular division 
pixel other than the division point , the padding opera point . 
tion assigns a value to the unavailable border pixel 11 . A video coding apparatus that comprises : 
equal to a value of a border pixel previously processed a storage medium configured to store video data ; and 
by the padding operation without searching for a next a video coder implemented using circuitry , software , or a 
available border pixel ; and 35 combination thereof , the video coder configured to : 

generating , by the video coder , based on at least a plurality determine a division point among a set of border pixels , 
of the border pixels , an intra - predicted video block , the division point dividing the border pixels into two 
wherein unavailable border pixels are border pixels segments ; 
outside a border of a current picture or border pixels for a first segment of the two segments , perform a 
whose actual values cannot be used to generate the 40 padding operation according to an order that starts at 
intra - predicted video block . the division point and proceeds through the border 

2 . The method of claim 1 , pixels sequentially to a top - right border pixel , the 
wherein performing the padding operation for the first top - right border pixel being right of each other 

segment comprises determining , by the video coder , border pixel of the set of border pixels ; 
that a current border pixel of the first segment is 45 for a second segment of the two segments , perform the 
unavailable based on the current border pixel of the first padding operation according to an order that starts at 
segment being associated with an inter - predicted cod the division point and proceeds through the border 
ing unit ( CU ) and constrained intra - prediction being pixels sequentially to a bottom - left border pixel , the 
enabled ; and bottom - left border pixel being below each other 

wherein performing the padding operation for the second 50 border pixel of the set of border pixels and the 
segment comprises determining , by the video coder , top - right border pixel being right of each other 
that a current border pixel of the second segment is border pixel of the set of border pixels , wherein 
unavailable based on the current border pixel of the when the padding operation processes an unavailable 
second segment being associated with an inter - pre border pixel other than the division point , the pad 
dicted CU and constrained intra - prediction being 55 ding operation assigns a value to the unavailable 
enabled . border pixel equal to a value of a border pixel 

3 . The method of claim 1 , wherein the method is per previously processed by the padding operation with 
formed during an encoding process , the method further out searching for a next available border pixel ; and 
comprising generating , by the video coder , encoded video generate , based on at least a plurality of the border 
data based on the intra - predicted video block . pixels , an intra - predicted video block of the video 

4 . The method of claim 3 , further comprising generating , data , wherein unavailable border pixels are border 
by the video coder , residual data based at least in part on the pixels outside a border of a current picture or border 
intra - predicted video block . pixels whose actual values cannot be used to gener 

5 . The method of claim 1 , wherein the method is per ate the intra - predicted video block . 
formed during a decoding process , the method further com - 65 12 . The video coding apparatus of claim 11 , 
prising generating , by the video coder , decoded video data wherein the video coder is configured to determine that a 
based on the intra - predicted video block . current border pixel of the first segment is unavailable 
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to be used for generation of the intra - predicted video 24 . A video coding apparatus comprising : 
block based on the current border pixel of the first means for determining a division point among a set of 
segment being associated with an inter - predicted cod border pixels , the division point dividing the border 
ing unit ( CU ) and constrained intra - prediction being pixels into two segments ; 
enabled ; and means for performing , for a first segment of the two 

wherein the video coder is configured to determine that a segments , a padding operation according to an order 
current border pixel of the second segment is unavail that starts at the division point and proceeds through the 
able to be used for generation of the intra - predicted border pixels sequentially to a top - right border pixel , 
video block based on the current border pixel of the the top - right border pixel being right of each other 
second segment being associated with an inter - pre - 10 border pixel of the set of border pixels ; 
dicted CU and constrained intra - prediction being means for performing , for a second segment of the two 
enabled . segments , the padding operation according to an order 

13 . The video coding apparatus of claim 11 , wherein the that starts at the division point and proceeds through the 
video coder is a video encoder and the video encoder is border pixels sequentially to a bottom - left border pixel , 
configured to generate encoded video data based on the 15 the bottom - left border pixel being below each other 
intra - predicted video block . border pixel of the set of border pixels and the top - right 

14 . The video coding apparatus of claim 13 , wherein the border pixel being right of each other border pixel of 
video encoder is configured to generate residual data based the set of border pixels , wherein when the padding 
at least in part on the intra - predicted video block . operation processes an unavailable border pixel other 

15 . The video coding apparatus of claim 11 , further 20 than the division point , the padding operation assigns a 
comprising a camera configured to capture video data value to the unavailable border pixel equal to a value of 
encoded by the video encoder . a border pixel previously processed by the padding 

16 . The video coding apparatus of claim 11 , wherein the operation without searching for a next available border 
video coder is a video decoder and the video decoder is pixel ; and 
configured to generate decoded video data based on the 25 means for generating , based on at least a plurality of the 
intra - predicted video block . border pixels , an intra - predicted video block , wherein 

17 . The video coding apparatus of claim 16 , wherein the unavailable border pixels are border pixels outside a 
video decoder is configured to reconstruct a decoded video border of a current picture or border pixels whose 
block based on the intra - predicted video block and a residual actual values cannot be used to generate the intra 
video block . predicted video block . 

18 . The video coding apparatus of claim 16 , further 25 . The video coding apparatus of claim 24 , 
comprising a display configured to display the decoded wherein the means for performing , for the first segment , 
video data . the padding operation comprises means for determin 

19 . The video coding apparatus of claim 11 , wherein the ing , for the first segment , that a current border pixel of 
division point is a corner pixel . the first segment is unavailable to be used for genera 

20 . The video coding apparatus of claim 11 , further tion of the intra - predicted video block based on the 
comprising : current border pixel of the first segment being associ 

based on a pixel at the division point being unavailable , ated with an inter - predicted coding unit ( CU ) and 
deriving a value of the pixel at the division point from constrained intra - prediction being enabled ; and 
one or more border pixels neighboring the pixel at the 40 wherein the means for performing , for the second seg 
division point . ment , the padding operation comprises means for deter 

21 . The video coding apparatus of claim 11 , wherein the mining , for the second segment , that a current border 
one or more processors are configured such that , as part of pixel of the second segment is unavailable to be used 
determining the division point , the one or more processors : for generation of the intra - predicted video block based 

check a plurality of candidate division points for a divi - 45 on the current border pixel of the second segment being 
sion point corresponding to an available border pixel ; associated with an inter - predicted CU and constrained 
and intra - prediction being enabled . 

based on a particular division point of the plurality of 26 . A non - transitory computer - readable storage medium 
candidate division points corresponding to an available that stores computer - executable instructions that , when 
border pixel , determine the particular division point is 50 executed , cause one or more processors to : 
the division point . determine a division point among a set of border pixels , 

22 . The video coding apparatus of claim 11 , wherein the the division point dividing the border pixels into two 
one or more processors are configured such that , as part of segments ; 
determining the division point , the one or more processors : for a first segment of the two segments , perform a padding 

check a plurality of candidate division points for a divi - 55 operation according to an order that starts at the divi 
sion point corresponding to an available border pixel ; sion point and proceeds through the border pixels 
and sequentially to a top - right border pixel , the top - right 

based on none of the candidate division points corre border pixel being right of each other border pixel of 
sponding to an available border pixel , determine a the set of border pixels ; 
particular division point of the plurality candidate divi - 60 for a second segment of the two segments , perform the 
sion points is the division point and assigning a default padding operation according to an order that starts at 
value to the particular division point . the division point and proceeds through the border 

23 . The video coding apparatus of claim 11 , wherein the pixels sequentially to a bottom - left border pixel , the 
video coding apparatus comprises at least one of : bottom - left border pixel being below each other border 

an integrated circuit ; pixel of the set of border pixels and the top - right border 
a microprocessor ; or pixel being right of each other border pixel of the set of 
a wireless handset . border pixels , wherein when the padding operation 
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processes an unavailable border pixel other than the 
division point , the padding operation assigns a value to 
the unavailable border pixel equal to a value of a border 
pixel previously processed by the padding operation 
without searching for a next available border pixel ; and 5 

generate , based on at least a plurality of the border pixels , 
an intra - predicted video block wherein unavailable 
border pixels are border pixels outside a border of a 
current picture or border pixels whose actual values 
cannot be used to generate the intra - predicted video 10 
block . 

27 . The non - transitory computer - readable medium of 
claim 26 , wherein the computer - executable instructions 
cause the one or more processors to determine that a current 
border pixel is unavailable to be used for generation of the 15 
intra - predicted video block based on the current border pixel 
being associated with an inter - predicted coding unit ( CU ) 
and constrained intra - prediction being enabled . 

* * 


