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WORKLOAD PARTITIONING PROCEDURE simulation workload partitioning suffer certain drawbacks , 
FOR NULL MESSAGE - BASED PDES when they are applied to null - message based PDES . For 

example , existing partitioning approaches typically cannot 
BACKGROUND OF THE INVENTION identify the most critical task LPs , and are not able to 

5 quantitatively evaluate their impact on the simulation per 
1 . Field of the Invention formance . In addition , existing partitioners used by these 
The invention disclosed and claimed herein generally simulation partitioning approaches only measure the impact 

pertains to a method for partitioning the simulation pro of the communication traffic , but not the overall simulation 
cesses of a null message - based parallel and distributed performance . For example , one solution uses rule of thumb 
discrete event simulation ( PDES ) . More particularly , the 10 to identify LPs which might be the critical task LPs , and then 
invention pertains to a method of the above type wherein the uses a pre - processing step to force the partitioner to assign 
workload comprises a number of logical processes ( LPs ) , all of these critical task LPs to the same computing device . 
and a metric related to progression rate or simulation speed However , the partitioning goals of balancing computation 
is used to select a particular partitioning , which is applied to and prioritizing critical LPs may conflict with each other . 
the LPs to enhance overall simulation performance . 15 Without a quantitative measure , it can be very difficult to 

2 . Description of the Related Art achieve an optimal partitioning result . 
As is known by those of skill in the art , discrete event 

simulation is used to represent the operation of a physical SUMMARY OF THE INVENTION 
system as a chronological sequence of events . Physical 
processes of the system are simulated by one or more logical 20 Embodiments of the invention present a generic partition 
processes ( LPs ) , which may each comprise a sequential ing approach , which uses an accurate performance evalua 
discrete event simulation program . A discrete event simula - tion model in its decision making process for PDES based on 
tion can be viewed as a sequence of event computations , null message algorithms . By using this performance evalu 
wherein each computed event has a time stamp indicating ation method , exact critical simulation tasks can be identi 
when that event occurs in the physical system . The collec - 25 fied efficiently and prioritized accordingly in the partitioning 
tive simulations of one or more LPs comprise a simulation process . Further , the performance evaluation method also 
workload . As used herein , “ virtual time ” is the time of an gives the partitioner a system - level view of the impact of its 
event or physical process in the physical system . “ Run time " decision process by enabling accurate evaluation of the 
is the amount of time an LP uses to simulate a physical partitioning quality in terms of the simulation performance . 
process . 30 An embodiment of the invention directed to a method is 

In parallel and distributed discrete event simulation associated with a plurality of LPs comprising a simulation 
( PDES ) , multiple LPs of the above type are provided , and workload , wherein each LP is configured to simulate a 
different LPs are respectively executed on two or more data specified physical process , the simulation workload requires 
processors or computing devices . PDES is used to model the implementation of one or more cycles , and each cycle is 
behavior of physical systems in application fields such as 35 implemented by two or more specified LPs which are 
telecommunication networks , digital logic circuits and trans - connected to one another by specified links . The method 
portation , by way of example . In PDES , each LP in a group includes the step of applying a first partition to the plurality 
of LPs may be connected over links or channels to each of of LPs , wherein each LP is assigned to one of a plurality of 
the other LPs . The LPs communicate with each other by sets for execution by a corresponding one of a plurality of 
sending time - stamped events to one another over the links or 40 computing devices , and a particular LP is assigned to a first 
channels . An LP may thus receive time - stamped events from set . The method further includes applying a second partition 
two or more of such LPs . However , it is very important for to the plurality of LPs , wherein the particular LP is assigned 
each LP to always process events in time - stamp order to a second set for execution that is different from the first 
Because of this requirement , a condition known as deadlock set . The method includes determining , for both the first and 
can occur , which is discussed hereinafter in further detail . To 45 second partitions , respective lookahead values and transit 
avoid deadlock in PDES , a procedure for transmitting null times for the specified LPs and specified links . For the first 
messages may be used , as likewise discussed hereinafter partition , a first system progression rate is computed , using 

As is further well known by those of skill in the art , a a specified function of the lookahead values and transit times 
simulation workload in PDES can be partitioned , in an effort determined for the first partition . For the second partition , a 
to maximize simulation performance . In PDES , partitioning 50 second system progression rate is computed , using the 
is carried out by assigning each LP in a plurality of LPs , specified function with the lookahead values and transit 
which collectively perform the simulation , to one of a times determined for the second partition . The first and 
plurality of sets or groups . Each set corresponds to a second system progression rates are selectively compared , in 
different one of a plurality of computing devices , and each order to determine which of the compared system progres 
LP of a set is intended for execution by the computing device 55 sion rates is the lowest . 
corresponding to that set . The LPs of different sets can thus 
be executed simultaneously , or in parallel . BRIEF DESCRIPTION OF THE DRAWINGS 

In order to maximize simulation performance gain , the 
partitioning effort should minimize the impact of inter - LP FIG . 1 is a schematic drawing depicting a first LP graph 
communication delays and balance the computing resource 60 pertaining to an embodiment of the invention . 
requirement in each set of LPs . Yet these two goals are FIG . 2 is a schematic diagram depicting a second LP 
sometimes conflicting . Further , it is often the case that not all graph pertaining to the embodiment of FIG . 1 . 
of the inter - LP communication delays can be minimized . FIG . 3 is a flowchart showing steps for a method com 
Therefore the partitioning effort should identify and priori - prising an embodiment of the invention . 
tize the most critical LPs in terms of simulation perfor - 65 FIG . 4 is a block diagram showing a data processing 
mance . However , due to the lack of an accurate and quan - system which may be used in implementing embodiments of 
titative performance model , currently available solutions to the invention . 
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FIG . 5 is a flowchart showing steps for a method com local area network ( LAN ) or a wide area network ( WAN ) , or 
prising a further embodiment of the invention . the connection may be made to an external computer ( for 

example , through the Internet using an Internet Service 
DETAILED DESCRIPTION OF THE Provider ) . 

PREFERRED EMBODIMENT 5 Aspects of the present invention are described below with 
reference to flowchart illustrations and / or block diagrams of 

As will be appreciated by one skilled in the art , aspects of methods , apparatus ( systems ) and computer program prod 
the present invention may be embodied as a system , method ucts according to embodiments of the invention . It will be 
or computer program product . Accordingly , aspects of the understood that each block of the flowchart illustrations 
present invention may take the form of an entirely hardware 10 and / or block diagrams , and combinations of blocks in the 
embodiment , an entirely software embodiment ( including flowchart illustrations and / or block diagrams , can be imple 
firmware , resident software , micro - code , etc . ) or an embodi mented by computer program instructions . These computer 
ment combining software and hardware aspects that may all program instructions may be provided to a processor of a 
generally be referred to herein as a “ circuit , ” “ module ” or general purpose computer , special purpose computer , or 
" system . ” Furthermore , aspects of the present invention may 15 other programmable data processing apparatus to produce a 
take the form of a computer program product embodied in machine , such that the instructions , which execute via the 
one or more computer readable medium ( s ) having computer processor of the computer or other programmable data 
readable program code embodied thereon . processing apparatus , create means for implementing the 

Any combination of one or more computer readable functions / acts specified in the flowchart and / or block dia 
medium ( s ) may be utilized . The computer readable medium 20 gram block or blocks . 
may be a computer readable signal medium or a computer These computer program instructions may also be stored 
readable storage medium . A computer readable storage in a computer readable medium that can direct a computer , 
medium may be , for example , but not limited to , an elec - other programmable data processing apparatus , or other 
tronic , magnetic , optical , electromagnetic , infrared , or semi - devices to function in a particular manner , such that the 
conductor system , apparatus , or device , or any suitable 25 instructions stored in the computer readable medium pro 
combination of the foregoing . More specific examples ( a duce an article of manufacture including instructions which 
non - exhaustive list ) of the computer readable storage implement the function / act specified in the flowchart and / or 
medium would include the following : an electrical connec - block diagram block or blocks . 
tion having one or more wires , a portable computer diskette , The computer program instructions may also be loaded 
a hard disk , a random access memory ( RAM ) , a read - only 30 onto a computer , other programmable data processing appa 
memory ( ROM ) , an erasable programmable read - only ratus , or other devices to cause a series of operational steps 
memory ( EPROM or Flash memory ) , an optical fiber , a to be performed on the computer , other programmable 
portable compact disc read - only memory ( CD - ROM ) , an apparatus or other devices to produce a computer imple 
optical storage device , a magnetic storage device , or any mented process such that the instructions which execute on 
suitable combination of the foregoing . In the context of this 35 the computer or other programmable apparatus provide 
document , a computer readable storage medium may be any processes for implementing the functions / acts specified in 
tangible medium that can contain , or store a program for use the flowchart and / or block diagram block or blocks . 
by or in connection with an instruction execution system , In embodiments of the invention , a very useful metric is 
apparatus , or device . provided for measuring or representing the speed of a PDES 

A computer readable signal medium may include a propa - 40 workload simulation that uses null messages . This metric is 
gated data signal with computer readable program code based on the latencies or time delays between the software 
embodied therein , for example , in baseband or as part of a processes of respective LPs , and also on communication 
carrier wave . Such a propagated signal may take any of a delays there between . A partitioning algorithm or procedure 
variety of forms , including , but not limited to , electro - is also provided , which optimizes the metric and thereby 
magnetic , optical , or any suitable combination thereof A 45 optimizes performance of the PDES simulation . 
computer readable signal medium may be any computer Referring to FIG . 1 , there is shown graph 100 of LPs , 
readable medium that is not a computer readable storage which is useful for modeling the simulation and illustrating 
medium and that can communicate , propagate , or transport the metric that are referred to above . Graph 100 depicts 
a program for use by or in connection with an instruction nodes 102 - 112 , which are also referenced as LP1 - LP6 , 
execution system , apparatus , or device . 50 respectively . Each of the nodes comprises a software logical 

Program code embodied on a computer readable medium process or LP , which collectively carry out the simulation . 
may be transmitted using any appropriate medium , includ FIG . 1 further shows links or edges 114 - 134 , each extend 
ing but not limited to wireless , wireline , optical fiber cable , ing between a pair of LP nodes . Each link represents a 
RF , etc . , or any suitable combination of the foregoing . communication channel , for transmitting messages from one 

Computer program code for carrying out operations for 55 node of a pair to the other , and also shows the direction of 
aspects of the present invention may be written in any transmission . Links 114 - 134 thus indicate communication 
combination of one or more programming languages , relationships among respective nodes . Each of the commu 
including an object oriented programming language such as nications is by means of discrete time - stamped messages , 
Java , Smalltalk , C + + or the like and conventional procedural called simulation events . Communication of the LPs is 
programming languages , such as the “ C ” programming 60 conducted either through shared memory space or remote 
language or similar programming languages . The program message passing , or a combination of both . In these illus 
code may execute entirely on the user ' s computer , partly on trative examples , an LP link is an example of one embodi 
the user ' s computer , as a stand - alone software package , ment of links 114 - 134 . 
partly on the user ' s computer and partly on a remote FIG . 1 also shows certain LPs grouped into cyclic struc 
computer or entirely on the remote computer or server . In the 65 tures with other LPs . Each of these structures operates in a 
latter scenario , the remote computer may be connected to the cycle and each LP of the structure progresses at the same 
user ' s computer through any type of network , including a rate . In the LP graph of FIG . 1 , each cycle is defined by a 
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closed loop of directed links or edges that are all oriented in generally must wait until it receives a new message from the 
the same direction , either clockwise or counter clockwise particular LP , before processing any further messages . How 
around the loop . Thus , one cycle of graph 100 comprises ever , it could happen that a number of LPs , which were 
LP2 - LP4 - LP3 . Other cycles would include LP2 - LP3 ; LP4 - interconnected to send event messages to one another , all 
LP5 ; LP3 - LP5 - LP4 ; and LP4 - LP6 - LP5 . 5 experienced this situation at the same time . If this occurred , 

a PDES configuration involving these LPs could encounter 
for illustrating a partitioning of the LP group of LP1 - LP6 . deadlock . There are also shown computing devices or data processors In order to overcome a deadlock condition in PDES , a null 138 and 140 . As described above and as also well known by message technique is usefully employed . In accordance with those of skill in the art , when a partition is applied to 10 10 this technique , a time period T ' is selected for an LPi which multiple LPs of a PDES arrangement , different LPs are sends time - stamped messages to LPj . Due to the nature of placed into sets and assigned to different processors . In one the physical processes that LPi and LPj respectively simu example , the sets of the different LPs may include one or late , LPi might not send a message to LPj for a time period more subgroups of different LPs . The processors can then 
execute their respective LPs simultaneously with one 15 ne 15 T ' . Whenever this happens , LPi sends a null message to LPj , 
another , or in parallel relationship . This practice can signifi wherein the null message contains no information , other 
cantly reduce the overall time required to process the entire than a time - stamp . 
simulation workload . FIG . 1 further shows each of the The time - stamp represents the time at which the null 
processors 138 and 140 controlled by a computer or data message is sent from LPi , with a lookahead time added to it . 
processing system 142 , which is configured for use in 20 Upon receiving the null message , LPj is assured that all 
carrying out embodiments of the invention as described events which have a time - stamp less than the null message 
herein . are safe to process . Usefully , if LPi simulates a physical 

As an illustration of partitioning in PDES , FIG . 1 shows process PPi and LPj simulates a physical process PPj , 
that the partition 136 results in LP1 - LP3 being placed in a lookahead time Lj ; for a ( null ) message traveling from LPi 
set assigned to processor 138 for processing . LP4 - LP6 are 25 to LPj is selected to be the minimum delay , in virtual time 
placed in a different set , and assigned to processor 140 . that could occur for an event or event message traveling 

It is essential in PDES parallel processing that each from PPi to PPi . 
simulation event , or discrete time - stamped message received Referring further to graph 100 of FIG . 1 , it is assumed that by an LP , is processed by the LP in time - stamped order . As the LPs thereof are in strongly connected components . A shown for example by FIG . 1 , an LP can receive time - stamp 30 strongly connected component of LPs is defined as a maxi messages from two or more other LPs . To handle this mal set of LPs any of which is connected to any other LP in situation , each LP has a logical queue for each LP from the same set . Also , as described above , graph 100 comprises which it can receive messages . Event messages received 
from different LPs are respectively placed into their corre a number of cyclic structures , wherein all LPs of a structure 
sponding queues at the receiving LP . 25 progress at the same rate asymptotically . For these condi 

A receiving LPi uses a simple rule to select messages from tions , P = P , ( asymptotically ) , where P , and P , are the pro 
its logical quienes for processing When each of its logical gression rates of LPi and LPj , respectively . The progression 
queues has at least one message , the largest time stamp of rate of an LP in PDES is a measure of how much run time 
the messages in each logical queue , called channel virtual an LP needs to simulate the operation of the corresponding 
time , is compared . The smallest channel virtual time is 40 physical process during a given amount of virtual time , that 
selected , and is called the local virtual time of LPi . Across is , an amount of time of actual operation of the physical 
all logical queues , messages whose time stamp is no greater process . Similarly , the system progression rate of the simu 
than the local virtual time are deemed safe . LPi uses the set lator is a measure of how much run time the simulator needs 
or a non - empty subset of these safe events to simulate the to simulate the operation of the entire physical system 
physical process . The simulation of the physical process 45 during a given amount of virtual time , and may be defined 
may result in new events , which will be sent to the down as the ratio of an amount of virtual time to the corresponding 
stream LPs of LPi . This process , consisting of waiting for amount of simulator run time . Since all LPs in a cyclic 
logical queues to be non - empty , computing the local virtual structure ( or a strongly connected component ) have the same 
time from the time stamps of received events , identifying asymptotic progression rate , the system progression rate is 
safe events based on the local virtual time , simulating the 50 the progression rate of any LP . 
physical process with the set or a non - empty subset of the In accordance with embodiments of the invention , it has 
safe events , and sending the new events to downstream LPs , been recognized that the system progression rate may serve 
is called an iteration of the null message algorithm . Each LP as a very useful metric for assessing the overall simulation 
repeats this process ( iteration ) until its local virtual time performance of a null - message based PDES simulator . It has 
reaches a predetermined simulation end time . After all LPs 55 been recognized further that the system progression rate may 
reach the end time , the simulation finishes . also be used to measure the effects of different partitionings , 

In the above PDES arrangement , a problem could occur , which may alternatively be applied to the LPs of a given 
if all the event messages received by an LP from a particular workload simulation . 
sending LP were processed by the receiving LP , before the In order to derive an expression for the system progres 
receiving LP received any further messages from the par - 60 sion rate , for a simulator comprising a plurality of LPs such 
ticular sending LP . In this situation , the queue for the as LP1 - LP6 of FIG . 1 , it is first assumed that the workload 
particular LP would become empty , and the receiving LP simulation will include a number of cycles , which are shown 
could not process event messages from other LPs . If the by the associated LP graph . For a given cycle and a given 
receiving LP was to do so , it might receive an event message partitioning of the plurality of LPs , there will be lookahead 
from the particular LP that was time - stamped earlier than an 65 values Lij as previously described , wherein Lij is the loo 
event received from another LP , which the receiving LP had kahead value for null messages traveling through a link or 
just processed . In view of this situation , the receiving LP channel ( i , j ) from LPi to LPj . Each lookahead value Lij may 
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Lc 
CEG dc 

be determined by measurements or other analysis of com which is greater than 5 / 11 . FIG . 1 further discloses that 
ponents of the physical system that corresponds to the transit times dij are greater for links that cross the partition 
simulation . than for links that do not . 
As further elements for deriving the system progression After initially partitioning the LP graph as shown by FIG . 

rate , the value i , is defined to be the lower bound of the run 5 1 , a new partition is applied thereto . This is carried out by 
time needed by LPi to simulate a physical process PPi for selecting at least one LP from each set of the initially 
one iteration of the null message algorithm . Also for a given partitioned LP . Each of the selected LPs is then switched 
partitioning , t ; is defined to be the shortest delay that a from its initial set to the other set . In other embodiments , 

different numbers of LPs may be switched from one set to message can experience , in traveling through link ( i , j ) from 
LPi to LPj . Usefully , d , , is defined to be d . , T : + Ty , and dc for 10 the other , including only switching a single LP from one set 

to the other . a given cycle is defined to be FIG . 2 illustrates this second partitioning of graph 100 . dc = Eeecde . Thus , for each cycle C of a simulator , as shown More particularly , FIG . 2 shows graph 100 partitioned by by an LP graph , dc is the sum of all the dy values of all the means of partition 202 , rather than the partition 136 of FIG . 
LPs included in that cycle , and of all the links or channels 15 1 . Partition 202 effectively switches LP6 into the same set as between such LPs . Also , Lc for each cycle C is defined to be LP1 and LP2 , and switches LP3 into the same set as LP4 and 
Lc = Eorle , that is , the sum of all Lij values of the LP graph LP5 . Accordingly , LP1 , LP2 , and LP6 are each assigned to 
for that cycle . For each cycle C , the ratio between Lc and dc processor 138 for processing , and LP3 , LP4 , and LP5 are 
( Lc / dc ) is called the LD ratio . assigned to processor 140 . 

For the above relationships , the system progression rate P , 20 After the second partition has been applied to the LPs of 
for a simulation workload which is represented by an LP graph 100 , the weighting values are determined for respec 
Graph , is as follows : tive links or edges ( ij ) . These values are then used with 

Equation ( 1 ) to determine the system progression rate , 
which is the lowest LD ratio for respective cycles of the 

Equation ( 1 ) 25 newly partitioned graph . For the weighting values shown by P < min 
FIG . 2 , the cycle LP2 - LP4 - LP3 has the lowest value of the 
LD ratios , and is thus the critical cycle for this partitioning . 
Therefore the system progression rate , for the graph of FIG . It is seen from Equation ( 1 ) that the system progression 2 , is 10 / 11 . rate P is upper - bounded by the LD ratios of the cycles in G . n . 30 After determining the system progression rate for the 

The cycle with the lowest LD ratio determines the ( upper second partition as shown by FIG . 2 , such value is compared 
bound of ) system progression rate , and is the critical cycle with the system progression rate determined for the first 
of the simulation . In order to evaluate the lowest value of the partition shown by FIG . 1 . A criterion is then applied to the 
LD ratios using an LP graph , each edge or link ( i , j ) of the result of this comparison . For example , the system progres 
graph is assigned two weights , namely , an Lij value and a dij 35 sion rate P for the partition of FIG . 2 , which was 10 / 11 , is 
value . For example , link 114 of FIG . 1 , between LP1 and significantly greater than 5 / 11 , which was the value of the 
LP2 , shows a first weight value of 2 , and a second weight system progression rate of P for the partition of FIG . 1 . Since 
value of 1 . Link 116 shows a first weight value of 8 and a the system progression rate represents simulation speed , 
second weight value of 1 . The first weight value Lij com improved performance is indicated by the higher system 
prising lookahead as described above , represents a cost in 40 progression rate resulting from the partitioning of FIG . 2 . 
virtual time , that is , an amount of time which is actually Alternatively , an iterative process could be engaged in , 
taken by a physical process . The second weight dij com - wherein each iteration comprises a partition of the LP graph , 
prises transit time . and the minimum LD ratio across all cycles for that partition 
By providing respective weights for each cycle , as shown is computed to provide the system progression rate value for 

by the LP graph of FIG . 1 . Equation ( 1 ) can be used to 45 that partition . Successive iterations could continue , until the 
determine the LD ratio for the critical cycle of the simulator . system progression rate value for the most recent partition is 

found to be greater than the system progression rate value Each of the Lij values for a cycle may be determined from for the next most recent partition or any other partition the simulator model which was constructed to provide considered earlier . If not , the iterative process would end . In respective LPs for each process of the physical system . Each " 50 another approach , the iterative process would continue only of the transit times dij values may be determined by mea if the difference between the compared system progression surement or other analysis of simulator operation . rate values for the most recent and next most recent parti 
In order to select a partition that will enhance simulation tions ( or any partition generated earlier ) is greater than a 

performance , the LPs of a simulator are initially partitioned pre - specified amount . 
into two sets , with the LPs of each set being assigned to 55 Referring to FIG . 3 , there is shown a flowchart providing 
different processes . This is illustrated , for example , by steps for a method comprising an embodiment of the inven 
partition 136 of FIG . 1 , as described above . This initial tion . At steps 302 - 306 , the LPs of a simulator are initially 
partitioning may be made randomly , or on some other basis . partitioned into two sets , as described above in connection 
After partitioning , the LD ratios are computed using Equa with FIG . 1 . Lij and dij values are determined for each LP 
tion ( 1 ) , for each cycle of the initial partition , to determine 60 and link associated with respective cycles of the initial 
the system progression rate P . partition . Using these values together with the function 

Referring again to FIG . 1 , the LD ratios are computed for specified by Equation ( 1 ) , the system progression rate is 
each of the cycles of graph 100 . It is then determined that the computed for the initial partition . 
cycle LP3 - LP5 - LP4 has the lowest value of the LD ratios . At steps 308 - 312 , a new partition of the LPs is carried out , 
For this cycle , L = ( 0 + 4 + 1 ) = 5 , and dc = ( 5 + 1 + 5 ) = 11 . Accord - 65 such as by exchanging at least one LP in one of the sets with 
ingly , the LD ratio is 5 / 11 for this cycle . For cycle LP2 - at least one LP in the other set . Pertinent Lij and di , values 
LP4 - LP3 , the LD ratio would be ( 5 + 3 + 1 ) / ( 5 + 1 + 5 ) , or 8 / 11 , and the LD ratios rates for respective cycles are then 
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computed for the new partition , in order to determine the Disk 426 and CD - ROM drive 430 connect to SB / ICH 404 
system progression rate thereof . At step 314 the system through bus 440 . Disk 426 and CD - ROM drive 430 may use , 
progression rates of the new and immediately preceding for example , an integrated drive electronics ( IDE ) or serial 
partitions are compared , and a result of the comparison is advanced technology attachment ( SATA ) interface . Super 
produced or provided . For a number of embodiments , the 5 1 / 0 ( SIO ) device 436 may be connected to SB / ICH 404 . 
result will be the difference between the two system pro - An operating system runs on processing unit 406 and 
gression rates . The result of step 314 is routed to decision coordinates and provides control of various components 
step 316 . within data processing system 400 in FIG . 4 . As a client , the 
At step 316 , it is determined whether or not the result operating system may be a commercially available operating 

enables a final partition to be selected from among the 10 system such as Microsoft® Windows® ( Microsoft and Win 
partitions already applied to the LP simulator . The selected dows are trademarks of Microsoft Corporation in the United 
final partition would then be used , as shown by step 318 , to States , other countries , or both ) . An object - oriented pro 
partition the LP simulator when the simulator is actually gramming system , such as the JavaTM programming system , 
used to carry out the workload simulation to simulate the may run in conjunction with the operating system and 
physical process . 15 provides calls to the operating system from JavaTM programs 

Generally , the result from step 314 would be used with a or applications executing on data processing system 400 
criterion or condition at decision step 316 . For example , the ( Java is a trademark of Sun Microsystems , Inc . in the United 
criterion could be that if the difference between the respec - States , other countries , or both ) . 
tive system progression rates for the newest and any pre - As a server , data processing system 400 may be , for 
ceding partitions is no greater than a prespecified value , the 20 example , an IBM® eServerTM pSeries® computer system , 
partition with the highest system progression rate would be running the Advanced Interactive Executive ( AIX® ) oper 
selected to be the final partition . The method of FIG . 3 ating system or the LINUX® operating system ( eServer , 
would then proceed to step 318 . Otherwise , the method pSeries and AIX are trademarks of International Business 
would be directed to repeat steps 308 - 316 . These steps Machines Corporation in the United States , other countries , 
would be iteratively repeated for different partitionings of 25 or both while LINUX is a trademark of Linus Torvalds in the 
the LP simulator , until the criterion of step 316 was met or United States , other countries , or both ) . Data processing 
complied with . system 400 may be a symmetric multiprocessor ( SMP ) 

Examples of other criteria or conditions , without limita - system including a plurality of processors in processing unit 
tion , could be that the system progression rates for a 406 . Alternatively , a single processor system may be 
prespecified number of partitions must be considered , before 30 employed . 
a final partition could be selected . An alternative criterion Instructions for the operating system , the object - oriented 
could be that successive iterations would continue , as long programming system , and applications or programs are 
as the system progression rate for each new partition was located on storage devices , such as disk 426 , and may be 
greater than the system progression rate of the immediately loaded into main memory 408 for execution by processing 
preceding partition . 35 unit 406 . The processes for embodiments of the present 

For an N - way partitioning of a group of LPs of the invention are performed by processing unit 406 using com 
simulator , the LPs are initially partitioned into three or more puter usable program code , which may be located in a 
subgroups . Pairs of the subgroups are then iteratively pro memory such as , for example , main memory 408 , ROM 424 , 
cessed , using Equation ( 1 ) and the two set partitioning or in one or more peripheral devices , such as , for example , 
procedure described in connection with FIGS . 1 - 3 . 40 disk 426 and CD - ROM drive 430 . 

Referring to FIG . 4 , a block diagram of a computer or data In some illustrative examples , data processing system 400 
processing system 400 is shown in which aspects of the may be a personal digital assistant ( PDA ) , which is config 
present invention may be implemented . Data processing u red with flash memory to provide non - volatile memory for 
system 400 is an example of a computer which may be used storing operating system files and / or user - generated data . 
as the computer or data processing system 142 of FIG . 1 , in 45 Referring to FIG . 5 , a flowchart is shown which depicts 
which computer usable code or instructions implementing steps for a method comprising a further embodiment of the 
the processes for embodiments of the present invention may invention . At step 502 , the LPs are modeled as a directed 
be located graph G based on their communication relationship . 

In the depicted example , data processing system 400 At step 504 , a solution is found to the N - way partitioning 
employs a hub architecture including north bridge and 50 problem of G , where N is equal to or greater than 2 . A 
memory controller hub ( NB / MCH ) 402 and south bridge number of methods or techniques are described hereinafter , 
and input / output ( 1 / 0 ) controller hub ( SB / ICH ) 404 . Pro - for use in finding a solution to the partitioning problem of 
cessing unit 406 , main memory 408 , and graphics processor step 504 . 
410 are connected to NB / MCH 402 . Graphics processor 410 At step 506 , it is decided if the solution is feasible ( i . e . , a 
may be connected to NB / MCH 402 through an accelerated 55 legal partitioning of the LPs ) . If not , the method goes back 
graphics port ( AGP ) . to step 504 and repeats steps 504 and 506 . Otherwise , the 

In the depicted example , local area network ( LAN ) method continues to step 508 . 
adapter 412 connects to SB / ICH 404 . Audio adapter 416 , At step 508 , for each LP link , one or more weights is 
keyboard and mouse adapter 420 , modem 422 , read only assigned , at least one of which is a function of lookahead Lij 
memory ( ROM ) 424 , disk 426 , CD - ROM drive 430 , uni - 60 and transit time dij . 
versal serial bus ( USB ) ports and other communication ports At step 510 , it is decided if the partitioning is satisfactory 
432 , and PCI / PCIe devices 434 connect to SB / ICH 404 based on certain prespecified criteria , comprising an arbi 
through bus 438 and bus 440 . PCI / PCIe devices 434 may trary combination selected from at least the following : ( 1 ) 
include , for example , Ethernet adapters , add - in cards , and the progression rate satisfies a certain predetermined value ; 
PC cards for notebook computers . PCI uses a card bus 65 ( 2 ) the progression rate is maximized across all possible 
controller , while PCIe does not . ROM 424 may be , for partitionings ; ( 3 ) other metrics of the partitioning like the 
example , a flash binary input / output system ( BIOS ) . number of LP links connecting LPs in two different sets 
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likely to violate the desired progression rates than the 
others , or more likely to become ' critical cycles ' in the 
considered partitioning . Such cycles are prioritized in a 
way that the number of LPs in these cycles assigned to 
different sets is minimized . 

5 . A more expensive approach is to solve a mathematical 
programming formulation of the partitioning problem 
either exactly or heuristically . The formulation below is 
a mixed integer linear program ( MILP ) for a N - way 
partitioning of LPs : 
Objective : maximize P 
Subject to : 

@ 
V ( i , j ) e G , a ; – a ; + ( d ; ; + S ; jOi ; ) < Li ; X IA 

@ V LP . Št = 1 
Vx , 1 sxsn , Dix S M @ 

V x , 1 sx SN , Sij > biz – bjx 

P > 0 , bix € { 0 , 1 } @ 

30 

satisfy predetermined values or optimized ; ( 4 ) the number of 
partitionings that have been tried so far ; ( 5 ) and the total 
elapsed run time of the partitioning . If the partitioning is not 
satisfactory , the method goes back to repeat steps 504 - 510 . 
Otherwise , the method continues to step 512 . 

At step 512 , the LPs are partitioned in accordance with the 
partitioning solution , and the simulation is carried out . 

While not explicitly shown in FIG . 5 , it could happen that 
the initial or very first partitioning solution found at step 504 
was determined to be acceptable by a user , because it met a 10 
prespecified condition or for some other reason . In this 
event , the steps 504 - 510 could be comparatively trivial . 

If the given LPs do not form a cycle , one or more 
“ conceptual ” links can be added between the LPs such that 
all of the LPs are part of at least one cycle . Such conceptual 15 
links are used to capture the flow control mechanism imple 
mented in simulation between LPs . Suppose LPi sends 
events to LPj , and the size of the logical queue storing events 
from LPi to j is limited through certain feedback mechanism 
between LPi to j . As an example , one type of feedback 20 
mechanism temporary stops the execution of LPi if the 
logical queue storing events from LPi to j is full . For such 
a link from LPi to j , we add a new conceptual link from LPj 
to LPi ( in reverse direction ) . 

These conceptual links will also have assignments of 25 
weights as functions of Lij and dij , as normal links do , but 
their values have different interpretations . Lij of a reverse 
link is the maximum possible difference between LPi ' s and 
j ' s local virtual times , and dij is the minimum delay which 
the feedback mechanism needs to take effect . 

Depending on how the feedback mechanism is imple 
mented , such reverse links can be added to every commu 
nicating pair of LPs , or only to a subset of communicating 
pairs of LPs . Further , it can also be added as a self - loop of 
LPs , like “ source ” LPs ( LPs without any inputs , i . e . , LPs do 35 
not receive any events but only send events ) . For example , 
a link ( i , i ) with assigned Lii and dii weights connecting from 
LPi to i itself can be added to represent a flow - control 
constraint of LPi : the consecutive executions of LPi must be 
separated by dii wall - clock time apart and LPi ' s local virtual 40 
time can only advance Lii between any two consecutive 
executions of LPi . Given the condition that the augmenta 
tion of these reverse , logical links between LPs make all LPs 
part of a cycle , the disclosed partitioning method does not 
depend on whether the original LPs form cycles . 45 

Various methods can be used to find a partitioning at step 
504 of FIG . 5 . These methods are detailed below : 

1 . A random partitioning can be used as a staring point at 
least in the first iteration of the method . In a random 
partitioning an LP is randomly assigned to one of the N 50 
sets . If a balanced partitioning is required , a set can 
have at most certain predetermined number of LPs . 

2 . A partitioning generated by any existing partitioning 
method can be used in step 504 . Such partitioners 
include ( a non - exhaustive list ) the so - called min - cut 55 
partitioners which minimize the number of LP links 
connecting LPs assigned to different sets , spectral 
method based partitioning algorithms , and simulated 
annealing based approaches . 

3 . If a partitioning already exists , like the one computed 60 
from the previous iteration , a new partitioning can be 
obtained from the existing partitioning by swapping 
one or more LPs selected from two sets of LPs in the 
original partitioning . 

4 . Certain heuristics considering the value of Lij and dij 65 
can be used . For example , a generic approach would 
first identify one or more cycles in G which are more 

P , a ; , Sij , bir are variables whose values are to be 
determined by the MILP solver . The values of b ; , in 
any feasible solution of the MILP are restricted to be 
either 0 or 1 , and decide the assignments of LPs to 
the sets : if in a solution of the MILP bir = 1 for LPi 
and set x , LPi is to be assigned to set x , 1 < = x < = N , 
where N is the number of sets which all LPs need to 
be assigned to . The value of s ; ; depends on bir and bir 
for all possible x . The value of s , is 1 if and only if 
LPi and j are assigned to different sets . P is the 
progression rate to be maximized by the MILP 
solver . Constraint ( 2 ) - ( 4 ) ensure that a feasible solu 
tion to the MILP gives a balanced partitioning . If the 
balance requirement is not needed , constraint ( 3 ) can 
be dropped . Constraint ( 1 ) is the key to maximizing 
P , the progression rate . It can be shown that any 
feasible solution to the MILP , P is indeed the mini 
mum LD ratio across all cycles in G . 
In constraint ( 1 ) constant d ' ; is the processing delay 
of LPi and the delay experienced by an event 
traveling from LPi to j , if both LPs are assigned to 
the same set . The constant di ; is the additional 
delay experienced by an event traveling from LPi 
to j if LPi and j are not in the same set . Therefore 
the term ( di ; + s , dj ) in constraint ( 1 ) depends on the 
value of Sj , and is the total delay ( processing and 
communication ) experienced by an event pro 
cessed by LPi and travels from LPi to j . 

Another type of MILP formulation not directly maxi 
mizing P but using a predetermined value of P as 
a constraint can also be used . Such a formulation 
has a different objective function , which can be the 
minimization of the sum of the weighted cost of 
links connecting LPs in different sets . The follow 
ing formulation embodies such a method : 

Objective : minimize 

( C ; ; XSj ) 
( 1 , JEG 
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Subject to : where si ; is 1 if and only if LPi and j are assigned 
to two different sets . Compute whether there exists 
a cycle whose total weight is negative . If there is 

V ( i , j ) EG , Q ; - a ; + ( di ; + Sijdij ) L ; XD such a cycle , progression rate P ' is NOT satisfied . 
Otherwise P ' is satisfied by the partitioning . 

4 . All of the above three methods have their corre 
sponding linear programming formulations . Either 
the feasibility or the optimal value of the objective 
functions of these linear programmings can be Vx , 1 < x < N , bix SM 

PE used to decide whether P ' is satisfied . 
The flowcharts and block diagrams in the Figures illus 

V x , 1 < x < N , Sij 2 biz – bjx trate the architecture , functionality , and operation of possible 
implementations of systems , methods and computer pro 

P20 , bix € { 0 , 1 } gram products according to various embodiments of the 
present invention . In this regard , each block in the flowchart 

The meaning of the variables and constants are similar or block diagrams may represent a module , segment , or 
portion of code , which comprises one or more executable to the ones in the previous MILP formulation . The instructions for implementing the specified logical function differences are that now Pl is a given constant , a ( s ) . It should also be noted that , in some alternative imple desired system progression rate to be satisfied . In 20 mentations , the functions noted in the block may occur out addition , a new set of constants Ci ; appears in the of the order noted in the figures . For example , two blocks 

objective function . These constants represent a dif shown in succession may , in fact , be executed substantially 
ferent notion of LP link cost other than the ones concurrently , or the blocks may sometimes be executed in 
depending on Lij and dj , like the communication the reverse order , depending upon the functionality 
volume to be minimized between the computing 25 involved . It will also be noted that each block of the block 
devices executing the LPs . Other formulations are diagrams and / or flowchart illustration , and combinations of 
also possible . For example , let X be a non - empty blocks in the block diagrams and / or flowchart illustration , 
subset of all cycles in G , in both MILPs constraint can be implemented by special purpose hardware - based 
( 1 ) can be replaced by the following : systems that perform the specified functions or acts , or 

30 combinations of special purpose hardware and computer 
instructions . 

Lij The terminology used herein is for the purpose of describ 
( i , jec ing particular embodiments only and is not intended to be 

VCE X , P < 2 ( d ; ; + 5 ; j & ij ) limiting of the invention . As used herein , the singular forms 
" a " , " an " and " the " are intended to include the plural forms 
as well , unless the context clearly indicates otherwise . It will 

for the first MILP , and be further understood that the terms “ comprises ” and / or 
" comprising , " when used in this specification , specify the 
presence of stated features , integers , steps , operations , ele 

40 ments , and / or components , but do not preclude the presence ? L or addition of one or more other features , integers , steps , 
VCEX , PS ( d ; + ; jOj ) operations , elements , components , and / or groups thereof . 

The corresponding structures , materials , acts , and equiva 
lents of all means or step plus function elements in the 

45 claims below are intended to include any structure , material , for the second MILP . or act for performing the function in combination with other Whether a given system progression rate P ' is satisfied claimed elements as specifically claimed . The description of 
by a found partitioning can be decided by various the present invention has been presented for purposes of approaches . These approaches are discussed below : illustration and description , but is not intended to be exhaus 
1 . Assign each LP link with proper Lij and dij values . 50 tive or limited to the invention in the form disclosed . Many 
Enumerate all of the cycles and compute LD ratios modifications and variations will be apparent to those of 
for respective cycles . The minimum LD ratio is ordinary skill in the art without departing from the scope and 
the system progression rate to be checked against spirit of the invention . The embodiment was chosen and 
P ' . described in order to best explain the principles of the 

2 . Assign each LP link with proper Lij and dij values . 55 invention and the practical application , and to enable others 
Use Lij as the " profit ” and “ dij ” as the " cost " of of ordinary skill in the art to understand the invention for 
link ( i , j ) , compute the minimum LD ratio using various embodiments with various modifications as are 
the minimum cycle ratio algorithm , which is the suited to the particular use contemplated . 
system progression given the partitioning , and 
compare it against P ' . 60 What is claimed is : 

3 . Assign each LP link from LPi to j a new weight 1 . In association with a plurality of logical processes 
( LPs ) that are interconnected by specified links to form a 
simulation workload , wherein each LP is configured to 
simulate a specified physical process , the simulation work 

pe - ( dij + SijQjj ) , 65 load requires implementation of a plurality of cycles , and 
each cycle is implemented by two or more LPs , a method 
comprising the steps of : 

( 1 , / EC 

( 1 , 7 ) EC 

( 1 , 7 ) EC 

X 
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applying a first partition to the plurality of LPs , wherein carried out , wherein each iteration comprises applying 
each LP is assigned to one of a plurality of sets for a new partition to the plurality of LPs , using the 
execution , and a particular LP is assigned to a first set , specified function to determine a lowest LD ratio of 
wherein each of the plurality of sets to which LPs are respective cycles as the system progression rate for the 
assigned corresponds to a computing device for execut - 5 new partition , and forming a set of system progression 
ing LPs assigned to that set ; rate comparisons by comparing the system progression 

applying a second partition to the plurality of LPs , rate of the new partition with the system progression 
wherein said particular LP is assigned to a second set rate of any preceding partition of the plurality of LPs . 
for execution that is different from said first set ; 4 . The method of claim 1 , further comprising : determining , for both the first and second partitions , 10 sending a null message containing no information other respective lookahead values and link transit times for than a time - stamp from a first LP of the plurality of LPs LPs assigned to the first and second partitions and the to a second LP of the plurality of LPs in order to avoid specified links ; a deadlock situation , wherein the time - stamp represents computing a first system progression rate for the first a time at which the null message is sent from the first partition , wherein the first system progression rate is 15 
computed using a specified function of the lookahead LP with a lookahead time added thereto . 
values and link transit times determined for all LPs of 5 . In association with a plurality of logical processes 
the first partition , wherein the first system progression ( LPs ) , that are interconnected by specific links , comprising 
rate is a measure of how much run time the first a simulation workload , wherein each LP is configured to 
partition needs to simulate an operation of the specified 20 simulate a specified physical process , the simulation work 
physical process ; load requires implementation of a plurality of cycles , and 

computing a second system progression rate for the each cycle is implemented by two or more LPs , a computer 
second partition , wherein the second system progres - program product stored in a non - transitory computer record 
sion rate is computed using said specified function with able medium comprising : 
the lookahead values and link transit times determined 25 instructions for applying a first partition to the plurality of 
for all LPs of the second partition , wherein the second LPs , wherein each LP is assigned to one of a plurality 
system progression rate is a measure of how much run of sets for execution , and a particular LP is assigned to 
time the second partition needs to simulate the opera a first set , wherein each of the plurality of sets to which tion of the specified physical process ; LPs are assigned corresponds to a computing device for comparing said first and second system progression rates ; 30 executing LPs assigned to that set ; responsive to the system progression rate comparison instructions for determining for the first partition , respec providing a result that is in compliance with a prespeci tive lookahead values and link transit times for LPs fied criterion , selecting and applying one of the first assigned to the first partition and the specified links ; partition and the second partition to the plurality of 
LPs ; and instructions for computing for the first partition a first 

executing , on a plurality of computer devices , the plural system progression rate , wherein a first LD ratio for a 
ity of LPs that are configured in accordance with the given cycle is a value of a specified function of the 
selected one of the first partition and the second parti lookahead values and transmit times for the given 
tion to simulate a plurality of physical processes , cycle , wherein said specified function comprises deter 
wherein said specified function comprises , for a given 40 mining respective lookahead values and link transit 
one of said partitions , determining respective looka times for the LPs and the specified links for the first 
head values and link transit times for the LPs and the partition ; for each given cycle of the first partition , 
specified links ; for each given cycle of the given one of dividing a sum of the lookahead values for the given 
said partitions , dividing a sum of the lookahead values cycle by a sum of the link transit times for the given 
for the given cycle by a sum of the link transit times for 45 cycle to provide an LD ratio for the given cycle ; 
the given cycle to provide an LD ratio for the given instructions for selecting a lowest LD ratio from amongst 
cycle ; and selecting a lowest LD ratio from amongst the the LD ratios for all cycles computed for the first 
LD ratios for all cycles computed for the given one of partition to be the system progression rate for the first 
said partitions to be the system progression rate for the partition ; 
given one of said partitions ; and wherein the system 50 instructions for applying a second partition to the plurality 
progression rate comparison provides a difference of LPs , wherein said particular LP is assigned to a 
between two system progression rate values , and the second set for execution that is different from said first 
prespecified criterion is complied with if the difference set ; 
is no greater than a prespecified value , whereupon a instructions for determining for the second partition , 
partition having the greater of the two system progres - 55 respective lookahead values and link transit times for 
sion rate values is selected to be a particular partition LPs assigned to the second partition and the specified 
that is applied to the plurality of LPs . links ; 

2 . The method of claim 1 , wherein : instructions for computing for the second partition a 
responsive to applying the first partition , a first LP is second system progression rate , wherein each LD ratio 

assigned to the first set and a second LP is assigned to 60 is a value of said specified function , wherein said 
the second set , and responsive to applying the second specified function comprises determining respective 
partition , exchanging the first LP and second LP such lookahead values and link transit times for the LPs and 
that the first LP is assigned to the second set , and the the specified links for the second partition ; for each 
second LP is assigned to the first set . given cycle of the second partition , dividing a sum of 

3 . The method of claim 1 , wherein : the lookahead values for the given cycle by a sum of the 
responsive to said second system progression rate being a link transit times for the given cycle to provide an LD 

lowest value , one or more iterations is sequentially ratio for the given cycle ; 
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instructions for selecting a lowest LD ratio from amongst computing for the first partition a first system progression 

the LD ratios for all cycles computed for the second rate , wherein a LD ratio for a given cycle is a value of 
partition to be the system progression rate for the a specified function of the lookahead values and trans 
second partition ; mit times for the given cycle , wherein said specified 

instructions for comparing said first and second system 5 function comprises determining respective lookahead 
progression rates ; values and link transit times for the LPs and the 

instructions , responsive to the system progression rate specified links for the first partition ; for each given 
comparison providing a result that is in compliance cycle of the first partition , dividing a sum of the 
with a prespecified criterion , for selecting and applying lookahead values for the given cycle by a sum of the 
one of the first partition and the second partition to the 10 link transit times for the given cycle to provide an LD 
plurality of LPs ; and ratio for the given cycle ; 

instructions for executing , on a plurality of computer instructions for selecting a lowest LD ratio from amongst 
devices , the plurality of LPs that are configured in the LD ratios for all cycles computed for the first 
accordance with the selected one of the first partition partition to be the system progression rate for the first 
and the second partition to simulate a plurality of 15 partition ; 
physical processes , wherein the system progression rate applying a second partition to the plurality of LPs , 
comparison provides a difference between two system wherein said particular LP is assigned to a second set 
progression rate values , and the prespecified criterion is for execution that is different from said first set ; 
complied with if the difference is no greater than a determining for the second partition , respective lookahead 
prespecified value , whereupon a partition having the 20 values and link transit times for LPs assigned to the first 
greater of the two system progression rate values is partition and the specified links ; 
selected to be a particular partition that is applied to the computing for the second partition a second system 
plurality of LPs . progression rate , wherein each LD ratio is a value of 

6 . The computer program product of claim 5 , wherein : said specified function , wherein said specified function 
responsive to said second system progression rate being a 25 comprises determining respective lookahead values 

lowest value , one or more iterations is sequentially and link transit times for the LPs and the specified links 
carried out , wherein each iteration comprises applying for the second partition ; for each given cycle of second 
a new partition to the plurality of LPs , using the partition , dividing a sum of the lookahead values for the 
specified function to determine the lowest LD ratio of given cycle by a sum of the link transit times for the 
respective cycles as the system progression rate for the 30 given cycle to provide an LD ratio for the given cycle ; 
new partition , and forming a set of system progression instructions for selecting a lowest LD ratio from amongst 
rate comparisons by comparing the system progression the LD ratios for all cycles computed for the second 
rate of the new partition with the system progression partition to be the system progression rate for the 
rate of an immediately preceding partition of the plu second partition ; 
rality of LPs . 35 comparing said first and second system progression rates ; 

7 . The computer program product of claim 5 , further responsive to the system progression rate comparison 
comprising : providing a result that is in compliance with a prespeci 

instructions for sending a null message containing no fied criterion , selecting and applying one of the first 
information other than a time - stamp from a first LP of partition and the second partition to the plurality of 
the plurality of LPs to a second LP of the plurality of 40 LPs ; and 
LPs in order to avoid a deadlock situation , wherein the executing , on a plurality of computer devices , the plural 
time - stamp represents a time at which the null message ity of LPs that are configured in accordance with the 
is sent from the first LP with a lookahead time added selected one of the first partition and the second parti 
thereto . tion to simulate a plurality of physical processes , 

8 . In association with a plurality of logical processes 45 wherein the system progression rate comparison pro 
( LPs ) , that are interconnected by specific links , comprising vides a difference between two system progression rate 
a simulation workload , wherein each LP is configured to values , and the prespecified criterion is complied with 
simulate a specified physical process , the simulation work if the difference is no greater than a prespecified value , 
load requires implementation of a plurality of cycles , and whereupon a partition having the greater of the two 
each cycle is implemented by two or more LPs , an apparatus 50 system progression rate values is selected to be a 
comprising : particular partition that is applied to the plurality of 

a bus ; LPs . 
a communications unit connected to the bus ; 9 . The apparatus of claim 8 , wherein : 
a memory connected to the bus , wherein the memory responsive to said second system progression rate value 

includes a set of computer usable program code ; and 55 being the lowest value , one or more iterations is 
a processor unit connected to the bus , wherein the pro sequentially carried out , wherein each iteration com 

cessor unit executes the set of computer usable program prises applying a new partition to the plurality of LPs , 
code to perform the steps of : using the specified function to determine the lowest LD 

applying a first partition to the plurality of LPs , wherein ratio of respective cycles as the system progression rate 
each LP is assigned to one of a plurality of sets for 60 for the new partition , and forming a set of system 
execution , and a particular LP is assigned to a first set , progression rate comparisons by comparing the system 
wherein each of the plurality of sets to which LPs are progression rate of the new partition with the system 
assigned corresponds to a computing device for execut progression rate of an immediately preceding partition 
ing LPs assigned to that set ; of the plurality of LPs . 

determining for the first partition , respective lookahead 65 10 . The apparatus of claim 8 , further comprising : 
values and link transit times for LPs assigned to the first sending a null message containing no information other 
partition and the specified links ; than a time - stamp from a first LP of the plurality of LPs 
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to a second LP of the plurality of LPs in order to avoid 
a deadlock situation , wherein the time - stamp represents 
a time at which the null message is sent from the first 
LP with a lookahead time added thereto . 

* * * * * 


