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( 57 ) ABSTRACT 
A fault tolerant server according to the present invention 
configured to duplicate information processing by an online 
subsystem and an offline subsystem , the fault tolerant server 
operates to : execute entire copy processing for copying all 
data being stored in the memory of the online subsystem into 
the memory of the offline subsystem without stopping 
execution of information processing by the processor of the 
online subsystem , before start of duplication ; detect data , the 
data satisfying a criterion indicating that content of data is 
changed during the entire copy processing , among data 
being stored in the memory of the online subsystem ; and 
copy the detected data from the memory of the online 
subsystem into the memory of the offline subsystem . 

11 Claims , 7 Drawing Sheets 
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a 

FAULT TOLERANT SERVER an entire copy unit for executing entire copy processing 
for copying all data being stored in the memory of the online 

INCORPORATION BY REFERENCE subsystem into the memory of the offline subsystem without 
stopping execution of information processing by the pro 

The present application is based upon and claims the 5 cessor of the online subsystem , before start of duplication of 
benefit of priority from Japanese patent application No . the information processing by the online subsystem and the 
2014 - 059873 , filed on Mar . 24 , 2014 , the disclosure of offline subsystem ; 
which is incorporated herein in its entirety by reference . a data detection unit for detecting data , the data satisfying 

a criterion indicating that content of data is changed during 
TECHNICAL FIELD 10 the entire copy processing , among data being stored in the 

memory of the online subsystem ; 
The present invention relates to a fault tolerant server , a change data copy unit for copying the detected data from 

more specifically , a fault tolerant server performing dupli the memory of the online subsystem into the memory of the 
offline subsystem . cation processing . 15 Further , a non - transitory computer readable medium stor 

BACKGROUND ART ing a program as another aspect of the present invention 
comprising instructions for causing a control device , the 

A fault tolerant server ( Fault Tolerant Server : FT sever ) control device being equipped in a fault tolerant server 
configured to duplicate information processing by an online that duplicates information processing of same data by , 20 subsystem including a processor and a memory and an performing same processing by each of two subsystems such offline subsystem including a processor and a memory , to 

as an online system and an offline system is known ( see function as : 
Patent Document 1 ) . On this type of fault tolerant sever , a an entire copy unit for executing entire copy processing 
result of information processing performed by the online for copying all data being stored in the memory of the online 
system is usually used , however , when failure occurs on the 25 subsystem into the memory of the offline subsystem without 
online system , the offline system performing the same stopping execution of information processing by the pro 
processing replaces the online system as a new online cessor of the online subsystem , before start of duplication of 
system . Thereby , a stop of information processing can be the information processing by the online subsystem and the 
prevented . Meanwhile , as a realization method of duplica offline subsystem ; 
tion processing , there is a hardware method and a software 30 a data detection unit for detecting data , the data satisfying 
method . a criterion indicating that content of data is changed during 

Herein , as information processing is duplicated by using the entire copy processing , among data being stored in the 
the two subsystems on the fault tolerant sever , content of a memory of the online subsystem ; 
memory mounted on the each subsystem is coincident with a change data copy unit for copying the detected data from 
each other . However , when an offline subsystem is in a 35 the memory of the online subsystem into the memory of the 
condition of stopping while information processing is per - offline subsystem . 
formed by an online subsystem , content of the memory of Further , a memory data copy method for a fault tolerant 
the online system and content of the memory of the offline server as another aspect of the present invention configured 
system will be different each other . As a result , after to duplicate information processing by an online subsystem 
exchanging a CPU of the offline system or starting an 40 including a processor and a memory and an offline subsys 
Operating System ( hereinafter referred to as OS ) , it is tem including a processor and a memory , the method com 
required to copy collectively all pages of the memory of the prising : 
online system into the memory of the offline system before executing entire copy processing for copying all data 
synchronizing the offline system with the online system . being stored in the memory of the online subsystem into the 
Herein , a page of the memory is a unit to manage a storage 45 memory of the offline subsystem without stopping execution 
region of the memory . of information processing by the processor of the online 
Patent Document 1 : JP 2009 - 199197 A subsystem , before start of duplication of the information 

processing by the online subsystem and the offline subsys 
SUMMARY 

50 detecting data , the data satisfying a criterion indicating 
However , for example , assume that speed of a memory that content of data is changed during the entire copy 

copy from the online system to the offline system is 8 GB / s , processing , among data being stored in the memory of the 
it takes 30 seconds to copy a memory having 256 GB as a online subsystem ; 
total capacity . Therefore , a problem occurs wherein during copying the detected data from the memory of the online 
the 30 seconds for the memory copy , the OS stops and 55 subsystem into the memory of the offline subsystem . 
information processing by the fault tolerant sever is also With the configuration described above , the present 
stopped . As a result of this , there is a possibility that invention can provide a fault tolerance server being capable 
availability as the fault tolerant server is decreased . of increasing availability . 

Accordingly , an object of the present invention is to 
provide a fault tolerant server which solves the above 60 BRIEF DESCRIPTION OF DRAWINGS 
described problem that the availability as the fault tolerant 
server is decreased . FIG . 1 is a block diagram showing a configuration of a 

To achieve the object , a fault tolerant server as an aspect fault tolerance server according to a first exemplary embodi 
of the present invention configured to duplicate information ment of the present invention ; 
processing by an online subsystem including a processor and 65 FIG . 2 is a function block diagram showing a configura 
a memory and an offline subsystem including a processor tion of a ft chip set configuring the fault tolerant server 
and a memory , the fault tolerant server comprising : disclosed in FIG . 1 ; 

tem ; 
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1 : 

FIG . 3 is a diagram showing a copying state of a memory 10 and the offline subsystem 20 has a configuration to 
page performed by the fault tolerant server disclosed in FIG . execute a memory copy before starting the above described 

duplication processing . Below , a configuration to execute 
FIG . 4 is a flowchart showing an operation of the fault the memory copy will be described . 

tolerant server disclosed in FIG . 1 ; A configuration to execute the above described memory 
FIG . 5 is a flowchart showing an operation of the fault copy is provided on the ft chip set 13 of the online subsystem 

tolerant server disclosed in FIG . 1 ; 10 , for example . Herein , a configuration of the ft chip set 13 
FIG . 6 is a flowchart showing an operation of the fault of the online subsystem 10 will be described , however , the 

tolerant server disclosed in FIG . 1 ; ft chip set 23 of the offline subsystem 20 has a similar 
FIG . 7 is a block diagram showing a configuration of a 10 configuration because the offline subsystem 20 can be an 

fault tolerance server according to a second exemplary online system . 
embodiment of the present invention . To be more specific , firstly , the ft chip set 13 of the online 

subsystem 10 is provided with a control part ( control device ) 
EXEMPLARY EMBODIMENTS and a storage part , each being not illustrated . Meanwhile , as 

15 shown in FIG . 2 , the ft chip set 13 includes , an entire copy 
First Exemplary Embodiment part 31 , a data detection part 32 , a change data copy part 33 

and a packet monitor part 34 , each being built by embedding 
A first exemplary embodiment of the present invention a program in the provided control part . In addition , the ft 

will be described with reference to FIGS . 1 - 6 . FIGS . 1 - 2 are chip set 13 includes , a checksum coincidence memo list 35 
diagrams to explain a configuration of a fault tolerant server , 20 and a checksum incoincidence memo list 36 , each being 
and FIGS . 3 - 6 are diagrams to explain an operation of the formed in the provided storage device . Herein , a “ Data 
fault tolerant server . Mover ” to be a function part for executing mainly the 
[ Configuration ] memory copy is configured by the entire copy part 31 , the 

A fault tolerant server according to this exemplary data detection part 32 and the change data copy part 33 . 
embodiment of the present invention comprises one infor - 25 Below , each configuration will be described in detail . 
mation processing device or a plurality of information Firstly , each the memory 12 and the memory 22 of the 
processing devices , the each information processing device respective subsystems 10 and 20 has a page that is a unit to 
includes a processor and a storage device . In addition , as manage a storage region . Then , as will be described later , 
shown in FIG . 1 , the fault tolerant server comprises an copying data in a memory is performed per page . For 
online subsystem 10 and an offline subsystem 20 . The both 30 example , a page has capacity of some bits . However , copy 
subsystems 10 and 20 are configured to execute duplication ing data in the memory may be performed per unit other than 
processing ( synchronous processing ) wherein same infor - the page . 
mation processing of same data is performed . At first , prior to memory copy processing after starting the 

Specifically , the online subsystem 10 comprises a proces - OS , the data detection part 32 ( data detection means ) cal 
sor 11 ( processor ) , a memory 12 , a ft chip set 13 , and IO 35 culates a checksum for each of all pages in the memory 12 
devices 14 , 15 . Meanwhile , the offline subsystem 20 simi - of the online subsystem 10 based on content stored in the 
larly comprises a processor 21 , a memory 22 , a ft chip set 23 , each page . Then , the data detection part 32 stores a calcu 
and 10 devices 24 , 25 . The both processors 11 and 21 lated checksum so as to be associated with a corresponding 
operate to perform same arithmetic processing by using page . For example , the calculated checksum is stored in the 
same data stored respectively in memories 12 and 22 . 40 storage device of the ft chip set so as to be associated with 
Therefore , even if failure occurs in the online subsystem 10 , identification information of the memory page . 
the information processing can be performed continuously The above described checksum is information represent 
by the offline subsystem 20 . ing a summary of content of data being stored in a page of 

Herein , the fault tolerant server may comprise such that the memory . Therefore , if content of data of each memory 
each of components such as the processors 11 and 21 or the 45 page is different from each other , there is a high probability 
memories 12 and 22 configuring the respective subsystems that each checksum being a summary of the content will be 
10 and 20 is configured by individual hardware or virtual - also different from each other . Herein , the checksum may be 
ization by using software . Meanwhile , the fault tolerance calculated by any method as long as a value of the calculated 
server may apply not only the hardware method but also the checksum is based on content of a memory page . For 
software method using a high - speed check point system 50 example , the data detection part 32 may calculate other 
( dirty page / memory content synchronous system by trans summary information such as a hash value of data of a 
ferring CPU context ) , or a virtual lock - step system ( an memory page . Hereinafter , the calculated checksum is 
operation system by recording / reproducing input informa - referred to as a “ first checksum ” ( first summary ) . 
tion ) . Meanwhile , after this , the data detection part 32 calculates 

Herein , it is required that content of the memory 12 and 55 again a checksum for each of all pages in the memory 12 of 
content of the memory 22 mounted on the respective sub - the online subsystem 10 based on content stored in the each 
systems 10 and 20 is coincident with each other to perform page . That is to say , the data detection part 32 performs a 
the duplication processing by the fault tolerant server . There - first - time checksum calculation prior to memory copy pro 
fore , after exchanging the processor 21 of the offline sub - cessing , and subsequently , after starting memory copy pro 
system 20 or starting an OS ( Operating System ) , it is 60 cessing by the entire copy part 31 which will be described 
required to synchronize the memory 12 with the memory 22 later and also during performing entire copy processing , the 
of the respective subsystems 10 and 20 before starting the data detection part 32 performs a second - time checksum 
duplication processing ( synchronous processing ) performed calculation . Meanwhile , the second - time checksum calcula 
by the both subsystems 10 and 20 . That is to say , it is tion may be performed for every memory page being 
required to copy data in the memory 12 of the online 65 completely copied by the entire copy part 31 in a sequential 
subsystem 10 being continuing to operate into the memory order . The second - time checksum calculation may be also 
22 of the offline subsystem 20 . The each of online subsystem performed after a finish of copying all memory pages by the 
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entire copy part 31 . Herein , the calculated checksum is Then , the change memory copy part 33 executes batch copy 
referred to as a “ second checksum ” ( second summary ) . processing wherein all memory pages being registered in the 

Then , the data detection part 32 compares the stored “ first checksum incoincidence memo list 36 are copied collec 
checksum ” with the “ second checksum ” calculated by the tively into the offline system . At this time , as thinkable 
second - time checksum calculation wherein the both check - 5 number of memory pages being registered in the checksum 
sums correspond to a same memory page , and checks incoincidence memo list 36 are less than number of all pages 
whether or not there is a difference ( change ) between the in the memory 12 , a length of stopping time of the infor 
both checksums . As a result of comparing , when there is no mation processing by the fault tolerant server on the occa 
difference between the both checksums , the data detection sion of the batch copy processing is shorter than a time 
part 32 registers page information for identifying a corre - 10 length of copying all pages . 
sponding memory page in the checksum coincidence memo Then , when the batch copy processing of the memory 
list 35 . Meanwhile , as a result of comparing , when there is page being registered in the checksum incoincidence memo 
a difference between the both checksums , the data detection list 36 is finished , the change data copy part 33 starts 
part 32 registers page information for identifying a corre duplication processing by the fault tolerant server . That is to 
sponding memory page in the checksum incoincidence 15 say , the change data copy part 33 resumes the information 
memo list 36 . That is to say , when there is a difference processing by the processor 11 of the online subsystem 10 
between the checksums , the memory page is detected as data being stopped and also starts information processing by the 
satisfying a criterion indicating that content of a same processor 21 of the offline subsystem 20 , and then the 
memory page is changed during the entire copy processing . duplication processing , i . e . , synchronous working is started . 
As described above , the entire copy part 31 ( entire copy 20 Further , when the duplication processing is started , the 

means ) performs the entire copy processing for copying all change data copy part 33 copies the memory page being 
pages in the memory 12 of the online subsystem 10 into the registered in the checksum coincidence memo list 35 from 
offline subsystem 20 after the finish of the first - time check the memory 12 of the online subsystem 10 into the memory 
sum calculation by the data detection part 32 . At this time , 22 of the offline subsystem 20 through the background 
the entire copy processing is performed through background 25 processing without stopping the duplication processing . 
processing without stopping the operation of the OS of the Herein , the memory page registered in the checksum coin 
fault tolerant server , i . e . , the processor 11 of the online cidence memo list 35 is the memory page in which there is 
subsystem 10 , and with continuing execution of information no difference between checksums before and after the entire 
processing by the online subsystem 10 . For example , prior - copy processing , however , there is a case in which no 
ity of the entire copy processing in the processor 11 is set 30 difference occurs between the checksums even if content of 
lower than other information processing . a memory page changes . In order to make such the memory 

The change data copy part 33 ( change data copy means ) page be same in the both memories 12 and 22 of the 
refers to the checksum incoincidence memo list 36 after the respective subsystems 10 and 20 , copying the memory page 
entire copy processing by the entire copy part 31 and the registered in the checksum coincidence memo list 35 is 
second - time checksum calculation by the data detection part 35 performed . This processing is to copy a memory page being 
32 . Then , the change data copy part 33 copies the memory not detected ( undetected ) as the memory page of which 
page being registered in the checksum incoincidence memo checksums have a difference , and therefore referred to as 
list 36 from the memory 12 of the online subsystem 10 into undetected data copy processing . 
the memory 22 of the offline subsystem 20 . That is to say , Specifically , by the undetected data copy processing , the 
the change data copy part 33 copies a memory page of which 40 change data copy part 33 reads respectively a memory page 
checksums have a difference , the memory page storing data having a same address from each the memory 12 of the 
satisfying the criterion indicating that content of a same online subsystem 10 and the memory 22 of the offline 
memory page is changed during the entire copy processing , subsystem 20 . Then , the change data copy part 33 checks 
into the offline system . whether or not both content of the read data in the respective 

A copying state of a memory page performed by the 45 memory pages are coincident with each other . When the 
change data copy part 33 is described with reference to FIG . both content are coincident with each other , the change data 
3 . A left part of FIG . 3 shows correspondence between copy part 33 does not copy the memory page . Meanwhile , 
content of a memory page and a checksum on an occasion when the both content are not coincident with each other , the 
of the first - time checksum calculation , while a right part of change data copy part 33 writes and stores the read memory 
FIG . 3 shows correspondence between content of the 50 page of the online subsystem 10 into a same address of the 
memory page and a checksum on an occasion of the second respective the memory 12 of the online subsystem 10 and the 
time checksum calculation . According to the example shown memory 22 of the offline subsystem 20 . That is to say , when 
by FIG . 3 , because a checksum in a second line from top of the both content are not coincident with each other , the 
the memory page and a checksum in a third line from the top change data part 33 not only writes the memory page of the 
of the memory page being obtained at the time of the 55 online subsystem 10 into the offline subsystem 20 , but also 
first - time checksum calculation are different respectively stores again the memory page into the online subsystem 10 . 
from those of the second - time checksum calculation , these It is to ensure synchronous processing between the online 
memory pages are copied from the online subsystem 10 into subsystem 10 and the offline subsystem 20 . 
the offline subsystem 20 . Thereby , even though data in the Meanwhile , during the above described undetected data 
memory changes during the entire copy processing , that is , 60 copy processing , the packet monitor part 34 ( change data 
even though data in the memory changes while being used copy means ) monitors a packet , the packet is data respec 
by the OS , the data can be reflected from the online tively output from each of the processor 11 of the online 
subsystem 10 on the offline subsystem 20 . subsystem 10 and the processor 21 of the offline subsystem 

Herein , when copying the memory page registered in the 20 . Then , when detecting that both content of the packets 
checksum incoincidence memo list 36 , the change data copy 65 output from the respective processors 11 and 21 are not 
part 33 stops the OS of the fault tolerant server , that is , stops coincident with each other , the packet monitor part 34 stops 
the information processing by the online subsystem 10 . the OS of the fault tolerant server , that is , stops the dupli 
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cation processing performed by the online subsystem 10 and memory page being changed before and after the entire copy 
the offline subsystem 20 . Further , the packet monitor part 34 processing by using the checksum of the memory page , 
copies collectively all memory pages stored in the memory however , the detection of the page of which content is 
12 of the online subsystem 10 into the memory 22 of the changed may be performed by using a other method . 
offline subsystem 20 . Herein , the copy processing is per - 5 Subsequently , when the above described entire copy pro 
formed by the entire copy part 31 , and the copy processing cessing by the entire copy part 31 ( step S4 ) and the second 
is finished , the duplication processing is resumed . time checksum calculation by the data detection part 32 
[ Operation ] ( steps S5 - S8 ) are finished , the change data copy part 33 
Next , an operation of the above described fault tolerant stops the information processing by the OS , i . e . , the online 

server will be explained with reference to flowcharts in 10 subsystem 10 ( step S9 ) . Then , while being in a stopped state 
FIGS . 4 - 6 . of the OS , the change data copy part 33 copies collectively 
When the fault tolerant server is started ( step S1 ) and the the memory page registered in the checksum incoincidence 

OS is started ( step S2 ) , processing for synchronizing the memo list 36 from the memory 12 of the online subsystem 
respective memories 12 and 22 with each other is started in 10 into the memory 22 of the offline subsystem 20 ( step 
order to perform duplication processing . At this time , the 15 S10 ) . 
online subsystem 10 continues execution of usual informa - Thereby , in a case that content of data in the memory 12 
tion processing , and the OS is not in a stopped state . is used by the OS and changed , the data can be reflected on 

At first , prior to memory copy processing , the data the memory 22 of the offline subsystem 20 . At this time , as 
detection part 32 performs a first - time checksum calculation number of pages being registered in the checksum incoin 
for each of all pages in the memory 12 of the online 20 cidence memo list 36 are less than number of all pages in the 
subsystem 10 based on content stored in the each page . memory 12 , a length of stopping time of the information 
Then , the data detection part 32 stores the calculated check processing by the fault tolerant server is shorter than a time 
sum so as to be associated with a corresponding page as a length of copying all pages . 
first checksum ( step S3 ) . After that , when the above described batch copy process 
When the first - time checksum calculation for the each of 25 ing of the memory page registered in the checksum incoin 

all memory pages performed by the data detection part 32 is c idence memo list 36 is finished , the change data copy part 
finished , the entire copy part 31 starts entire copy processing 33 resumes operating the OS of the fault tolerant server and 
wherein the all pages in the memory 12 of the online starts duplication processing ( synchronous processing ) ( step 
subsystem 10 are copied into the memory 22 of the offline S11 ) . 
subsystem 20 ( step S4 ) . At this time , the OS of the fault 30 Subsequently , the change data copy part 33 copies the 
tolerant server does not stop and performs the entire copy memory page being registered in the checksum coincidence 
processing in background processing while continuing the memo list 35 from the memory 12 of the online subsystem 
information processing by the online subsystem 10 . 10 into the memory 22 of the offline subsystem 20 through 

Thereby , at first , content of the memory 12 of the online background processing without stopping the duplication 
subsystem 10 can be copied into the memory 22 of the 35 processing ( step S12 ) . By this processing , a memory page , 
offline subsystem 20 without stopping the fault tolerant the memory page in which no difference occurs between 
server . checksums before and after the entire copy processing even 
Meanwhile , during the entire copy processing , the data if content of the memory page changes , is made be same in 

detection part 32 performs again a second - time checksum the both memories 12 and 22 of the respective subsystems 
calculation for each of all pages in the memory 12 of the 40 10 and 20 . 
online subsystem 10 based on content stored in the each Specifically , according to the above described copy pro 
page . The calculated checksum is a second checksum ( step cessing , the change data copy part 33 reads firstly content of 
S5 ) . At this time , the second - time checksum calculation is each page in the memory 12 of the online subsystem 10 and 
performed for a page being already copied into the memory content of each page in the memory 22 of the offline 
22 of the offline subsystem 20 by the entire copy part 31 . 45 subsystem 20 respectively . Then , the change data copy part 

Then , the data detection part 32 compares the first check - 33 checks whether or not content of the each read page is 
sum with the second checksum , the both checksums are of coincident with each other ( step S13 ) . When the content is 
a same memory page , and checks whether or not there is a coincident with each other ( step S13 : Yes ) , the change data 
difference between the both checksums ( step S6 ) . As a result copy part 33 does not perform copying the page ( step S14 ) . 
of comparing , in a case that there is a difference between the 50 Meanwhile , when the content is not coincident with each 
both checksums ( step S6 : Yes ) , the data detection part 32 other ( step S13 : No ) , the change data copy part 33 stores the 
registers page information for identifying a corresponding read memory page of the online subsystem 10 into the each 
page in the checksum incoincidence memo list 36 ( step S7 ) . of the memory 12 of the online subsystem 10 and the 
Meanwhile , as a result of comparing , in a case that there is memory 22 of the offline subsystem 20 respectively . It is to 
no difference between the both checksums ( step S6 : No ) , the 55 ensure synchronous processing between the online subsys 
data detection part 32 registers page information for iden - tem 10 and the offline subsystem 20 . 
tifying a corresponding page in the checksum coincidence Meanwhile , during the data copy processing of the 
memo list 35 ( step S8 ) . memory page being registered in the checksum coincidence 

By the processing described above , a page of which memo list 35 described above ( steps S12 - 15 ) , the packet 
checksums have a difference is detected as data satisfying a 60 monitor part 34 monitors a packet being respectively output 
criterion indicating that content of a memory page is from each of the processor 11 and the processor 21 of the 
changed during the entire copy processing i . e . , operation of respective subsystems 10 and 20 ( step S16 ) . When detecting 
the OS , and registered in the checksum incoincidence memo that the both content of the packets output from the respec 
list 36 . Herein , there is a case in which content of a memory tive processors 11 and 21 are not coincident with each other 
page is changed even though there is no difference between 65 ( step S17 ) , the packet monitor part 34 stops the OS of the 
checksums , the case does not satisfy the criterion . Mean - server and also stops the duplication processing by the 
while , the data detection part 32 performs the detection of a online subsystem 10 and the offline subsystem 20 ( step S18 ) . 
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Further , the packet monitor part 34 copies collectively all Therefore , firstly , without stopping information process 
memory pages stored in the memory 12 of the online ing by the online subsystem 110 and through background 
subsystem 10 into the memory 22 of the offline subsystem processing , the fault tolerant server 100 executes the entire 
20 ( step S19 ) . After that , when the copy processing of the all copy processing wherein all data stored in the memory 112 
memory pages is finished , the packet monitor part 34 5 of the online subsystem 110 is copied into the memory 122 
resumes the OS and also resumes the duplication processing of the offline subsystem 120 . With this , the fault tolerant 
( step S20 ) . server 100 performs processing to detect data , the data 

As described above , according to the fault tolerant server satisfying a criterion indicating that content of data is 
of this exemplary embodiment , a time length of stopping the changed during the entire copy processing , among data 
OS can be shorter than a time length in a case of copying all 10 being stored in the memory 112 of the online subsystem 110 . 
memory pages on the occasion of performing the memory Then , the fault tolerant server 100 copies the detected data 
copy between the online system and the offline system . As from the memory 112 of the online subsystem 110 into the 
a result of this , a time length of stopping a service being memory 122 of the offline subsystem 120 . 
provided by the fault tolerant server can be shorter , and Herein , preferably , copying the detected data is performed 
thereby availability of the server itself can be increased . 15 with stopping execution of information processing by the 

Herein , according to the above described fault tolerant processor 111 of the online subsystem 110 after finish of the 
server , each checksum of a memory page is calculated entire copy processing . Subsequently , the duplication of the 
before and after the entire copy processing , and the detection information processing is started by the both online subsys 
of a memory page having content being changed during the tem 110 and the offline subsystem 120 . 
entire copy processing is performed , however , the detection 20 As a result , according to the fault tolerant server 100 of 
of the memory page may be performed by a other method . the present invention , all data of the memory 112 is copied 
For example , the data detection part 132 can hold content of at first in a state of executing information processing by the 
all memory pages before the entire copy processing in any online subsystem 110 before start of synchronizing memo 
of the storage devices , determine whether or not the content ries of the respective online subsystem 110 and offline 
of the memory pages is changed during the entire copy 25 subsystem 120 with each other , and thereby stop of the 
processing with reference to the held data , and detect the information processing can be suppressed . Meanwhile , after 
changed memory page . this , by copying only data having probably been changed in 

the memory 112 of the online subsystem 110 into the offline 
Second Exemplary Embodiment subsystem 120 , capacity for copying can be suppressed for 

30 all data , and conforming the memory 112 to the memory 122 
Next , a Second Exemplary Embodiment of the present of the respective the online subsystem 110 and the offline 

invention will be explained with reference to FIG . 7 . subsystem 120 can be performed promptly . Especially , even 
A fault tolerant server 100 according to this exemplary though executing information processing by the online sub 

embodiment comprises an online subsystem 110 including a system 110 is stopped during the copy processing , the 
processor 111 and a memory 112 , and an offline subsystem 35 stopping time will be shorter than the time in a case of 
120 including a processor 121 and a memory 122 . Mean - copying all data . As a result , decreasing availability of the 
while , the fault tolerant server is configured to duplicate fault tolerant server can be suppressed . 
information processing by the each of subsystems 110 and < Supplementary Notes > 
120 . The whole or part of the exemplary embodiments dis 
Meanwhile , the fault tolerant server 100 comprises an 40 closed above can be described as the following supplemen 

entire copy means 130 , a data detection means 140 and a tary notes . Below , the outline of configuration according to 
change data copy means 150 . the present invention will be described . However , the pres 

Before starting duplication of information processing by ent invention is not limited to the following configurations . 
the online subsystem 110 and the offline subsystem 120 , the ( Supplementary Note 1 ) 
entire copy means 130 copies all data stored in the memory 45 A fault tolerant server configured to duplicate information 
112 of the online subsystem 110 into the memory 122 of the processing by an online subsystem including a processor and 
offline subsystem 120 without stopping execution of infor - a memory and an offline subsystem including a processor 
mation processing performed by the processor 111 of the and a memory , the fault tolerant server comprising : 
online subsystem 110 . an entire copy unit for executing entire copy processing 

The data detection means 140 detects data satisfying a 50 for copying all data being stored in the memory of the online 
criterion indicating that content of data is changed during the subsystem into the memory of the offline subsystem without 
entire copy processing among the data stored in the memory stopping execution of information processing by the pro 
112 of the online subsystem 110 . cessor of the online subsystem , before start of duplication of 

The change data copy means 150 copies the data detected the information processing by the online subsystem and the 
by the data detection means 140 from the memory 112 of the 55 offline subsystem ; 
online subsystem 110 into the memory 122 of the offline a data detection unit for detecting data , the data satisfying 
subsystem 120 . a criterion indicating that content of data is changed during 
According to the fault tolerant server 100 of the above the entire copy processing , among data being stored in the 

described configuration , firstly , the online subsystem 110 is memory of the online subsystem ; 
in a state wherein the processor 111 executes information 60 a change data copy unit for copying the detected data from 
processing by using the data stored in the memory 112 even the memory of the online subsystem into the memory of the 
though the offline subsystem 120 is in a stop state . In such offline subsystem . 
the situation , when the offline subsystem 120 operates and ( Supplementary Note 2 ) 
duplicates information processing by synchronizing with the The fault tolerant server according to Supplementary Note 
online subsystem 110 , it is required to synchronize content 65 1 , wherein the change data copy unit copies the detected data 
of the memory 112 of the online subsystem 110 with content into the memory of the offline subsystem after finishing the 
of the memory 122 of the offline subsystem 120 . entire copy processing . 



US 9 , 785 , 524 B2 
11 

and 

( Supplementary Note 3 ) processing among the data being stored in the memory of the 
The fault tolerant server according to Supplementary Note online subsystem , without stopping the duplication of the 

2 , wherein the change data copy unit stops the information information processing by the online subsystem and the 
processing by the processor of the online subsystem after offline subsystem . 
finishing the entire copy processing , and executes batch 5 ( Supplementary Note 6 ) 
copy processing for copying all the detected data from the The fault tolerant server according to Supplementary Note The fault tolerant ser 
memory of the online subsystem into the memory of the 5 . wherein : 
offline subsystem . on an occasion of the undetected data copy processing , the ( Supplementary Note 4 ) change data copy unit checks whether or not data stored in The fault tolerant server according to Supplementary Note 10 | the memory of the online subsystem to be copied is coin 3 , wherein ; cident with data stored in the memory of the offline subsys after finishing the batch copy processing , the change data tem , and as a result of checking , copy unit resumes the information processing by the pro 
cessor of the online subsystem being stopped , also starts in a case that the each data is coincident with each other , 
information processing by the processor of the offline sub - 15 does not copy the data being stored in the memory of the 
system , and starts duplication of information processing . online subsystem into the memory of the offline subsystem , 

According to the fault tolerant server of the above 
described configuration , the online subsystem executes in a case that the each data is not coincident with each 
information processing by the processor by using data being other , copies the data being stored in the memory of online 
stored in the memory even though the offline subsystem is 20 subsystem into respective the memory of the online subsys 
in a stop state . In such the situation , when the offline system tem and the memory of the offline subsystem . 
operates and starts duplication of the information processing As a result of this , even in a case that there is undetected 
by synchronizing with the online system , it is required to data due to not satisfying the criterion even though content 
synchronize content of the memory of the online system of the data is changed during the above described entire copy 
with the offline system . Therefore , firstly , without stopping 25 processing among data in the memory of the online subsys 
information processing by the online system itself and tem , by copying the undetected data into the memory of the 
through background processing , the online system executes offline subsystem , the both memories can be conformed to the entire copy processing wherein all data stored in the each other later . Herein , in a case that data of memories of memory of the online system itself is copied into the respective the online subsystem and the offline subsystem is memory of the offline system . With this , the fault tolerant 30 not same , by storing the data being stored in the memory of server performs processing to detect data , the data satisfying the online subsystem into the both memories of respective a criterion indicating that content of data is changed during the online subsystem and the offline subsystem , duplication the entire copy processing , among the data being stored in 
the memory of the online system . Then , the fault tolerant processing can be ensured . 
server copies the detected data from the memory of the 35 ( Supplementary Note 1 ) 
online system into the memory of the offline system . Herein , Terein The fault tolerant server according to Supplementary Note 
preferably , copying the detected data is performed with 
stopping execution of the information processing by the during the undetected data copy processing , the change 
processor of the online system after finish of the entire copy data copy unit monitors data output respectively from each 
processing . Subsequently , the duplication of the information 40 the processor of the online subsystem and the processor of 
processing is started by the both online system and the the offline subsystem , and as a result of monitoring , 
offline system . in a case that the each data is not coincident with each 

As a result , according to the fault tolerant server of the other , stops the duplication of the information processing by 
present invention , all data of a memory is copied at first in the online subsystem and the offline subsystem , and 
a state of executing information processing by the online 45 copies collectively all the data being stored in the memory 
system before start of synchronizing the online system with of the online subsystem into the memory of the offline 
the offline system , and thereby stop of the information subsystem . 
processing can be suppressed . Meanwhile , by copying only In this way , during the above described undetected data data having probably been changed in the memory of the copy processing , when detecting occurrence of incoinci online system during the entire copy processing into the 50 d dence of data of information processing between the online offline system , capacity for copying can be suppressed for all system and the offline system , the fault tolerant server stops data , and conforming the memory of the online system to the the duplication processing and copies all data of the memory memory of the offline system can be performed promptly . of the online system into the memory of the offline system . Especially , even though executing information processing 
by the online system is stopped during the copy processing 55 As a result of this , unconformity of duplication processing 
of the detected data , the stopping time will be shorter than can be surely suppressed and therefore decreasing availabil 
a length of time for copying all data . As a result , decreasing ity can be suppressed . 

availability of the fault tolerant server can be suppressed . ( Supplementary Note 8 ) 
( Supplementary Note 5 ) The fault tolerant server according to any of Supplemen 

The fault tolerant server according to Supplementary Note 60 tary Notes 1 - 7 , wherein ; 
4 , wherein ; the data detection unit 

after the batch copy processing and also after starting the calculates a summary of all data being stored in the 
duplication of information processing by the online subsys - memory of the online subsystem before the entire copy 
tem and the offline subsystem , the change data copy unit processing as a first summary , 
executes undetected data copy processing for copying data 65 calculates a summary of all data being stored in the 
being not detected as the data satisfying the criterion indi - memory of the online subsystem during the entire copy 
cating that content of data is changed during the entire copy processing as a second summary , and 
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detects data of which the first summary and the second ( Supplementary Note 13 ) 
summary are different as the data satisfying the criterion The memory data copy method according to Supplemen 
indicating that content of data is changed during the entire tary Note 12 , comprising : 
copy processing . copying the detected data into the memory of the offline 

By this , data in which a change occurs during the entire 5 Susy he entire 5 subsystem after finishing the entire copy processing . 
( Supplementary Note 14 ) copy processing can be detected by simple processing . The memory data copy method according to Supplemen Meanwhile , when summarizing data , there is a case that both tary Note 13 , comprising : 

summaries of data are same before and after a change of stopping the information processing by the processor of 
content of the data . Such the data can be copied appropri - the online subsystem after finishing the entire copy process 
ately into the offline subsystem by copying undetected data ing ; and 
by the above described undetected data copy processing . executing batch copy processing for copying all the 
( Supplementary Note 9 ) detected data from the memory of the online subsystem into 

A non - transitory computer readable medium storing a the memory of the offline subsystem . 
program comprising instructions for causing a control ( Supplementary Note 15 ) 

15 A fault tolerant server configured to duplicate info ' nation device , the control device being equipped in a fault tolerant processing by an online subsystem including a processor and server configured to duplicate information processing by an a memory and an offline subsystem including a processor online subsystem including a processor and a memory and and a memory , the fault tolerant server comprising : an offline subsystem including a processor and a memory , to an entire copy means configured to execute entire copy 
function as : 20 processing for copying all data being stored in the memory 

an entire copy unit for executing entire copy processing of the online subsystem into the memory of the offline 
for copying all data being stored in the memory of the online subsystem without stopping execution of information pro 
subsystem into the memory of the offline subsystem without cessing by the processor of the online subsystem , before 
stopping execution of information processing by the pro - start of duplication of the information processing by the 
cessor of the online subsystem , before start of duplication of 25 online subsystem and the offline subsystem ; 
the information processing by the online subsystem and the a data detection means configured to detect data , the data 
offline subsystem ; satisfying a criterion indicating that content of data is 

a data detection unit for detecting data , the data satisfying changed during the entire copy processing , among data 
a criterion indicating that content of data is changed during being stored in the memory of the online subsystem ; 
the entire copy processing , among data being stored in the 30 a change data copy means configured to copy the detected 
memory of the online subsystem ; data from the memory of the online subsystem into the 

a change data copy unit for copying the detected data from memory of the offline subsystem . 
the memory of the online subsystem into the memory of the The program described above is stored in the storage 
offline subsystem . device or recorded on a computer - readable medium . For 
( Supplementary Note 10 ) 35 example , the recording medium is a portable medium such 

The non - transitory computer readable medium storing the as a flexible disk , an optical disk , a magnet - optical disk and 
program according to Supplementary Note 9 , wherein thea semiconductor memory . 
change data copy unit copies the detected data into the Although the present invention has been described above 
memory of the offline subsystem after finishing the entire referring to the exemplary embodiments , the present inven 
copy processing . 40 tion is not limited to the exemplary embodiments . The 
( Supplementary Note 11 ) configurations and details of the present invention can be 

The non - transitory computer readable medium storing the changed and modified in various manners that can be 
program according to Supplementary Note 10 , wherein the understood by one skilled in the art within the scope of the 
change data copy unit stops the information processing by present invention . 
the processor of the online subsystem after finishing the 45 
entire copy processing , and executes batch copy processing DESCRIPTION OF REFERENCE NUMERALS 
for copying all the detected data from the memory of the 
online subsystem into the memory of the offline subsystem . 10 online subsystem 
( Supplementary Note 12 ) 11 processor 

A memory data copy method for a fault tolerant server 50 12 memory 
configured to duplicate information processing by an online 13 ft chip set 
subsystem including a processor and a memory and an 14 , 15 IO device 
offline subsystem including a processor and a memory , the 20 offline subsystem 
method comprising : 21 processor 

executing entire copy processing for copying all data 55 22 memory 
being stored in the memory of the online subsystem into the 23 ft chip set 
memory of the offline subsystem without stopping execution 24 , 25 IO device 
of information processing by the processor of the online 31 entire copy part 
subsystem before start of duplication of the information 32 data detection part 
processing by the online subsystem and the offline subsys - 60 33 change data copy part 
tem ; 34 packet monitor part 

detecting data , the data satisfying a criterion indicating 35 checksum coincidence memo list 
that content of data is changed during the entire copy 36 checksum incoincidence memo list 
processing , among data being stored in the memory of the 100 fault tolerant server 
online subsystem ; 65 110 online subsystem 

copying the detected data from the memory of the online 111 processor 
subsystem into the memory of the offline subsystem . 112 memory 
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120 offline subsystem 2 . The fault tolerant server according to claim 1 , wherein ; 
121 processor during the undetected data copy processing , the change 
122 memory data copy unit monitors data output respectively from 
130 entire copy means each the processor of the online subsystem and the 
140 data detection means processor of the offline subsystem , and as a result of 
150 change data copy means monitoring , 

The invention claimed is : in a case that the each data is not coincident with each 1 . A fault tolerant server configured to duplicate informa other , stops the duplication of the information process tion processing by an online subsystem including a proces ing by the online subsystem and the offline subsystem , sor and a memory and an offline subsystem including a 10 and processor and a memory , the fault tolerant server compris copies collectively all the data being stored in the memory ing : of the online subsystem into the memory of the offline an entire copy unit for executing entire copy processing subsystem . for copying all data being stored in the memory of the 
online subsystem into the memory of the offline sub - 15 3 . The fault tolerant server according to claim 1 , wherein ; 
system without stopping execution of information pro the data detection unit 
cessing by the processor of the online subsystem , calculates a summary of all data being stored in the 
before start of duplication of the information process memory of the online subsystem before the entire 
ing by the online subsystem and the offline sub system ; copy processing as a first summary , 

a data detection unit for detecting data , the data satisfying 20 calculates a summary of all data being stored in the 
a criterion indicating that content of data is changed memory of the online subsystem during the entire 
during the entire copy processing , among data being copy processing as a second summary , and 
stored in the memory of the online subsystem ; and detects data of which the first summary and the second 

a change data copy unit for copying the detected data from summary are different as the data satisfying the 
the memory of the online subsystem into the memory 25 criterion indicating that content of data is changed 
of the offline subsystem , during the entire copy processing . 

wherein the change data copy unit copies the detected 4 . The fault tolerant server according to claim 1 , wherein 
data into the memory of the offline subsystem after the data is not copied by the entire copy unit to a storage 
finishing the entire copy processing , device other than the memory of the offline subsystem and 

wherein the change data copy unit stops the information 30 the memory of the online subsystem . 
processing by the processor of the online subsystem 5 . The fault tolerant server according to claim 1 , wherein 
after finishing the entire copy processing , and executes the entire copy processing is performed through a back 
batch copy processing for copying all the detected data ground processing without stopping the operation of an 
from the memory of the online subsystem into the operating system of the fault tolerant server , 
memory of the offline subsystem , 35 wherein the data detection unit performs a first - time 

wherein after finishing the batch copy processing , the checksum calculation prior to the entire copy process 
change data copy unit resumes the information pro ing , and subsequently , after starting the entire copy 
cessing by the processor of the online subsystem being processing by the entire copy unit , and 
stopped , also starts information processing by the pro wherein the entire copy unit performs the entire copy 
cessor of the offline subsystem , and starts duplication of 40 processing for copying all pages in the memory of the 
information processing , online subsystem into the offline subsystem after fin 

wherein after the batch copy processing and also after ishing of the first - time checksum calculation by the 
starting the duplication of information processing by data detection unit . 
the online subsystem and the offline subsystem , the 6 . A non - transitory computer readable medium storing a 
change data copy unit executes undetected data copy 45 program comprising instructions for causing a control 
processing for copying data being not detected as the device , the control device being equipped in a fault tolerant 
data satisfying the criterion indicating that content of server configured to duplicate information processing by an 
data is changed during the entire copy processing online subsystem including a processor and a memory and 
among the data being stored in the memory of the an offline subsystem including a processor and a memory , to 
online subsystem , without stopping the duplication of 50 function as : 
the information processing by the online subsystem and an entire copy unit for executing entire copy processing 
the offline subsystem , and for copying all data being stored in the memory of the 

wherein : online subsystem into the memory of the offline sub 
on an occasion of the undetected data copy processing , the system without stopping execution of information pro 

change data copy unit checks whether or not data stored 55 cessing by the processor of the online subsystem , 
in the memory of the online subsystem to be copied is before start of duplication of the information process 
coincident with data stored in the memory of the offline ing by the online subsystem and the offline sub system ; 
subsystem , and as a result of checking , a data detection unit for detecting data , the data satisfying 

in a case that the each data is coincident with each other , a criterion indicating that content of data is changed 
does not copy the data being stored in the memory of 60 during the entire copy processing , among data being 
the online subsystem into the memory of the offline stored in the memory of the online subsystem ; and 
subsystem , and a change data copy unit for copying the detected data from 

in a case that the each data is not coincident with each the memory of the online subsystem into the memory 
other , copies the data being stored in the memory of of the offline subsystem , 
online subsystem into respective the memory of the 65 wherein the change data copy unit copies the detected 
online subsystem and the memory of the offline sub data into the memory of the offline subsystem after 
system . finishing the entire copy processing , 
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wherein the change data copy unit stops the information into the memory of the offline subsystem without 
processing by the processor of the online subsystem stopping execution of information processing by the 
after finishing the entire copy processing , and executes processor of the online subsystem , before start of 
batch copy processing for copying all the detected data duplication of the information processing by the online 
from the memory of the online subsystem into the 5 subsystem and the offline subsystem ; 
memory of the offline subsystem , detecting data , the data satisfying a criterion indicating 

wherein after finishing the batch copy processing , the that content of data is changed during the entire copy 
change data copy unit resumes the information pro processing , among data being stored in the memory of 
cessing by the processor of the online subsystem being the online subsystem ; 
stopped , also starts information processing by the pro - 10 copying the detected data from the memory of the online 

subsystem into the memory of the offline subsystem ; cessor of the offline subsystem , and starts duplication of 
information processing , copying the detected data into the memory of the offline 

wherein after the batch copy processing and also after subsystem after finishing the entire copy processing ; 
starting the duplication of information processing by stopping the information processing by the processor of 
the online subsystem and the offline subsystem , the 15 the online subsystem after finishing the entire copy 
change data copy unit executes undetected data copy processing ; 

processing for copying data being not detected as the executing batch copy processing for copying all the 
detected data from the memory of the online subsystem data satisfying the criterion indicating that content of 

data is changed during the entire copy processing into the memory of the offline subsystem ; 
among the data being stored in the memory of the 20 after finishing the batch copy processing , resuming the 
online subsystem , without stopping the duplication of information processing by the processor of the online 
the information processing by the online subsystem and subsystem being stopped , also starts information pro 
the offline subsystem , and cessing by the processor of the offline subsystem , and 

wherein : starts duplication of information processing ; 
on an occasion of the undetected data copy processing the 25 after the batch copy processing and also after starting the 

duplication of information processing by the online change data copy unit checks whether or not data stored 
in the memory of the online subsystem to be copied is subsystem and the offline subsystem , executing unde 
coincident with data stored in the memory of the offline tected data copy processing for copying data being not 
subsystem , and as a result of checking , detected as the data satisfying the criterion indicating 

in a case that the each data is coincident with each other , 30 that content of data is changed during the entire copy 
does not copy the data being stored in the memory of processing among the data being stored in the memory 

of the online subsystem , without stopping the duplica the online subsystem into the memory of the offline 
subsystem , and tion of the information processing by the online sub 

in a case that the each data is not coincident with each system and the offline subsystem ; 
other . copies the data being stored in the memory of 35 on an occasion of the undetected data copy processing , 
online subsystem into respective the memory of the checking whether or not data stored in the memory of 
online subsystem and the memory of the offline sub the online subsystem to be copied is coincident with 

data stored in the memory of the offline subsystem , and system . 
7 . The non - transitory computer readable medium storing as a result of checking ; 

the program according to claim 6 , wherein the data is not 40 40 in a case that the each data is coincident with each other , 
copied by the entire copy unit to a storage device other than not copying the data being stored in the memory of the 
the memory of the offline subsystem and the memory of the online subsystem into the memory of the offline sub 
online subsystem constituting a duplex system . system ; and 

8 . The non - transitory computer readable medium storing in a case that the each data is not coincident with each 
the program according to claim 6 , wherein the entire copy 45 other , copying the data being stored in the memory of 
processing is performed through a background processing online subsystem into respective the memory of the 
without stopping the operation of an operating system of the online subsystem and the memory of the offline sub 
fault tolerant server , system . 
wherein the data detection unit performs a first - time 10 . The memory data copy method according to claim 9 , 

checksum calculation prior to the entire copy process - 50 50 wherein the data is not copied to a storage device other than 
the memory of the offline subsystem and the memory of the ing , and subsequently , after starting the entire copy 

processing by the entire copy unit , and online subsystem constituting a duplex system . 
wherein the entire copy unit performs the entire copy 11 . The memory data copy method according to claim 9 , 

processing for copying all pages in the memory of the wherein the entire copy processing is performed through a 
online subsystem into the offline subsystem after fin - 55 background processing without stopping the operation of an 
ishing of the first - time checksum calculation by the operating system of the fault tolerant server , 

data detection unit . wherein a first - time checksum calculation is performed 
9 . A memory data copy method for a fault tolerant server prior to the entire copy processing , and subsequently , 

configured to duplicate information processing by an online after starting the entire copy processing , and 
subsystem including a processor and a memory and an 60 nd an 60 wherein the entire copy processing is performed for 
offline subsystem including a processor and a memory , the copying all pages in the memory of the online subsys 
method comprising : tem into the offline subsystem after finishing of the 

executing entire copy processing for copying all data first - time checksum calculation . 
being stored in the memory of the online subsystem * * * * * 


