a2 United States Patent

Lemay et al.

US009785340B2

US 9,785,340 B2
Oct. 10, 2017

(10) Patent No.:
45) Date of Patent:

(54)

(71)
(72)

(73)

")

@
(22)

(65)

(63)

(1)

(52)

SYSTEMS AND METHODS FOR
EFFICIENTLY NAVIGATING BETWEEN
APPLICATIONS WITH LINKED CONTENT
ON AN ELECTRONIC DEVICE WITH A
TOUCH-SENSITIVE DISPLAY

Applicant: Apple Inc., Cupertino, CA (US)

Inventors: Stephen O. Lemay, San Francisco, CA
(US); Christopher P. Foss, San
Francisco, CA (US); Woo-Ram Lee,
Sunnyvale, CA (US); Lawrence Y.
Yang, San Francisco, CA (US); Caelan
G. Stack, San Francisco, CA (US)

Assignee:  APPLE INC., Cupertino, CA (US)

Notice: Subject to any disclaimer, the term of this

patent is extended or adjusted under 35
U.S.C. 154(b) by 0 days.

Appl. No.: 14/738,672
Filed: Jun. 12, 2015

Prior Publication Data

US 2015/0363066 Al Dec. 17, 2015

Related U.S. Application Data

Continuation-in-part of application No. 14/732,618,
filed on Jun. 5, 2015.

(Continued)
Int. CL.
GOG6F 3/0488 (2013.01)
GO6F 3/048 (2013.01)
(Continued)
U.S. CL
CPC .......... GO6F 3/0488 (2013.01); GOGF 3/0416

(2013.01); GOGF 3/04842 (2013.01); GO6F
3/04883 (2013.01)

Promote Affordance 422

(58) Field of Classification Search
CPC . GO6F 3/01; GO6F 3/033; GOGF 3/048; GOGF
3/0481; GOGF 3/04812;

(Continued)

(56) References Cited

U.S. PATENT DOCUMENTS

8,508,759 B2* 82013 Urakawa ............ HO4L 67/36
345/156
2/2015 Igeta ..o GOG6F 3/0481

715/769

8,959,446 B2 *
(Continued)

FOREIGN PATENT DOCUMENTS

EP 2 241 963 Al
EP 2 662 761 Al
JP 2003-209609

10/2010
11/2013
7/2003

OTHER PUBLICATIONS

Search Report and Written Opinion, dated Oct. 27, 2015, received
in International Patent Application No. PCT/US2015/035675,
which corresponds with U.S. Appl. No. 14/738,672, 10 pages.

(Continued)

Primary Examiner — Kent Chang

Assistant Examiner — William Lu

(74) Attorney, Agent, or Firm — Morgan, Lewis &
Bockius LLP

(57) ABSTRACT

Systems and methods for efficiently navigating between
applications with linked content on a touch-sensitive display
(“TSD”) are disclosed herein. In one aspect, the method
includes displaying, in a full-screen mode on the TSD, a first
application including a first selectable user interface (“UT”)
element associated with a second application. The method
further includes detecting a selection of the first selectable
user interface element and, in response thereto: (i) display-
ing the second application, including a second selectable Ul
element, in a predefined portion of the TSD and (ii) dis-
playing a first indication corresponding to the first applica-
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tion in an additional portion of the TSD. The method also
includes detecting a selection of the second selectable Ul
element and, in response thereto: (i) displaying the third
application in the predefined portion of the TSD and (ii)
displaying a second indication corresponding to the second
application in the additional portion of the TSD.
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1100

Display, in a full-screen mode on a touch-sensitive display of an — 1102
electronic device, a first application including a first selectable user
interface element associated with a second application

v

Detect a selection of the first selectable user interface element r 1104
In response to detecting the selection of the first selectable user — 11006

interface element:

Display the second application, including a second selectable user |— 1108
interface element corresponding to a third application, in a
predefined portion of the touch-sensitive display

{  Displaying the second application includes reducing a 7 1110
| display size of the first application such that the first |
| application appears to move backwards, relative to a user |
|_of the slectronio device, within the touch-sensitive display |
|  Displaying the second application includes sliding the e
{  second application in a first direction on to the touch- |
!
!

L~ 1112

sensitive display until the second application occupies the |
predefined portion of the touch-sensitive display. |

i | Sliding the second application on to the touch-  L_L—"T 1114
| ! sensitive display includes sliding the second b

I L application over the displayed first application : |
{

- — — o— — — — — S~ — — — S~ — S~ - o e e e o

Figure 11A
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11

law)

In response to detecting the selection of the first selectable user
interface element:

Display a first indication corresponding to the first application in an -1 1116
additional portion of the touch-sensitive display that is distinct from
and adjacent to the predefined portion

A combination of the predefined portion and the additional 1 1118

portion occupy substantially all of the touch-sensitive
display

| The additional portion is between an edge of the touch-

| sensitive display and the predefined portion |

mn  mmmme  mmmme  mmmen  mmen  smmme e e omeme  mmmen  smmen  mmmn  smmmm  mmem mmem  memmt ammmn smeme smeme s—— o———. oo -

1 1124

| The additional portion has a width that is substantially the k—
| same as the width of the predefined portion and further !
| wherein the additional portion has a height that is |
| substantially less than the height of the predefined portion |

S — — — — — — — — — — — — o—— o——— ——— —— w— w— o— on— ol

L1 1126

—_——_—e,—— —_—— — —_— —_— — —_— —_— —_— —_— —_— —_— —_— —_— —_— —_— —_——_— —

1" 1120

—_——_—— —_— —- —- — —_— —_— —_— —_— —_— —_— —_— —_— —_— —_——_— —_——_— —_——_——

| Dlsplaymg the first indication includes determining a visual L4 1122
| appearance for the first indication based on a physical !
| characteristic of the touch-sensitive display and displaying |
| the first indication with the determined visual appearance l

o - — — — o——— ooo—- — —— ——— ——— ——— oo— —— w—— —— w— - - - - w— -

Figure 11B
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1100

Detect a selection of the second selectable user interface element I’ 1128

Y

In response to detecting the selection of the second selectable user
interface element:

Display the third application in the predefined portion of the touch- —1 1132
sensitive display

e o e e e
|

Displaying the third application includes reducing a display b
] size of the second application such that the second
| application appears to move backwards, relative to a user |
j of the electronic device, within the touch-sensitive disp!ay_}

1 1134

Displaying the third application includes sliding the third L1 1136

!

| application in a first direction on to the touch-sensitive '
| display until the third application occupies the predefined |
| portion of the touch-sensitive display :
| | Sliding the third application on to the touch-sensitive ~—+" | 1138
! | display includes sliding the third application over the by

i displayed second application ’

I

Figure 11C
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1100

in response to detecting the selection of the second selectable user
interface element:

Display a second indication corresponding to the second —1 1140
application in the additional portion
A combination of the predefined portion and the additional 1 1142
portion occupy substantially all of the touch-sensitive
display
——————————————————————— L1 1144

| The second indication includes an arrow affordance b
| pointing in a direction opposite to the first direction |

T T T 1146
| Displaying the second indication includes determininga [~ |
I visual appearance for the second indication basedona |
| physical characteristic of the touch-sensitive display and |
| displaying the second indication with the determined visual |
!

appearance i
b e o v - —— — — — —— o—— —— o - o o it i i i s
e Y
Lo Detect a @ughmwtﬁiﬁvzszc@d_mgic_aﬁgn _____ 1148
I

{ In response to detecting the touch input at the second indication, slide b~ 1150
] the third application off of the touch-sensitive dispiay in a second

{ direction, opposite to the first direction, until the third application is no |

] fonger visible on the touch-sensitive display !

ENR Vo e

mmmm e mmmn mmmm mmmm amme e [P, v mmmm ammm mmme ammme e U —

Revealing the second application | ' Revealing the second application |
! includes increasing the display size of | includes (i) increasing the display |
' the second application until the i size of the second application until |
' second application is again displayed | the second application occupies the |
' in the full-screen mode, such that | predefined portion and (i) re- |
! increasing the display size of the | displaying the first indication I
' second application creates an | corresponding to the first |
! appearance that the second | application in the additional portion |
I application is moving, within the touch-|{
' sensitive display, towards the user of |
! the electronic device |

Figure 11D
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Electronic device

,/ 1300

Display unit L _ 7 J
1301

— — — — — — — — — —

I | 1309 |

b o o o e ot e o e Py

Touch-sensitive |” T T T
surface unit > Sliding unit |
1303 | 1311 |
uuuuuuuuu -

| 1313 |

L e e o
————————— =1
| Revealing unit |
| 1315 |
b e e o
_________ =1
| Increasing unit |
| 1317 |
L e e -
--------- -~
| Re-displaying unit |
| 1319 (
L __ 2
“““““““““ -1
| Determining unit |
| 1321 |
L e e »
“““““““““ ot ]
| Ceasing unit |
| 1323 |
L o

Figure 13
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Electronic device

/ 1400

Processing unit 1405
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SYSTEMS AND METHODS FOR
EFFICIENTLY NAVIGATING BETWEEN
APPLICATIONS WITH LINKED CONTENT
ON AN ELECTRONIC DEVICE WITH A
TOUCH-SENSITIVE DISPLAY

RELATED APPLICATIONS

This application claims priority to U.S. Provisional Patent
Application No. 62/171,987, filed Jun. 5, 2015, which is
hereby incorporated by reference in its entirety. This appli-
cation is also a continuation-in-part of U.S. patent applica-
tion Ser. No. 14/732,618, filed Jun. 5, 2015, which claims
priority to U.S. Provisional Application No. 62/165,171,
filed May 21, 2015, to U.S. Provisional Application No.
62/108,990, filed Jan. 28, 2015, and to U.S. Provisional
Application No. 62/011,531, filed Jun. 12, 2014, each of
which is hereby incorporated by reference in its entirety.

TECHNICAL FIELD

The embodiments disclosed herein generally relate to
electronic devices with touch-sensitive displays and, more
specifically, to systems and methods for efficiently navigat-
ing between applications.

BACKGROUND

Handheld electronic devices with touch-sensitive displays
are ubiquitous. While these devices were originally designed
for information consumption (e.g., web-browsing) and com-
munication (e.g., email), they are rapidly replacing desktop
and laptop computers as users’ primary computing devices.
Desktop and laptop computers, however, provide users with
interfaces for multitasking across applications (e.g., sending
an email using an email application while also browsing the
web using a web browser application). While there has been
tremendous growth of new features and applications avail-
able for handheld electronic devices, the ability to multitask
and easily navigate between applications on handheld elec-
tronic devices requires entirely different input mechanisms
than those of desktop or laptop computers.

Moreover, the need for navigating between applications is
particularly challenging on handheld electronic devices, as
they typically have smaller screens than traditional desktop
and laptop computers. Some conventional handheld elec-
tronic devices attempt to address this need by recreating the
desktop computer interface on the handheld electronic
device. These attempted solutions, however, fail to take into
account: (i) the significant differences in screen size between
desktop computers and handled electronic devices and (ii)
the significant differences between keyboard and mouse
interaction of desktop computers and those of touch and
gesture inputs of handled electronic devices with touch-
sensitive displays. Other attempted solutions require com-
plex input sequences and menu hierarchies that are even less
user-friendly than those provided on desktop or laptop
computers. As such, it is desirable to provide an intuitive
system and method for navigating between applications with
linked content on an electronic device with a touch-sensitive
display.

SUMMARY

Accordingly, the present disclosure provides electronic
devices with faster, more efficient methods and interfaces for
navigating between applications with linked content on an
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electronic device with a touch-sensitive display. Such meth-
ods and interfaces optionally complement or replace con-
ventional methods for navigating between applications with
linked content on an electronic device with a touch-sensitive
display. Such methods and interfaces reduce the cognitive
burden on a user and produce a more efficient human-
machine interface. Further, such methods conserve power,
reduce unnecessary/extraneous/repetitive inputs, and poten-
tially reduce memory usage. For battery-operated devices,
such methods and interfaces conserve battery power and
increase the time between battery charges. Moreover, such
methods and interfaces help to extend the life of the touch-
sensitive display by requiring a fewer number of touch
inputs.

The above deficiencies and other problems associated
with user interfaces for electronic devices with touch-sen-
sitive surfaces are addressed by the disclosed devices. In
some embodiments, the device is a desktop computer. In
some embodiments, the device is portable (e.g., a notebook
computer, tablet computer, or handheld device). In some
embodiments, the device has a touchpad. In some embodi-
ments, the device has a touch-sensitive display (also known
as a “touch screen” or “touch-screen display”). In some
embodiments, the device has a graphical user interface
(GUI), one or more processors, memory and one or more
modules, programs or sets of instructions stored in the
memory for performing multiple functions. In some embodi-
ments, the user interacts with the GUI primarily through
stylus and/or finger contacts and gestures on the touch-
sensitive surface. In some embodiments, the functions
optionally include image editing, drawing, presenting, word
processing, website creating, disk authoring, spreadsheet
making, game playing, telephoning, video conferencing,
e-mailing, instant messaging, fitness support, digital pho-
tography, digital video, web browsing, digital music, and/or
digital video playing. Executable instructions for performing
these functions are, optionally, included in a non-transitory
computer-readable storage medium or other computer pro-
gram product configured for execution by one or more
processors.

(A1) In accordance with some embodiments, a method is
performed at an electronic device (e.g., portable multifunc-
tion device 100, FIG. 1A) with a touch-sensitive display
(touch screen 112, FIG. 1C). The method includes: display-
ing, in a full-screen mode on the touch-sensitive display, a
first application including a first selectable user interface
element associated with a second application. The method
further includes: detecting a selection of the first selectable
user interface element. In response to detecting the selection
of the first selectable user interface element, the method
includes: (i) displaying the second application, including a
second selectable user interface element, in a predefined
portion of the touch-sensitive display, and (ii) displaying a
first indication corresponding to the first application in an
additional portion of the touch-sensitive display that is
distinct from and adjacent to the predefined portion, wherein
a combination of the predefined portion and the additional
portion occupy substantially all of the touch-sensitive dis-
play. The method also includes: detecting a selection of the
second selectable user interface element. In response to
detecting the selection of the second selectable user interface
element, the method includes: (i) displaying the third appli-
cation in the predefined portion of the touch-sensitive dis-
play and (ii) displaying a second indication corresponding to
the second application in the additional portion of the
touch-sensitive display, wherein the combination of the
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predefined portion and the additional portion occupy sub-
stantially all of the touch-sensitive display.

(A2) In some embodiments of the method of A1, display-
ing the second application in the predefined portion includes
sliding the second application in a first direction on to the
touch-sensitive display until the second application occupies
the predefined portion of the touch-sensitive display.

(A3) In some embodiments of the method of A2, sliding
the second application on to the touch-sensitive display
includes sliding the second application over the displayed
first application.

(A4) In some embodiments of the method of any one of
A2 or A3, the method further includes: before sliding the
second application on to the touch-sensitive display, reduc-
ing a display size of the first application such that the first
application appears to move backwards, relative to a user of
the electronic device, within the touch-sensitive display.

(AS) In some embodiments of the method of any one of
Al-A4, displaying the third application in the predefined
portion includes sliding the third application in a first
direction on to the touch-sensitive display until the third
application occupies the predefined portion of the touch-
sensitive display.

(A6) In some embodiments of the method of AS, sliding
the third application on to the touch-sensitive display
includes sliding the third application over the displayed
second application.

(A7) In some embodiments of the method of any one of
AS or A6, the method further includes: before sliding the
third application on to the touch-sensitive display, reducing
a display size of the second application such that the second
application appears to move backwards, relative to a user of
the electronic device, within the touch-sensitive display.

(A8) In some embodiments of the method of any one of
A2-A7, the method further includes: detecting a touch input
at the second indication. In response to detecting the touch
input at the second indication, the method includes: sliding
the third application off of the touch-sensitive display in a
second direction, opposite to the first direction, until the
third application is no longer visible on the touch-sensitive
display.

(A9) In some embodiments of the method of A8, sliding
the third application off of the touch-sensitive display
includes revealing, as the third application slides off of the
touch-sensitive display, the second application having the
reduced display size.

(A10) In some embodiments of the method of A9, reveal-
ing the second application includes increasing the display
size of the second application until the second application is
again displayed in the full-screen mode, such that increasing
the display size of the second application creates an appear-
ance that the second application is moving, within the
touch-sensitive display, towards the user of the electronic
device.

(A11) In some embodiments of the method of A9, reveal-
ing the second application includes (i) increasing the display
size of the second application until the second application
occupies the predefined portion and (ii) re-displaying the
first indication corresponding to the first application in the
additional portion.

(A12) In some embodiments of the method of any one of
Al-All, the first and second indications include an arrow
affordance pointing in a direction opposite to the first
direction.

(A13) In some embodiments of the method of any one of
Al-A12, displaying the first indication and displaying the
second indication include determining a visual appearance
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for the first indication and the second indication, respec-
tively, based on a physical characteristic of the touch-
sensitive display and displaying the first indication and the
second indication, respectively, with the determined visual
appearance.

(A14) In some embodiments of the method of any one of
Al1-A13, the method further includes: ceasing to display the
first indication and/or the second indication after a pre-
defined period of time in which no user input is detected at
the additional portion.

(A15) In some embodiments of the method of any one of
Al-Al4, the additional portion is between an edge of the
touch-sensitive display and the predefined portion.

(A16) In some embodiments of the method of any one of
A1-A1S5, the additional portion has a width that is substan-
tially the same as the width of the predefined portion and
further wherein the additional portion has a height that is
substantially less than the height of the predefined portion.

(A17) In another aspect, an electronic device is provided.
In some embodiments, the electronic device includes: a
touch-sensitive display, one or more processors, and
memory storing one or more programs, which when
executed by the one or more processors cause the electronic
device to perform the method described in any one of
Al-Ale6.

(A18) In yet another aspect, an electronic device is
provided and the electronic device includes: a touch-sensi-
tive display and means for performing the method described
in any one of A1-A16.

(A19) In still another aspect, a computer-readable storage
medium (e.g., a non-transitory computer readable storage
medium, or alternatively, a transitory computer readable
storage medium) is provided. The computer-readable stor-
age medium stores executable instructions that, when
executed by an electronic device with a touch-sensitive
display, cause the electronic device to perform the method
described in any one of A1-A16.

(A20) In still one more aspect, a graphical user interface
on an electronic device with a touch-sensitive display is
provided. In some embodiments, the graphical user interface
includes user interfaces displayed in accordance with the
method described in any one of A1-A16.

(A21) In one additional aspect, an electronic device (with
references to the electronic device 1300, FIG. 13) is pro-
vided that includes a display unit (e.g., display unit 1301), a
touch-sensitive surface unit (e.g., touch-sensitive surface
unit 1303), and a processing unit (e.g., processing unit 1305)
coupled with the touch-sensitive surface unit and the display
unit. In some embodiments, the display unit 1301 and the
touch-sensitive surface unit 1303 are integrated in a single
touch-sensitive display unit (referred to herein interchange-
ably as a touch-sensitive display and touch-sensitive display
unit). In some embodiments, the processing unit includes a
displaying unit (e.g., displaying unit 1307), a detecting unit
(e.g., detecting unit 1309), a sliding unit (e.g., sliding unit
1311), a reducing unit (e.g., reducing unit 1313), a revealing
unit (e.g., revealing unit 1315), an increasing unit (e.g.,
increasing unit 1317), a re-displaying unit (e.g., re-display-
ing unit 1319), a determining unit (e.g., determining unit
1321), and a ceasing unit (e.g., ceasing unit 1323). The
processing unit is configured to: display (e.g., with the
displaying unit 1307 and/or the touch-sensitive display unit),
in a full-screen mode on the touch-sensitive display unit, a
first application including a first selectable user interface
element associated with a second application; detect (e.g.,
with the detecting unit 1309) a selection of the first select-
able user interface element. In response to detecting the



US 9,785,340 B2

5

selection of the first selectable user interface element, the
processing unit is configured to: (i) display (e.g., with the
displaying unit 1307 and/or the touch-sensitive display unit)
the second application, including a second selectable user
interface element, in a predefined portion of the touch-
sensitive display unit and (ii) display (e.g., with the display-
ing unit 1307 and/or the touch-sensitive display unit) a first
indication corresponding to the first application in an addi-
tional portion of the touch-sensitive display unit that is
distinct from and adjacent to the predefined portion, wherein
a combination of the predefined portion and the additional
portion occupy substantially all of the touch-sensitive dis-
play unit. The processing unit is further configured to: detect
(e.g., with the detecting unit 1309) a selection of the second
selectable user interface element. In response to detecting
the selection of the second selectable user interface element,
the processing unit is configured to: (i) display (e.g., with the
displaying unit 1307 and/or the touch-sensitive display unit)
the third application in the predefined portion of the touch-
sensitive display unit and (ii) display (e.g., with the display-
ing unit 1307 and/or the touch-sensitive display unit) a
second indication corresponding to the second application in
the additional portion of the touch-sensitive display unit, the
combination of the predefined portion and the additional
portion occupying substantially all of the touch-sensitive
display unit.

(A22) In some embodiments of the electronic device of
A21, displaying the second application in the predefined
portion includes sliding (e.g., with the sliding unit 1311) the
second application in a first direction on to the touch-
sensitive display unit until the second application occupies
the predefined portion of the touch-sensitive display unit.

(A23) In some embodiments of the electronic device of
A22, sliding the second application on to the touch-sensitive
display unit includes sliding (e.g., with the sliding unit 1311)
the second application over the displayed first application.

(A24) In some embodiments of the electronic device of
any one of A22 or A23, the processing unit is further
configured to: before sliding the second application on to the
touch-sensitive display unit, reduce (e.g., with the reducing
unit 1313) a display size of the first application such that the
first application appears to move backwards, relative to a
user of the electronic device, within the touch-sensitive
display unit.

(A25) In some embodiments of the electronic device of
any one of A21-A24, displaying the third application in the
predefined portion includes sliding (e.g., with the sliding
unit 1311) the third application in a first direction on to the
touch-sensitive display unit until the third application occu-
pies the predefined portion of the touch-sensitive display
unit.

(A26) In some embodiments of the electronic device of
A25, sliding the third application on to the touch-sensitive
display unit includes sliding (e.g., with the sliding unit 1311)
the third application over the displayed second application.

(A27) In some embodiments of the electronic device of
any one of A25 or A26, the processing unit is further
configured to: before sliding the third application on to the
touch-sensitive display unit, reduce (e.g., with the reducing
unit 1313) a display size of the second application such that
the second application appears to move backwards, relative
to a user of the electronic device, within the touch-sensitive
display unit.

(A28) In some embodiments of the electronic device of
any one of A22-A27, the processing unit is further config-
ured to: detect (e.g., with the detecting unit 1309) a touch
input at the second indication. In response to detecting the
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touch input at the second indication, the processing unit is
configured to: slide (e.g., with the sliding unit 1311) the third
application off of the touch-sensitive display unit in a second
direction, opposite to the first direction, until the third
application is no longer visible on the touch-sensitive dis-
play unit.

(A29) In some embodiments of the electronic device of
A28, sliding the third application off of the touch-sensitive
display unit includes revealing (e.g., with the revealing unit
1315), as the third application slides off of the touch-
sensitive display unit, the second application having the
reduced display size.

(A30) In some embodiments of the electronic device of
A29, revealing the second application includes increasing
(e.g., with the increasing unit 1317) the display size of the
second application until the second application is again
displayed in the full-screen mode, such that increasing the
display size of the second application creates an appearance
that the second application is moving, within the touch-
sensitive display unit, towards the user of the electronic
device.

(A31) In some embodiments of the electronic device of
A29, revealing the second application includes (i) increasing
(e.g., with the increasing unit 1317) the display size of the
second application until the second application occupies the
predefined portion and (ii) re-displaying (e.g., with the
re-displaying unit 1319) the first indication corresponding to
the first application in the additional portion.

(A32) In some embodiments of the electronic device of
any one of A21-A31, the first and second indications include
an arrow affordance pointing in a direction opposite to the
first direction.

(A33) In some embodiments of the electronic device of
any one of A21-A32, displaying the first indication and
displaying the second indication include determining (e.g.,
with the determining unit 1321) a visual appearance for the
first indication and the second indication, respectively, based
on a physical characteristic of the touch-sensitive display
unit and displaying (e.g., with the displaying unit 1307 and
the touch-sensitive surface unit) the first indication and the
second indication, respectively, with the determined visual
appearance.

(A34) In some embodiments of the electronic device of
any one of A1-A33, the processing unit is further configured
to: cease (e.g., with the ceasing unit 1323) to display the first
indication and/or the second indication after a predefined
period of time in which no user input is detected at the
additional portion.

(A35) In some embodiments of the electronic device of
any one of A21-A34, the additional portion is between an
edge of the touch-sensitive display unit and the predefined
portion.

(A36) In some embodiments of the electronic device of
any one of A21-A35, the additional portion has a width that
is substantially the same as the width of the predefined
portion and further wherein the additional portion has a
height that is substantially less than the height of the
predefined portion.

(B1) In accordance with some embodiments, a method is
performed at an electronic device (e.g., portable multifunc-
tion device 100, FIG. 1A) with a touch-sensitive display
(touch screen 112, FIG. 1C). The method includes: display-
ing, in a full-screen mode on the touch-sensitive display, a
first application including a selectable user interface element
associated with a second application. The method further
includes: detecting a selection of the selectable user inter-
face element. In response to detecting the selection of the
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selectable user interface element, the method includes: (i)
displaying the second application, including content corre-
sponding to the selectable user interface element, in a
predefined portion of the touch-sensitive display and (ii)
displaying the first application in an additional portion,
distinct from the predefined portion, between an edge of the
touch-sensitive display and the predefined portion, such that
a combination of the predefined portion and the additional
portion occupy substantially all of the touch-sensitive dis-
play.

(B2) In some embodiments of the method of B1, display-
ing the second application in the predefined portion includes
sliding the second application on to the touch-sensitive
display in a first direction over the displayed first application
until the second application occupies the predefined portion
and the first application remains visible in the additional
portion.

(B3) In some embodiments of the method of any one of
B1-B2, the additional portion includes a pin affordance that,
when selected, causes the electronic device to pin the second
application next to the first application on the touch-sensi-
tive display.

(B4) In some embodiments of the method of any one of
B1-B3, the additional portion includes a promote affordance
that, when selected, causes the electronic device to display
the second application in the full-screen mode.

(B5) In some embodiments of the method of any one of
B3-B4, the method further includes: detecting a selection of
the pin affordance. In response to detecting the selection of
the pin affordance, the method includes: resizing the first and
second applications to each occupy approximately 50% of
the touch-sensitive display.

(B6) In some embodiments of the method of BS, the first
application includes an additional selectable user interface
element associated with a third application and the method
further includes: detecting a selection of the additional
selectable user interface element. In response to detecting
the selection of the additional selectable user interface
element, the method includes: displaying the third applica-
tion in the space previously occupied by the first application.

(B7) In some embodiments of the method of BS5, the
second application includes an additional selectable user
interface element associated with a third application and the
method further includes: detecting a selection of the addi-
tional selectable user interface element. In response to
detecting the selection of the additional selectable user
interface element, the method includes: (i) continuing to
display the second application, (ii) ceasing to display the
first application, and (iii) displaying the third application in
the space previously occupied by the first application.

(B8) In some embodiments of the method of any one of
B1-B4, the second application includes an additional select-
able user interface element associated with a third applica-
tion and the method further includes: detecting a selection of
the additional selectable user interface element. In response
to detecting the selection of the additional selectable user
interface element, the method includes: (i) ceasing to display
the second application, (ii) displaying the third application,
including content corresponding to the additional selectable
user interface element, in the predefined portion of the
touch-sensitive display, and (iii) continuing to display the
first application in the additional portion between the edge of
the touch-sensitive display and the predefined portion, such
that the combination of the predefined portion and the
additional portion occupy substantially all of the touch-
sensitive display.
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(B9) In some embodiments of the method of any one of
B1-B4, the second application includes an additional select-
able user interface element associated with a third applica-
tion and the method further includes: detecting a selection of
the additional selectable user interface element. In response
to detecting the selection of the additional selectable user
interface element, the method includes: (i) ceasing to display
the first application, (ii) displaying the third application,
including content corresponding to the additional selectable
user interface element, in the predefined portion of the
touch-sensitive display, and (iii) displaying the second appli-
cation in the additional portion between the edge of the
touch-sensitive display and the predefined portion, such that
the combination of the predefined portion and the additional
portion occupy substantially all of the touch-sensitive dis-
play.

(B10) In some embodiments of the method of any one of
B1-B4, the second application includes an additional select-
able user interface element associated with a third applica-
tion and the method further includes: detecting a selection of
the additional selectable user interface element. In response
to detecting the selection of the additional selectable user
interface element, the method includes: (i) displaying the
third application, including content corresponding to the
additional selectable user interface element, in the pre-
defined portion of the touch-sensitive display, (ii) displaying
the first application in a first sub-portion of the additional
portion between the edge of the touch-sensitive display and
a second sub-portion of the additional portion, and (iii)
displaying the second application in the second sub-portion
of the additional portion, such that a combination of the
predefined portion, the first sub-portion of the additional
portion, and the second sub-portion of the additional portion
occupy substantially all of the touch-sensitive display.

(B11) In some embodiments of the method of B10, the
method further includes: detecting a contact over the second
sub-portion of the additional portion. While detecting the
contact over the second sub-portion of the additional por-
tion, the method includes: increasing a size of the additional
portion, such that more of the first and second applications
is visible on the touch-sensitive display.

(B12) In some embodiments of the method of B11, the
method further includes: after increasing the size of the
additional portion, detecting a gesture dragging the second
sub-portion of the additional portion towards the predefined
portion and detecting lift off of the gesture at the predefined
portion. In response to detecting lift off of the gesture at the
predefined portion, the method includes: (i) displaying the
second application in the predefined portion, (ii) continuing
to display the first application in the first sub-portion of the
additional portion, and (iii) displaying the third application
in the second sub-portion of the additional portion.

(B13) In some embodiments of the method of B11, the
method further includes: after increasing the size of the
additional portion and the second additional portion, detect-
ing a gesture dragging the second additional portion towards
the predefined portion and detecting lift off of the gesture at
the predefined portion. In response to detecting lift off of the
gesture at the predefined portion, the method includes:
displaying the second application in the full-screen mode.

(B14) In some embodiments of the method of any one of
B1-B13, the selectable user interface element associated
with the second application is a notification displayed on top
of the first application.

(B15) In some embodiments of the method of any one of
B1-B4 and B8, the method further includes: detecting a
contact at the additional portion. In response to detecting the
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contact at the additional portion, the method includes: ceas-
ing to display the second application and display the first
application in the full-screen mode.

(B16) In some embodiments of the method of B15,
ceasing to display the second application includes sliding the
second application off of the touch-sensitive display in a
second direction, opposite the first direction.

(B17) In some embodiments of the method of B1, the
predefined portion of the touch-sensitive display is a central
portion of the touch-sensitive display and the additional
portion surrounds the central portion.

(B18) In some embodiments of the method of B17,
displaying the second application in the predefined portion
includes displaying an additional selectable user interface
element associated with a third application and the method
further includes: detecting a selection of the additional
selectable user interface element. In response to detecting
the selection of the additional selectable user interface
element, the method includes: (i) sliding the second appli-
cation in a first direction towards the edge of the touch-
sensitive display, (ii) sliding the third application in the first
direction on to the touch-sensitive display, such that the third
application is displayed in the predefined portion and the
second application remains visible next to the displayed
third application, and (iii) continuing to display the first
application in the additional portion.

(B19) In some embodiments of the method of B18, the
method further includes: detecting a contact at the second
application. In response to detecting the contact at the
second application: (i) sliding the second application in a
second direction, opposite the first direction, until the second
application again occupies that predefined portion, (ii) dis-
playing the third application in the space previously occu-
pied by the second application, and (iii) continuing to
display the first application in the additional portion.

(B20) In some embodiments of the method of B18, the
method further includes: detecting a contact at the second
application. In response to detecting the contact at the
second application, the method includes: displaying the
second application in the full-screen mode.

(B21) In some embodiments of the method of B1, the
method further includes: detecting a dragging gesture at a
border between the predefined portion and the additional
portion that moves the border to a predetermined location on
the touch-sensitive display. Upon determining that the drag-
ging gesture has moved the border to the predetermined
location, the method includes: resizing the first and second
applications to each occupy approximately 50% of the
touch-sensitive display.

(B22) In some embodiments of the method of B1, the
method further includes: detecting a dragging gesture on top
of the second application. In accordance with a determina-
tion that the dragging gesture has reached within a prede-
termined distance of a second edge, opposite the edge, of the
touch-sensitive display, the method includes: displaying an
application selector with a plurality of selectable affordances
corresponding to applications available on the electronic
device. The method further includes: detecting lift off of the
dragging gesture over the application selector. In response to
detecting the lift off of the dragging gesture, the method
includes: (i) displaying the second application in the space
previously occupied by the application selector and (ii)
displaying the first application in a remaining portion of the
touch-sensitive display.

(B23) In some embodiments of the method of B22, the
second application is displayed with an additional selectable
user interface element associated with a third application
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and the method further includes: detecting a selection of the
additional selectable user interface element. In response to
detecting the selection of the additional selectable user
interface element, the method includes: (i) ceasing to display
the second application, (ii) displaying the third application
in the predefined portion, and (iii) displaying the first
application in the additional portion.

(B24) In some embodiments of the method of B23, the
method further includes: detecting a swipe gesture moving
from the second edge of the touch-sensitive display towards
the edge of the touch-sensitive display. In response to
detecting the swipe gesture, the method includes: (i) ceasing
to display the first application, (ii) displaying the second
application overlaying the third application, and (iii) dim-
ming the third application.

(B25) In some embodiments of the method of B24, the
method further includes: detecting a contact within the
dimmed third application. In response to detecting the
contact, the method includes: (i) ceasing to display the
second application, (ii) displaying the third application in
the predefined portion, and (iii) displaying the first applica-
tion in the additional portion.

(B26) In another aspect, an electronic device is provided.
In some embodiments, the electronic device includes: a
touch-sensitive display, one or more processors, and
memory storing one or more programs, which when
executed by the one or more processors cause the electronic
device to perform the method described in any one of
B1-B25.

(B27) In yet another aspect, an electronic device is
provided and the electronic device includes: a touch-sensi-
tive display and means for performing the method described
in any one of B1-B25.

(B28) In still another aspect, a computer-readable storage
medium (e.g., a non-transitory computer readable storage
medium, or alternatively, a transitory computer readable
storage medium) is provided. The computer-readable stor-
age medium stores executable instructions that, when
executed by an electronic device with a touch-sensitive
display, cause the electronic device to perform the method
described in any one of B1-B25.

(B29) In still one more aspect, a graphical user interface
on an electronic device with a touch-sensitive display is
provided. In some embodiments, the graphical user interface
includes user interfaces displayed in accordance with the
method described in any one of B1-B25.

(B30) In one additional aspect, an electronic device (with
references to the electronic device 1400, FIG. 14) is pro-
vided that includes a display unit (e.g., display unit 1401), a
touch-sensitive surface unit (e.g., touch-sensitive surface
unit 1403), and a processing unit (e.g., processing unit
1405). The processing unit is coupled with the touch-
sensitive surface unit and the display unit. In some embodi-
ments, the display unit 1401 and the touch-sensitive surface
unit 1403 are integrated in a single touch-sensitive display
unit (referred to herein interchangeably as a touch-sensitive
display and touch-sensitive display unit). In some embodi-
ments, the processing unit includes a displaying unit (e.g.,
displaying unit 1407), a detecting unit (e.g., detecting unit
1409), a sliding unit (e.g., sliding unit 1411), a resizing unit
(e.g., resizing unit 1413), a continuing unit (e.g., continuing
unit 1415), a ceasing unit (e.g., ceasing unit 1417), an
increasing unit (e.g., increasing unit 1419), and a dimming
unit (e.g., dimming unit 1421). The processing unit is
configured to: display (e.g., with the displaying unit 1307
and/or the touch-sensitive surface unit), in a full-screen
mode on the touch-sensitive display unit, a first application
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including a first selectable user interface element associated
with a second application; detect (e.g., with the detecting
unit 1309) a selection of the first selectable user interface
element. In response to detecting the selection of the first
selectable user interface element, the processing is config-
ured to: (i) display (e.g., with the displaying unit 1307 and/or
the touch-sensitive surface unit) the second application,
including content corresponding to the selectable user inter-
face element, in a predefined portion of the touch-sensitive
display unit and (ii) display (e.g., with the displaying unit
1307 and/or the touch-sensitive surface unit) the first appli-
cation in an additional portion, distinct from the predefined
portion, such that a combination of the predefined portion
and the additional portion occupy substantially all of the
touch-sensitive display unit.

(B31) In some embodiments of the electronic device of
B30, displaying the second application in the predefined
portion includes sliding (e.g., with the sliding unit 1411) the
second application on to the touch-sensitive display unit in
a first direction over the displayed first application until the
second application occupies the predefined portion and the
first application remains visible in the additional portion.

(B32) In some embodiments of the electronic device of
any one of B30-B31, the additional portion includes a pin
affordance that, when selected, causes the electronic device
to pin the second application next to the first application on
the touch-sensitive display unit.

(B33) In some embodiments of the electronic device of
any one of B30-B32, the additional portion includes a
promote affordance that, when selected, causes the elec-
tronic device to display the second application in the full-
screen mode.

(B34) In some embodiments of the electronic device of
any one of B32-B33, the processing unit is further config-
ured to: detect (e.g., with the detecting unit 1409) a selection
of the pin affordance. In response to detecting the selection
of the pin affordance, the processing unit is configured to:
resize (e.g., with the resizing unit 1413) the first and second
applications to each occupy approximately 50% of the
touch-sensitive display unit.

(B35) In some embodiments of the electronic device of
B34, the first application includes an additional selectable
user interface element associated with a third application
and the processing unit is further configured to: detect (e.g.,
with the detecting unit 1409) a selection of the additional
selectable user interface element. In response to detecting
the selection of the additional selectable user interface
element, the processing unit is configured to: display (e.g.,
with the displaying unit 1407 and/or the touch-sensitive
surface unit) the third application in the space previously
occupied by the first application.

(B36) In some embodiments of the electronic device of
B34, the second application includes an additional selectable
user interface element associated with a third application
and the processing unit is further configured to: detect (e.g.,
with the detecting unit 1409) a selection of the additional
selectable user interface element. In response to detecting
the selection of the additional selectable user interface
element, the processing unit is configured to: (i) continue
(e.g., with the continuing unit 1415) to display the second
application, (ii) cease (e.g., with the ceasing unit 1417) to
display the first application, and (iii) display (e.g., with the
displaying unit 1407 and/or the touch-sensitive surface unit)
the third application in the space previously occupied by the
first application.

(B37) In some embodiments of the electronic device of
any one of B30-B33, the second application includes an
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additional selectable user interface element associated with
a third application and the processing unit is further config-
ured to: detect (e.g., with the detecting unit 1409) a selection
of the additional selectable user interface element. In
response to detecting the selection of the additional select-
able user interface element, the processing unit is configured
to: (i) cease (e.g., with the ceasing unit 1417) to display the
second application, (ii) display (e.g., with the displaying unit
1407 and/or the touch-sensitive surface unit) the third appli-
cation, including content corresponding to the additional
selectable user interface element, in the predefined portion
of the touch-sensitive display unit, and (iii) continue (e.g.,
with the continuing unit 1415) to display the first application
in the additional portion between the edge of the touch-
sensitive display unit and the predefined portion, such that
the combination of the predefined portion and the additional
portion occupy substantially all of the touch-sensitive dis-
play unit.

(B38) In some embodiments of the electronic device of
any one of B30-B33, the second application includes an
additional selectable user interface element associated with
a third application and the processing unit is further config-
ured to: detect (e.g., with the detecting unit 1409) a selection
of the additional selectable user interface element. In
response to detecting the selection of the additional select-
able user interface element, the processing unit is configured
to: (i) cease (e.g., with the ceasing unit 1417) to display the
first application, (ii) display (e.g., with the displaying unit
1407 and/or the touch-sensitive surface unit) the third appli-
cation, including content corresponding to the additional
selectable user interface element, in the predefined portion
of the touch-sensitive display unit, and (iii) display (e.g.,
with the displaying unit 1407 and/or the touch-sensitive
surface unit) the second application in the additional portion
between the edge of the touch-sensitive display unit and the
predefined portion, such that the combination of the pre-
defined portion and the additional portion occupy substan-
tially all of the touch-sensitive display unit.

(B39) In some embodiments of the electronic device of
any one of B30-B33, the second application includes an
additional selectable user interface element associated with
a third application and the processing unit is further config-
ured to: detect (e.g., with the detecting unit 1409) a selection
of the additional selectable user interface element. In
response to detecting the selection of the additional select-
able user interface element, the processing unit is configured
to: (i) display (e.g., with the displaying unit 1407 and/or the
touch-sensitive surface unit) the third application, including
content corresponding to the additional selectable user inter-
face element, in the predefined portion of the touch-sensitive
display unit, (ii) display (e.g., with the displaying unit 1407
and/or the touch-sensitive surface unit) the first application
in a first sub-portion of the additional portion between the
edge of the touch-sensitive display unit and a second sub-
portion of the additional portion, and (iii) display (e.g., with
the displaying unit 1407 and/or the touch-sensitive surface
unit) the second application in the second sub-portion of the
additional portion, such that a combination of the predefined
portion, the first sub-portion of the additional portion, and
the second sub-portion of the additional portion occupy
substantially all of the touch-sensitive display unit.

(B40) In some embodiments of the electronic device of
B39, the processing unit is further configured to: detect (e.g.,
with the detecting unit 1409) a contact over the second
sub-portion of the additional portion. While detecting the
contact over the second sub-portion of the additional por-
tion, the processing unit is configured to: increase (e.g., with
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the increasing unit 1419) a size of the additional portion,
such that more of the first and second applications is visible
on the touch-sensitive display unit.

(B41) In some embodiments of the electronic device of
B40, the processing unit is further configured to: after
increasing the size of the additional portion, detect (e.g.,
with the detecting unit 1409) a gesture dragging the second
sub-portion of the additional portion towards the predefined
portion and detect (e.g., with the detecting unit 1409) lift off
of the gesture at the predefined portion. In response to
detecting lift off of the gesture at the predefined portion, the
processing unit is configured to: (i) display (e.g., with the
displaying unit 1407 and/or the touch-sensitive display unit)
the second application in the predefined portion, (ii) con-
tinue (e.g., with the continuing unit 1415) to display the first
application in the first sub-portion of the additional portion,
and (iii) display (e.g., with the displaying unit 1407 and/or
the touch-sensitive display unit) the third application in the
second sub-portion of the additional portion.

(B42) In some embodiments of the electronic device of
B40, the processing unit is further configured to: after
increasing the size of the additional portion and the second
additional portion, detect (e.g., with the detecting unit 1409)
a gesture dragging the second additional portion towards the
predefined portion and detecting lift off of the gesture at the
predefined portion. In response to detecting lift off of the
gesture at the predefined portion, the processing unit is
configured to: display (e.g., with the displaying unit 1407
and/or the touch-sensitive display unit) the second applica-
tion in the full-screen mode.

(B43) In some embodiments of the electronic device of
any one of B30-B42, the selectable user interface element
associated with the second application is a notification
displayed on top of the first application.

(B44) In some embodiments of the electronic device of
any one of B30-B33 and B37, the processing unit is further
configured to: detect (e.g., with the detecting unit 1409) a
contact at the additional portion. In response to detecting the
contact at the additional portion, the processing unit is
configured to: cease (e.g., with the ceasing unit 1417) to
display the second application and display the first applica-
tion in the full-screen mode.

(B45) In some embodiments of the electronic device of
B44, ceasing to display the second application includes
sliding (e.g., with the sliding unit 1411) the second appli-
cation off of the touch-sensitive display unit in a second
direction, opposite the first direction.

(B46) In some embodiments of the electronic device of
B30, the predefined portion of the touch-sensitive display
unit is a central portion of the touch-sensitive display unit
and the additional portion surrounds the central portion.

(B47) In some embodiments of the electronic device of
B46, displaying the second application in the predefined
portion includes displaying an additional selectable user
interface element associated with a third application and the
processing unit is further configured to: detect (e.g., with the
detecting unit 1409) a selection of the additional selectable
user interface element. In response to detecting the selection
of the additional selectable user interface element, the pro-
cessing unit is configured to: (i) slide (e.g., with the sliding
unit 1411) the second application in a first direction towards
the edge of the touch-sensitive display unit, (i) slide (e.g.,
with the sliding unit 1411) the third application in the first
direction on to the touch-sensitive display unit, such that the
third application is displayed in the predefined portion and
the second application remains visible next to the displayed
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third application, and (iii) continue (e.g., with the continuing
unit 1415) to display the first application in the additional
portion.

(B48) In some embodiments of the electronic device of
B47, the processing unit is further configured to: detect (e.g.,
with the detecting unit 1409) a contact at the second appli-
cation. In response to detecting the contact at the second
application: (i) slide (e.g., with the sliding unit 1411) the
second application in a second direction, opposite the first
direction, until the second application again occupies that
predefined portion, (ii) display (e.g., with the displaying unit
1407 and/or the touch-sensitive display unit) the third appli-
cation in the space previously occupied by the second
application, and (iii) continue (e.g., with the continuing unit
1415) to display the first application in the additional
portion.

(B49) In some embodiments of the electronic device of
B47, the processing unit is further configured to: detect (e.g.,
with the detecting unit 1409) a contact at the second appli-
cation. In response to detecting the contact at the second
application, the processing unit is configured to: display
(e.g., with the displaying unit 1407 and/or the touch-sensi-
tive display unit) the second application in the full-screen
mode.

(B50) In some embodiments of the electronic device of
B30, the processing unit is further configured to: detect (e.g.,
with the detecting unit 1409) a dragging gesture at a border
between the predefined portion and the additional portion
that moves the border to a predetermined location on the
touch-sensitive display unit. Upon determining that the
dragging gesture has moved the border to the predetermined
location, the processing unit is configured to: resize (e.g.,
with the resizing unit 1413) the first and second applications
to each occupy approximately 50% of the touch-sensitive
display unit.

(B51) In some embodiments of the electronic device of
B30, the processing unit is further configured to: detect (e.g.,
with the detecting unit 1409) a dragging gesture on top of the
second application. In accordance with a determination that
the dragging gesture has reached within a predetermined
distance of a second edge, opposite the edge, of the touch-
sensitive display unit, the processing unit is configured to:
display (e.g., with the displaying unit 1407 and/or the
touch-sensitive display unit) an application selector with a
plurality of selectable affordances corresponding to appli-
cations available on the electronic device. The processing
unit is further configured to: detect (e.g., with the detecting
unit 1409) lift off of the dragging gesture over the applica-
tion selector. In response to detecting the lift off of the
dragging gesture, the processing unit is configured to: (i)
display (e.g., with the displaying unit 1407 and/or the
touch-sensitive display unit) the second application in the
space previously occupied by the application selector and
(i) display (e.g., with the displaying unit 1407 and/or the
touch-sensitive display unit) the first application in a remain-
ing portion of the touch-sensitive display unit.

(B52) In some embodiments of the electronic device of
B51, the second application is displayed with an additional
selectable user interface element associated with a third
application and the processing unit is further configured to:
detect (e.g., with the detecting unit 1409) a selection of the
additional selectable user interface element. In response to
detecting the selection of the additional selectable user
interface element, the processing unit is configured to: (i)
cease (e.g., with the ceasing unit 1417) to display the second
application, (ii) display (e.g., with the displaying unit 1407
and/or the touch-sensitive surface unit) the third application
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in the predefined portion, and (iii) display (e.g., with the
displaying unit 1407 and/or the touch-sensitive surface unit)
the first application in the additional portion.

(B53) In some embodiments of the electronic device of
B52, the processing unit is further configured to: detect (e.g.,
with the detecting unit 1409) a swipe gesture moving from
the second edge of the touch-sensitive display unit towards
the edge of the touch-sensitive display unit. In response to
detecting the swipe gesture, the processing unit is configured
to: (i) cease (e.g., with the ceasing unit 1417) to display the
first application, (ii) display (e.g., with the displaying unit
1407 and/or the touch-sensitive surface unit) the second
application overlaying the third application, and (iii) dim
(e.g., with the dimming unit 1421) the third application.

(B54) In some embodiments of the electronic device of
B53, the processing unit is further configured to: detect a
contact within the dimmed third application. In response to
detecting the contact, the processing unit is configured to: (i)
cease (e.g., with the ceasing unit 1417) to display the second
application, (ii) display (e.g., with the displaying unit 1407
and/or the touch-sensitive surface unit) the third application
in the predefined portion, and (iii) display (e.g., with the
displaying unit 1407 and/or the touch-sensitive surface unit)
the first application in the additional portion.

(C1) In accordance with some embodiments, a method is
performed at an electronic device (e.g., portable multifunc-
tion device 100, FIG. 1A) with a touch-sensitive display
(touch screen 112, FIG. 1C). The method includes: display-
ing a first application on the touch-sensitive display, the first
application including a link to content that when activated
displays the corresponding content; while the first applica-
tion is displayed, detecting an input (e.g., touch gesture on
a data detector) selecting the link; responsive to detecting
the input, continuing to display the first application in a first
portion of the touch-sensitive display (e.g., breadcrumb,
sliver, V5 or V4 of screen) and displaying a second application
including the content corresponding to the link included in
the first application, the second application displayed in a
second portion of the touch-sensitive display that is wider
than the first portion (e.g., % or 34 of screen and, in some
embodiments, the second application overlays the first appli-
cation).

(C2) In some embodiments of the method of Cl, the
method further includes: detecting a contact on the first
application displayed in the first portion of the touch-
sensitive display; in accordance with detecting the contact:
(1) ceasing to display the second application in the second
portion of the touch-sensitive display and (ii) displaying the
first application in an entirety of the touch-sensitive display.

(C3) In some embodiments of the method of Cl, the
method further includes: while the first application is dis-
played in the first portion and the second application is
displayed in the second portion, detecting an input (e.g.,
swipe gesture from edge of touch-sensitive display) to
display an application selector (e.g., mechanism that allows
for selection of application for display in a multi-tasking
view of the device); responsive to detecting the input,
displaying the first application in the first portion of the
touch-sensitive display, displaying the second application in
a third portion that is narrower than the second portion, and
displaying the application selector in a fourth portion of the
touch-sensitive display, the application selector including a
plurality of icons, each icon associated with a corresponding
application; detecting a selection (e.g., a tap) of an icon from
the plurality of icons included in the application selector;
responsive to detecting the selection of the icon: (i) ceasing
to display the application selector in the fourth portion of the
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touch screen display; and (ii) displaying a third application
associated with the selected icon in an entirety of the fourth
portion of the touch-sensitive display, the third application
displayed in the entirety of the fourth portion concurrently
with the display of the first application in the first portion
and the second application in the third portion of the
touch-sensitive display.

(C4) In some embodiments of the method of any one of
C1 or C3, the method further includes: while the first
application is displayed in the first portion and the second
application is displayed in the second portion: (i) detecting
a contact on the first application displayed in the first portion
and on the second application displayed in the second
portion (e.g., on a dividing line between the first application
and second application) and (ii) detecting a continuous
movement of the contact to a location toward a vertical edge
of the touch-sensitive display bordering the second applica-
tion, the continuous movement having a lateral component
without the contact breaking contact with the touch-sensitive
display; responsive to detecting the continuous movement is
greater than a threshold distance (e.g., half the width of the
touch-sensitive display): (i) ceasing to display the second
application in the second portion; (ii) displaying the first
application in a third portion of the touch-sensitive display
that is wider than the first portion and displaying an appli-
cation selector in a fourth portion of the touch-sensitive
display (e.g., a default width such as %4 of the touch screen
display), the application selector including a plurality of
icons, each icon associated with a corresponding application
(e.g., third portion and fourth portion are non-overlapping
and, in some embodiments, the third portion and fourth
portions are horizontally adjacent to one another); detecting
a selection (e.g., a tap) of an icon from the plurality of icons
included in the application selector; responsive to detecting
a selection of the icon: (i) ceasing to display the application
selector in the fourth portion of the touch-sensitive display;
and (i) displaying a third application (e.g., side application)
associated with the selected icon in an entirety of the fourth
portion of the touch-sensitive display (e.g., side application
is displayed in portion of the screen); responsive to detecting
the continuous movement is less than the threshold distance:
displaying a modified width of the first application and a
modified width of the second application in accordance with
the movement of the contact.

(C5) In some embodiments of the method of Cl1, the
method further includes: while the first application is dis-
played in the first portion and the second application is
displayed in the second portion: displaying a notification
over a portion of the first application and over a portion of
the second application; detecting a contact on the notifica-
tion; responsive to detecting the contact: (i) ceasing to
display the first application in the first portion and (ii)
displaying the second application in the first portion of the
touch-sensitive display (e.g., breadcrumb, sliver, %5 or Y4 of
screen) and displaying the notification in the second portion
of the touch-sensitive display that is wider than the first
portion.

(C6) In some embodiments of the method of Cl1, the
method further includes: while the first application is dis-
played in the first portion and the second application is
displayed in the second portion: displaying a notification
over a portion of the first application and over a portion of
the second application; detecting a gesture (e.g., dragging
and dropping the notification on the second portion) to
display the notification in the second portion of the touch-
sensitive display; and responsive to detecting the gesture: (i)
ceasing to display the second application in the second
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portion; and (ii) displaying the notification in the second
portion and displaying the application in the first portion.

(C7) In another aspect, an electronic device is provided.
In some embodiments, the electronic device includes: a
touch-sensitive display, one or more processors, and
memory storing one or more programs, which when
executed by the one or more processors cause the electronic
device to perform the method described in any one of
C1-C6.

(C8) In yet another aspect, an electronic device is pro-
vided and the electronic device includes: a touch-sensitive
display and means for performing the method described in
any one of C1-C6.

(C9) In still another aspect, a computer-readable storage
medium (e.g., a non-transitory computer readable storage
medium, or alternatively, a transitory computer readable
storage medium) is provided. The computer-readable stor-
age medium stores executable instructions that, when
executed by an electronic device with a touch-sensitive
display, cause the electronic device to perform the method
described in any one of C1-C6.

(C10) In still one more aspect, a graphical user interface
on an electronic device with a touch-sensitive display is
provided. In some embodiments, the graphical user interface
includes user interfaces displayed in accordance with the
method described in any one of C1-C6.

(C11) In one additional aspect, an electronic device (with
references to the electronic device 1400, FIG. 14) is pro-
vided that includes a display unit (e.g., display unit 1401), a
touch-sensitive surface unit (e.g., touch-sensitive surface
unit 1403), and a processing unit (e.g., processing unit
1405). The processing unit is coupled with the display unit
and the touch-sensitive surface unit. In some embodiments,
the display unit 1401 and the touch-sensitive surface unit
1403 are integrated in a single touch-sensitive display unit
(referred to herein interchangeably as a touch-sensitive
display and touch-sensitive display unit). The processing
unit includes a displaying unit (e.g., displaying unit 1407),
a detecting unit (e.g., detecting unit 1409), a sliding unit
(e.g., sliding unit 1411), a resizing unit (e.g., resizing unit
1413), a continuing unit (e.g., continuing unit 1415), a
ceasing unit (e.g., ceasing unit 1417), an increasing unit
(e.g., increasing unit 1419), and a dimming unit (e.g.,
dimming unit 1421). The processing unit is configured to:
display (e.g., with the displaying unit 1407) a first applica-
tion on the touch-sensitive display unit, the first application
including a link to content that when activated displays the
corresponding content; while the first application is dis-
played, detect (e.g., with the detecting unit 1409) an input
selecting the link; responsive to detecting the input, continue
(e.g., with the continuing unit 1415) to display the first
application in a first portion of the display unit and display
(e.g., with the displaying unit 1407 and/or the touch-sensi-
tive display unit) a second application including the content
corresponding to the link included in the first application, the
second application displayed in a second portion of the
touch-sensitive display unit that is wider than the first
portion. In some embodiments of the electronic device of
C11, the processing unit (or one or more components
thereof, such as displaying unit 1407, detecting unit 1409,
sliding unit 1411, resizing unit 1413, continuing unit 1415,
ceasing unit 1417, increasing unit 1419, and dimming unit
1421, FIG. 14) is (are) further configured to perform the
method described in any one of C2-C6.

Thus, electronic devices with displays, touch-sensitive
surfaces and optionally one or more sensors to detect
intensities of contacts made with the touch-sensitive surface,

20

25

30

40

45

50

55

18

are provided with faster, more efficient methods and inter-
faces for navigating between applications with linked con-
tent, thereby increasing the effectiveness, efficiency, and
user satisfaction with such devices. Such methods and
interfaces may complement or replace conventional meth-
ods for efficiently navigating between applications with
linked content.

Note that the various embodiments described above can
be combined with any other embodiments described herein.
The features and advantages described in the specification
are not all inclusive and, in particular, many additional
features and advantages will be apparent to one of ordinary
skill in the art in view of the drawings, specification, and
claims. Moreover, it should be noted that the language used
in the specification has been principally selected for read-
ability and instructional purposes, and may not have been
selected to delineate or circumscribe the inventive subject
matter.

BRIEF DESCRIPTION OF THE DRAWINGS

For a better understanding of the various described
embodiments, reference should be made to the Description
of Embodiments section below, in conjunction with the
following drawings in which like reference numerals refer to
corresponding parts throughout the drawings.

FIG. 1A is a high-level block diagram of a computing
device with a touch-sensitive display, in accordance with
some embodiments.

FIG. 1B is a block diagram of exemplary components for
event handling, in accordance with some embodiments.

FIG. 1C is a schematic of a portable multifunction device
having a touch-sensitive display, in accordance with some
embodiments.

FIG. 1D is a schematic used to illustrate a computing
device with a touch-sensitive surface that is separate from
the display, in accordance with some embodiments.

FIG. 2 is a schematic of a touch screen used to illustrate
a user interface for a menu of applications, in accordance
with some embodiments.

FIGS. 3A-3G are flowcharts depicting methods of navi-
gating between applications with linked content, in accor-
dance with some embodiments.

FIGS. 4A-41 are schematics of a touch-sensitive display
used to illustrate navigation between applications with
linked content in both full-screen and shared screen modes,
in accordance with some embodiments.

FIGS. 5A-5L are schematics of a touch-sensitive display
used to illustrate additional gestures for navigating between
applications with linked content in both full-screen and
shared screen modes, in accordance with some embodi-
ments.

FIGS. 6A-6B are schematics of a touch-sensitive display
used to illustrate a gesture for resizing and promoting
applications while navigating in a full-screen mode between
applications with linked content, in accordance with some
embodiments.

FIGS. 7A-7B are schematics of a touch-sensitive display
used to illustrate a gesture for resizing and promoting
applications while navigating in a shared screen mode
between applications with linked content, in accordance
with some embodiments.

FIGS. 8A-8B are schematics of a touch-sensitive display
used to illustrate an alternative display mode for navigating
between applications with linked content, in accordance
with some embodiments.
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FIGS. 9A-9B are schematics of a touch-sensitive display
used to illustrate navigation between applications in a full-
screen mode using notification banners, in accordance with
some embodiments.

FIGS. 10A-10B are schematics of a touch-sensitive dis-
play used to illustrate navigation between applications in a
shared screen mode using notification banners, in accor-
dance with some embodiments.

FIGS. 11A-11D are flowcharts depicting methods of
navigating between applications with linked content, in
accordance with some embodiments.

FIGS. 12A-12] are schematics of a touch-sensitive dis-
play used to illustrate additional user interfaces for navigat-
ing between applications within linked content in both
full-screen and shared screen modes, in accordance with
some embodiments.

FIGS. 13 and 14 are functional block diagrams of an
electronic device, in accordance with some embodiments.

DESCRIPTION OF EMBODIMENTS

Many applications on electronic devices include content
that is linked to (or associated with) a different application
on the electronic device. For example, a web browser
application may include a link to a document that is readable
by a different application, such as a word processing appli-
cation. After clicking on the link to the document and
interacting with the document in the word processing appli-
cation, the user may wish to return to the web browser
application. Some methods for navigating between applica-
tions with linked content require multiple inputs from a user
in order to return to the web browser application (e.g., the
user returns to a home screen page with a first input, locates
an icon associated with the web browser application with
one or more second inputs, and then selects the icon asso-
ciated with the web browser with a third input). In the
embodiments described herein, an improved method for
navigating between applications with linked content is
achieved by continuing to display an indication correspond-
ing to the previously-used application (e.g., an affordance or
a partial view of the previously-used application’s content).
The indication corresponding to the previously-used appli-
cation is displayed after selection of the link (e.g., the link
to the document in the current example), so that the user is
able to quickly return to the previously-used application by
simply clicking on the indication. This method streamlines
processes for navigating between applications with linked
content by providing users with a single-input mechanism
for returning to a previously-used application, thereby elimi-
nating the need for extra steps to both locate and access a
previously-used application.

Below, FIGS. 1A-1B and 2 provide a description of
exemplary devices. FIGS. 13 and 14 provide functional
block diagrams of exemplary electronic devices. FIGS.
3A-3G are flowcharts depicting methods of navigating
between applications with linked content. FIGS. 4A-4l,
5A-5L, 6A-6B, 7A-7B, 8A-8B, 9A-9B, and 10A-10B are
schematics of a touch-sensitive display used to illustrate
exemplary user interfaces and gestures for navigating
between applications with linked content. FIGS. 11A-11D
are flowcharts depicting methods of navigating between
applications with linked content. FIGS. 12A-12I are sche-
matics of touch-sensitive display used to illustrate additional
user interfaces for navigating between applications with
linked content. FIGS. 4A-41, 5A-5L, 6 A-6B, 7A-7B, 8 A-8B,
9A-9B, and 10A-10B are used to illustrate the methods
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and/or processes of FIGS. 3A-3G. FIGS. 12A-121 are used
to illustrate the methods and/or processes of FIGS. 11A-
11D.

Reference will now be made in detail to embodiments,
examples of which are illustrated in the accompanying
drawings. In the following detailed description, numerous
specific details are set forth in order to provide a thorough
understanding of the various described embodiments. How-
ever, it will be apparent to one of ordinary skill in the art that
the various described embodiments may be practiced with-
out these specific details. In other instances, well-known
methods, procedures, components, circuits, and networks
have not been described in detail so as not to unnecessarily
obscure aspects of the embodiments.

It will also be understood that, although the terms first,
second, etc. are, in some instances, used herein to describe
various elements, these elements should not be limited by
these terms. These terms are only used to distinguish one
element from another. For example, a first contact could be
termed a second contact, and, similarly, a second contact
could be termed a first contact, without departing from the
scope of the various described embodiments. The first
contact and the second contact are both contacts, but they are
not the same contact.

The terminology used in the description of the various
described embodiments herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting. As used in the description of the various described
embodiments and the appended claims, the singular forms
“a”, “an,” and “the” are intended to include the plural forms
as well, unless the context clearly indicates otherwise. It will
also be understood that the term “and/or” as used herein
refers to and encompasses any and all possible combinations
of one or more of the associated listed items. It will be
further understood that the terms “includes,” “including,”
“comprises,” and/or “comprising,” when used in this speci-
fication, specify the presence of stated features, integers,
steps, operations, elements, and/or components, but do not
preclude the presence or addition of one or more other
features, integers, steps, operations, elements, components,
and/or groups thereof.

As used herein, the term “if” is, optionally, construed to
mean “when” or “upon” or “in response to determining” or
“in response to detecting,” depending on the context. Simi-
larly, the phrase “if it is determined” or “if [a stated
condition or event] is detected” is, optionally, construed to
mean “upon determining” or “in response to determining” or
“upon detecting [the stated condition or event|” or “in
response to detecting [the stated condition or event],”
depending on the context.

The disclosure herein interchangeably refers to detecting
a touch input on, at, over, on top of, or substantially within
a particular user interface element or a particular portion of
a touch-sensitive display. As used herein, a touch input that
is detected “at” a particular user interface element could also
be detected “on,” “over,” “on top of,” or “substantially
within” that same user interface element, depending on the
context. In some embodiments and as discussed in more
detail below, desired sensitivity levels for detecting touch
inputs are configured by a user of an electronic device (e.g.,
the user could decide (and configure the electronic device to
operate) that a touch input should only be detected when the
touch input is completely within a user interface element).

Embodiments of electronic devices, user interfaces for
such devices, and associated processes for using such
devices are described. In some embodiments, the device is
a portable communications device, such as a mobile tele-
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phone, that also contains other functions, such as PDA
and/or music player functions. Exemplary embodiments of
portable multifunction devices include, without limitation,
the IPHONE®, IPOD TOUCH®, and IPAD® devices from
APPLE Inc. of Cupertino, Calif. Other portable electronic
devices, such as laptops or tablet computers with touch-
sensitive surfaces (e.g., touch-sensitive displays and/or
touch pads), are, optionally, used. It should also be under-
stood that, in some embodiments, the device is not a portable
communications device, but is a desktop computer with a
touch-sensitive surface (e.g., a touch-sensitive display and/
or a touch pad).

In the discussion that follows, an electronic device that
includes a display and a touch-sensitive surface is described.
It should be understood, however, that the electronic device
optionally includes one or more other physical user-interface
devices, such as a physical keyboard, a mouse and/or a
joystick.

The device typically supports a variety of applications,
such as one or more of the following: a drawing application,
a presentation application, a word processing application, a
website creation application, a disk authoring application, a
spreadsheet application, a gaming application, a telephone
application, a video conferencing application, an e-mail
application, an instant messaging application, a fitness appli-
cation, a photo management application, a digital camera
application, a digital video camera application, a web brows-
ing application, a digital music player application, and/or a
digital video player application.

The various applications that are executed on the device
optionally use at least one common physical user-interface
device, such as the touch-sensitive surface. One or more
functions of the touch-sensitive surface as well as corre-
sponding information displayed on the device are, option-
ally, adjusted and/or varied from one application to the next
and/or within a respective application. In this way, a com-
mon physical architecture (such as the touch-sensitive sur-
face) of the device optionally supports the variety of appli-
cations with user interfaces that are intuitive and transparent
to the user.

Attention is now directed toward embodiments of por-
table electronic devices with touch-sensitive displays. FIG.
1A is a block diagram illustrating portable multifunction
device 100 (also referred to interchangeably herein as elec-
tronic device 100 or device 100) with touch-sensitive dis-
play 112 in accordance with some embodiments. Touch-
sensitive display 112 is sometimes called a “touch screen”
for convenience, and is sometimes known as or called a
touch-sensitive display system. Device 100 includes
memory 102 (which optionally includes one or more com-
puter-readable storage mediums), controller 120, one or
more processing units (CPU’s) 122, peripherals interface
118, RF circuitry 108, audio circuitry 110, speaker 111,
microphone 113, input/output (I/O) subsystem 106, other
input or control devices 116, and external port 124. Device
100 optionally includes one or more optical sensors 164.
Device 100 optionally includes one or more intensity sen-
sors 165 for detecting intensity of contacts on device 100
(e.g., a touch-sensitive surface such as touch-sensitive dis-
play system 112 of device 100). Device 100 optionally
includes one or more tactile output generators 167 for
generating tactile outputs on device 100 (e.g., generating
tactile outputs on a touch-sensitive surface such as touch-
sensitive display system 112 of device 100 or a touchpad of
device 100). These components optionally communicate
over one or more communication buses or signal lines 103.

10

15

20

25

30

35

40

45

50

55

60

22

As used in the specification and claims, the term “inten-
sity” of a contact on a touch-sensitive surface refers to the
force or pressure (force per unit area) of a contact (e.g., a
finger contact) on the touch sensitive surface, or to a
substitute (proxy) for the force or pressure of a contact on
the touch sensitive surface. The intensity of a contact has a
range of values that includes at least four distinct values and
more typically includes hundreds of distinct values (e.g., at
least 256). Intensity of a contact is, optionally, determined
(or measured) using various approaches and various sensors
or combinations of sensors. For example, one or more force
sensors underneath or adjacent to the touch-sensitive surface
are, optionally, used to measure force at various points on
the touch-sensitive surface. In some implementations, force
measurements from multiple force sensors are combined
(e.g., a weighted average) to determine an estimated force of
a contact. Similarly, a pressure-sensitive tip of a stylus is,
optionally, used to determine a pressure of the stylus on the
touch-sensitive surface. Alternatively, the size of the contact
area detected on the touch-sensitive surface and/or changes
thereto, the capacitance of the touch-sensitive surface proxi-
mate to the contact and/or changes thereto, and/or the
resistance of the touch-sensitive surface proximate to the
contact and/or changes thereto are, optionally, used as a
substitute for the force or pressure of the contact on the
touch-sensitive surface. In some implementations, the sub-
stitute measurements for contact force or pressure are used
directly to determine whether an intensity threshold has been
exceeded (e.g., the intensity threshold is described in units
corresponding to the substitute measurements). In some
implementations, the substitute measurements for contact
force or pressure are converted to an estimated force or
pressure and the estimated force or pressure is used to
determine whether an intensity threshold has been exceeded
(e.g., the intensity threshold is a pressure threshold mea-
sured in units of pressure).

As used in the specification and claims, the term “tactile
output” refers to physical displacement of a device relative
to a previous position of the device, physical displacement
of' a component (e.g., a touch-sensitive surface) of a device
relative to another component (e.g., housing) of the device,
or displacement of the component relative to a center of
mass of the device that will be detected by a user with the
user’s sense of touch. For example, in situations where the
device or the component of the device is in contact with a
surface of a user that is sensitive to touch (e.g., a finger,
palm, or other part of a user’s hand), the tactile output
generated by the physical displacement will be interpreted
by the user as a tactile sensation corresponding to a per-
ceived change in physical characteristics of the device or the
component of the device. For example, movement of a
touch-sensitive surface (e.g., a touch-sensitive display or
trackpad) is, optionally, interpreted by the user as a “down
click” or “up click” of a physical actuator button. In some
cases, a user will feel a tactile sensation such as a “down
click” or “up click” even when there is no movement of a
physical actuator button associated with the touch-sensitive
surface that is physically pressed (e.g., displaced) by the
user’s movements. As another example, movement of the
touch-sensitive surface is, optionally, interpreted or sensed
by the user as “roughness” of the touch-sensitive surface,
even when there is no change in smoothness of the touch-
sensitive surface. While such interpretations of touch by a
user will be subject to the individualized sensory perceptions
of the user, there are many sensory perceptions of touch that
are common to a large majority of users. Thus, when a tactile
output is described as corresponding to a particular sensory
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perception of a user (e.g., an “up click,” a “down click,”
“roughness”), unless otherwise stated, the generated tactile
output corresponds to physical displacement of the device or
a component thereof that will generate the described sensory
perception for a typical (or average) user.

It should be appreciated that device 100 is only one
example of a portable multifunction device, and that device
100 optionally has more or fewer components than shown,
optionally combines two or more components, or optionally
has a different configuration or arrangement of the compo-
nents. The various components shown in FIG. 1A are
implemented in hardware, software, or a combination of
both hardware and software, including one or more signal
processing and/or application specific integrated circuits.

Memory 102 optionally includes high-speed random
access memory (e.g., DRAM, SRAM, DDR RAM or other
random access solid state memory devices) and optionally
also includes non-volatile memory, such as one or more
magnetic disk storage devices, flash memory devices, or
other non-volatile solid-state memory devices. Memory 102
optionally includes one or more storage devices remotely
located from processor(s) 122. Access to memory 102 by
other components of device 100, such as CPU 122 and the
peripherals interface 118, is, optionally, controlled by con-
troller 120.

Peripherals interface 118 can be used to couple input and
output peripherals of the device to CPU 122 and memory
102. The one or more processors 122 run or execute various
software programs and/or sets of instructions stored in
memory 102 to perform various functions for device 100
and to process data.

In some embodiments, peripherals interface 118, CPU
122, and controller 120 are, optionally, implemented on a
single chip, such as chip 104. In some other embodiments,
they are, optionally, implemented on separate chips.

RF (radio frequency) circuitry 108 receives and sends RF
signals, also called electromagnetic signals. RF circuitry 108
converts electrical signals to/from electromagnetic signals
and communicates with communications networks and other
communications devices via the electromagnetic signals. RF
circuitry 108 optionally includes well-known circuitry for
performing these functions, including but not limited to an
antenna system, an RF transceiver, one or more amplifiers,
a tuner, one or more oscillators, a digital signal processor, a
CODEC chipset, a subscriber identity module (SIM) card,
memory, and so forth. RF circuitry 108 optionally commu-
nicates with networks, such as the Internet, also referred to
as the World Wide Web (WWW), an intranet and/or a
wireless network, such as a cellular telephone network, a
wireless local area network (LAN) and/or a metropolitan
area network (MAN), and other devices by wireless com-
munication. The wireless communication optionally uses
any of a plurality of communications standards, protocols
and technologies, including but not limited to Global System
for Mobile Communications (GSM), Enhanced Data GSM
Environment (EDGE), high-speed downlink packet access
(HSDPA), high-speed uplink packet access (HSUPA), Evo-
Iution, Data-Only (EV-DO), HSPA, HSPA+, Dual-Cell
HSPA (DC-HSPDA), long term evolution (LTE), near field
communication (NFC), wideband code division multiple
access (W-CDMA), code division multiple access (CDMA),
time division multiple access (TDMA), Bluetooth, and/or
Wireless Fidelity (Wi-Fi) (e.g., IEEE 802.11a, IEEE
802.11b, IEEE 802.11g and/or IEEE 802.11n).

Audio circuitry 110, speaker 111, and microphone 113
provide an audio interface between a user and device 100.
Audio circuitry 110 receives audio data from peripherals
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interface 118, converts the audio data to an electrical signal,
and transmits the electrical signal to speaker 111. Speaker
111 converts the electrical signal to human-audible sound
waves. Audio circuitry 110 also receives electrical signals
converted by microphone 113 from sound waves. Audio
circuitry 110 converts the electrical signal to audio data and
transmits the audio data to peripherals interface 118 for
processing. Audio data is, optionally, retrieved from and/or
transmitted to memory 102 and/or RF circuitry 108 by
peripherals interface 118. In some embodiments, audio
circuitry 110 also includes a headset jack. The headset jack
provides an interface between audio circuitry 110 and
removable audio input/output peripherals, such as output-
only headphones or a headset with both output (e.g., a
headphone for one or both ears) and input (e.g., a micro-
phone).

1/0 subsystem 106 connects input/output peripherals on
device 100, such as touch screen 112 and other input control
devices 116, to peripherals interface 118. I/O subsystem 106
optionally includes display controller 156, optical sensor
controller 158, intensity sensor controller 159, haptic feed-
back controller 161, and one or more input controllers 160
for other input or control devices. The one or more input
controllers 160 receive/send electrical signals from/to other
input or control devices 116. The other input control devices
116 optionally include physical buttons (e.g., push buttons,
rocker buttons, etc.), dials, slider switches, joysticks, click
wheels, and so forth. In some alternate embodiments, input
controller(s) 160 are, optionally, coupled to any (or none) of
the following: a keyboard, infrared port, USB port, and a
pointer device such as a mouse. The one or more buttons
optionally include an up/down button for volume control of
speaker 111 and/or microphone 113. The one or more
buttons optionally include a push button.

Touch-sensitive display 112 provides an input interface
and an output interface between the device and a user.
Display controller 156 receives and/or sends electrical sig-
nals from/to touch screen 112. Touch screen 112 displays
visual output to the user. The visual output optionally
includes graphics, text, icons, video, and any combination
thereof (collectively termed “graphics™). In some embodi-
ments, some or all of the visual output corresponds to
user-interface objects.

Touch screen 112 has a touch-sensitive surface, a sensor
or a set of sensors that accepts input from the user based on
haptic and/or tactile contact. Touch screen 112 and display
controller 156 (along with any associated modules and/or
sets of instructions in memory 102) detect contact (and any
movement or breaking of the contact) on touch screen 112
and convert the detected contact into interaction with user-
interface objects (e.g., one or more soft keys, icons, web
pages or images) that are displayed on touch screen 112. In
an exemplary embodiment, a point of contact between touch
screen 112 and the user corresponds to an area under a finger
of the user.

Touch screen 112 optionally uses LCD (liquid crystal
display) technology, LPD (light emitting polymer display)
technology, or LED (light emitting diode) technology, or
OLED (organic light emitting diode) technology, although
other display technologies are used in other embodiments.
Touch screen 112 and display controller 156 optionally
detect contact and any movement or breaking thereof using
any of a plurality of touch sensing technologies now known
or later developed, including but not limited to capacitive,
resistive, infrared, and surface acoustic wave technologies,
as well as other proximity sensor arrays or other elements for
determining one or more points of contact with touch screen
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112. In an exemplary embodiment, projected mutual capaci-
tance sensing technology is used, such as that found in the
IPHONE®, IPOD TOUCH®, and IPAD® from APPLE Inc.
of Cupertino, Calif.

Touch screen 112 optionally has a video resolution in
excess of 400 dpi. In some embodiments, touch screen 112
has a video resolution of at least 600 dpi. In other embodi-
ments, touch screen 112 has a video resolution of at least
1000 dpi. The user optionally makes contact with touch
screen 112 using any suitable object or digit, such as a stylus
or a finger. In some embodiments, the user interface is
designed to work primarily with finger-based contacts and
gestures. In some embodiments, the device translates the
finger-based input into a precise pointer/cursor position or
command for performing the actions desired by the user.

In some embodiments, in addition to the touch screen,
device 100 optionally includes a touchpad (not shown) for
activating or deactivating particular functions. In some
embodiments, the touchpad is a touch-sensitive area of the
device that, unlike the touch screen, does not display visual
output. The touchpad is, optionally, a touch-sensitive surface
that is separate from touch screen 112 or an extension of the
touch-sensitive surface formed by the touch screen.

Device 100 also includes power system 162 for powering
the various components. Power system 162 optionally
includes a power management system, one or more power
sources (e.g., battery, alternating current (AC)), a recharging
system, a power failure detection circuit, a power converter
or inverter, a power status indicator (e.g., a light-emitting
diode (LED)), and any other components associated with the
generation, management and distribution of power in por-
table devices.

Device 100 optionally also includes one or more optical
sensors 164. FIG. 1A shows an optical sensor coupled to
optical sensor controller 158 in I/O subsystem 106. Optical
sensor 164 optionally includes charge-coupled device
(CCD) or complementary metal-oxide semiconductor
(CMOS) phototransistors. Optical sensor 164 receives light
from the environment, projected through one or more lenses,
and converts the light to data representing an image. In
conjunction with imaging module 143 (also called a camera
module), optical sensor 164 optionally captures still images
or video. In some embodiments, an optical sensor is located
on the back of device 100, opposite touch screen 112 on the
front of the device, so that the touch-sensitive display is
enabled for use as a viewfinder for still and/or video image
acquisition. In some embodiments, another optical sensor is
located on the front of the device so that the user’s image is,
optionally, obtained for videoconferencing while the user
views the other video conference participants on the touch-
sensitive display.

Device 100 optionally also includes one or more contact
intensity sensors 165. FIG. 1A shows a contact intensity
sensor coupled to intensity sensor controller 159 in 1/O
subsystem 106. Contact intensity sensor 165 optionally
includes one or more piezoresistive strain gauges, capacitive
force sensors, electric force sensors, piezoelectric force
sensors, optical force sensors, capacitive touch-sensitive
surfaces, or other intensity sensors (e.g., sensors used to
measure the force (or pressure) of a contact on a touch-
sensitive surface). Contact intensity sensor 165 receives
contact intensity information (e.g., pressure information or a
proxy for pressure information) from the environment. In
some embodiments, at least one contact intensity sensor is
collocated with, or proximate to, a touch-sensitive surface
(e.g., touch-sensitive display system 112). In some embodi-
ments, at least one contact intensity sensor is located on the
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back of device 100, opposite touch screen 112 which is
located on the front of device 100.

Device 100 optionally also includes one or more prox-
imity sensors 166. FIG. 1A shows proximity sensor 166
coupled to peripherals interface 118. Alternately, proximity
sensor 166 is coupled to input controller 160 in 1/0 subsys-
tem 106. In some embodiments, the proximity sensor turns
off and disables touch screen 112 when the multifunction
device is placed near the user’s ear (e.g., when the user is
making a phone call).

Device 100 optionally also includes one or more tactile
output generators 167. FIG. 1A shows a tactile output
generator coupled to haptic feedback controller 161 in /O
subsystem 106. Tactile output generator 167 optionally
includes one or more electroacoustic devices such as speak-
ers or other audio components and/or electromechanical
devices that convert energy into linear motion such as a
motor, solenoid, electroactive polymer, piezoelectric actua-
tor, electrostatic actuator, or other tactile output generating
component (e.g., a component that converts electrical sig-
nals into tactile outputs on the device). Contact intensity
sensor 165 receives tactile feedback generation instructions
from haptic feedback module 133 and generates tactile
outputs on device 100 that are capable of being sensed by a
user of device 100. In some embodiments, at least one tactile
output generator is collocated with, or proximate to, a
touch-sensitive surface (e.g., touch-sensitive display system
112) and, optionally, generates a tactile output by moving
the touch-sensitive surface vertically (e.g., in/out of a sur-
face of device 100) or laterally (e.g., back and forth in the
same plane as a surface of device 100). In some embodi-
ments, at least one tactile output generator sensor is located
on the back of device 100, opposite touch-sensitive display
112 which is located on the front of device 100.

Device 100 optionally also includes one or more accel-
erometers 168. FIG. 1A shows accelerometer 168 coupled to
peripherals interface 118. Alternately, accelerometer 168 is,
optionally, coupled to an input controller 160 in /O sub-
system 106. In some embodiments, information is displayed
on the touch-sensitive display in a portrait view or a land-
scape view based on an analysis of data received from the
one or more accelerometers. Device 100 optionally includes,
in addition to accelerometer(s) 168, a magnetometer (not
shown) and a GPS (or GLONASS or other global navigation
system) receiver (not shown) for obtaining information
concerning the location and orientation (e.g., portrait or
landscape) of device 100.

In some embodiments, the software components stored in
memory 102 include operating system 126, communication
module (or set of instructions) 128, contact/motion module
(or set of instructions) 130, graphics module (or set of
instructions) 132, text input module (or set of instructions)
134, Global Positioning System (GPS) module (or set of
instructions) 135, and applications (or sets of instructions)
136. Furthermore, in some embodiments memory 102 stores
device/global internal state 157, as shown in FIG. 1A.
Device/global internal state 157 includes one or more of:
active application state, indicating which applications, if
any, are currently active; display state, indicating what
applications, views or other information occupy various
regions of touch-sensitive display 112; sensor state, includ-
ing information obtained from the device’s various sensors
and input control devices 116; and location information
concerning the device’s location and/or attitude (i.e., orien-
tation of the device). In some embodiments, device/global
internal state 157 communicates with multitasking module
163 to keep track of applications activated in a multitasking
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mode (also referred to as a shared screen view, shared screen
mode, or multitask mode). In this way, if device 100 is
rotated from portrait to landscape display mode, multitask-
ing module 163 is able to retrieve multitasking state infor-
mation (e.g., display areas for each application in the mul-
titasking mode) from device/global internal state 157, in
order to reactivate the multitasking mode after switching
from portrait to landscape.

Operating system 126 (e.g., Darwin, RTXC, LINUX,
UNIX, OS X, WINDOWS, or an embedded operating
system such as VxWorks) includes various software com-
ponents and/or drivers for controlling and managing general
system tasks (e.g., memory management, storage device
control, power management, etc.) and facilitates communi-
cation between various hardware and software components.

Communication module 128 facilitates communication
with other devices over one or more external ports 124 and
also includes various software components for handling data
received by RF circuitry 108 and/or external port 124.
External port 124 (e.g., Universal Serial Bus (USB),
FIREWIRE, etc.) is adapted for coupling directly to other
devices or indirectly over a network (e.g., the Internet,
wireless LAN, etc.). In some embodiments, the external port
is a multi-pin (e.g., 30-pin) connector that is the same as, or
similar to and/or compatible with the 30-pin connector used
on some embodiments of IPOD devices from APPLE Inc. In
other embodiments, the external port is a multi-pin (e.g.,
8-pin) connector that is the same as, or similar to and/or
compatible with the 8-pin connector used in LIGHTNING
connectors from APPLE Inc.

Contact/motion module 130 optionally detects contact
with touch screen 112 (in conjunction with display controller
156) and other touch sensitive devices (e.g., a touchpad or
physical click wheel). Contact/motion module 130 includes
various software components for performing various opera-
tions related to detection of contact, such as determining if
contact has occurred (e.g., detecting a finger-down event),
determining an intensity of the contact (e.g., the force or
pressure of the contact or a substitute for the force or
pressure of the contact), determining if there is movement of
the contact and tracking the movement across the touch-
sensitive surface (e.g., detecting one or more finger-drag-
ging events), and determining if the contact has ceased (e.g.,
detecting a finger-up event or a break in contact). Contact/
motion module 130 receives contact data from the touch-
sensitive surface. Determining movement of the point of
contact, which is represented by a series of contact data,
optionally includes determining speed (magnitude), velocity
(magnitude and direction), and/or an acceleration (a change
in magnitude and/or direction) of the point of contact. These
operations are, optionally, applied to single contacts (e.g.,
one finger contacts) or to multiple simultaneous contacts
(e.g., “multitouch”/multiple finger contacts). In some
embodiments, contact/motion module 130 and display con-
troller 156 detect contact on a touchpad.

In some embodiments, contact/motion module 130 uses a
set of one or more intensity thresholds to determine whether
an operation has been performed by a user (e.g., to deter-
mine whether a user has selected or “clicked” on an affor-
dance). In some embodiments at least a subset of the
intensity thresholds are determined in accordance with soft-
ware parameters (e.g., the intensity thresholds are not deter-
mined by the activation thresholds of particular physical
actuators and can be adjusted without changing the physical
hardware of device 100). For example, a mouse “click”
threshold of a trackpad or touch-sensitive display can be set
to any of a large range of predefined thresholds values
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without changing the trackpad or touch-sensitive display
hardware. Additionally, in some implementations a user of
the device is provided with software settings for adjusting
one or more of the set of intensity thresholds (e.g., by
adjusting individual intensity thresholds and/or by adjusting
aplurality of intensity thresholds at once with a system-level
click “intensity” parameter).

Contact/motion module 130 optionally detects a gesture
input by a user. Different gestures on the touch-sensitive
surface have different contact patterns (e.g., different
motions, timings, and/or intensities of detected contacts).
Thus, a gesture is, optionally, detected by detecting a par-
ticular contact pattern. For example, detecting a finger tap
gesture includes detecting a finger-down event followed by
detecting a finger-up (lift off) event at the same position (or
substantially the same position) as the finger-down event
(e.g., at the position of an icon). As another example,
detecting a finger swipe gesture on the touch-sensitive
surface includes detecting a finger-down event followed by
detecting one or more finger-dragging events, and, in some
embodiments, subsequently followed by detecting a finger-
up (lift off) event.

Graphics module 132 includes various known software
components for rendering and displaying graphics on touch
screen 112 or other display, including components for
changing the visual impact (e.g., brightness, transparency,
saturation, contrast, or other visual property) of graphics that
are displayed. As used herein, the term “graphics” includes
any object that can be displayed to a user, including without
limitation text, web pages, icons (such as user-interface
objects including soft keys), digital images, videos, anima-
tions and the like.

In some embodiments, graphics module 132 stores data
representing graphics to be used. Each graphic is, optionally,
assigned a corresponding code. Graphics module 132
receives, from applications etc., one or more codes speci-
fying graphics to be displayed along with, if necessary,
coordinating data and other graphic property data, and then
generates screen image data to output to display controller
156. In some embodiments, graphics module 132 retrieves
graphics stored with multitasking data 193 of each applica-
tion 136 (FIG. 1B). In some embodiments, multitasking data
193 stores multiple graphics of different sizes, so that an
application is capable of quickly resizing while in a multi-
tasking mode (e.g., as a side application, a main application,
or within a predefined or an additional portion). In some
embodiments, a main application is displayed in a shared
screen view with a side application (e.g., as shown in FIG.
4E, application 1 is the main application and application 2
is the side application). In some embodiments, the main
application is capable of being resized to occupy greater
than 50% (e.g., 67% or 75%) of available display area of the
touch screen 112, while the side application is only capable
of being resized until it occupies 50% of the available
display are of the touch screen 112 (e.g., the side application
can only be displayed such that it occupies 25%, 33%, or
50% of the touch screen 112). Additionally, in some embodi-
ments, the main application remains displayed while a user
selects different side applications (as discussed below with
reference to FIGS. 4G and 4H).

Haptic feedback module 133 includes various software
components for generating instructions used by tactile out-
put generator(s) 167 to produce tactile outputs at one or
more locations on device 100 in response to user interactions
with device 100.

Text input module 134, which is, optionally, a component
of graphics module 132, provides soft keyboards for enter-
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ing text in various applications (e.g., contacts module 137,
e-mail client module 140, IM module 141, browser module
147, and any other application that needs text input).

GPS module 135 determines the location of the device
and provides this information for use in various applications
(e.g., to telephone 138 for use in location-based dialing, to
camera 143 as picture/video metadata, and to applications
that provide location-based services such as weather wid-
gets, local yellow page widgets, and map/navigation wid-
gets).

Applications (“apps™) 136 optionally include the follow-
ing modules (or sets of instructions), or a subset or superset
thereof:

contacts module 137 (sometimes called an address book

or contact list);
telephone module 138;
video conferencing module 139;
e-mail client module 140;
instant messaging (IM) module 141;
fitness module 142;
camera module 143 for still and/or video images;
image management module 144;
browser module 147,
calendar module 148;
widget modules 149, which optionally include one or
more of: weather widget 149-1, stocks widget 149-2,
calculator widget 149-3, alarm clock widget 149-4,
dictionary widget 149-5, and other widgets obtained by
the user, as well as user-created widgets 149-6;

search module 151;

video and music player module 152, which is, optionally,
made up of a video player module and a music player
module;

notes module 153;

map module 154; and/or

online video module 155.

Examples of other applications 136 that are, optionally,
stored in memory 102 include other word processing appli-
cations, other image editing applications, drawing applica-
tions, presentation applications, website creation applica-
tions, disk authoring applications, spreadsheet applications,
JAVA-enabled applications, encryption, digital rights man-
agement, voice recognition, widget creator module for mak-
ing user-created widgets 149-6, and voice replication.

In conjunction with touch screen 112, display controller
156, contact module 130, graphics module 132, and text
input module 134, contacts module 137 is, optionally, used
to manage an address book or contact list (e.g., stored in
contacts module 137 in memory 102 or memory 370),
including: adding name(s) to the address book; deleting
name(s) from the address book; associating telephone num-
ber(s), e-mail address(es), physical address(es) or other
information with a name; associating an image with a name;
categorizing and sorting names; providing telephone num-
bers or e-mail addresses to initiate and/or facilitate commu-
nications by telephone module 138, video conference mod-
ule 139, e-mail client module 140, or IM module 141; and
so forth.

In conjunction with RF circuitry 108, audio circuitry 110,
speaker 111, microphone 113, touch screen 112, display
controller 156, contact module 130, graphics module 132,
and text input module 134, telephone module 138 is, option-
ally, used to enter a sequence of characters corresponding to
a telephone number, access one or more telephone numbers
in address book 137, modify a telephone number that has
been entered, dial a respective telephone number, conduct a
conversation and disconnect or hang up when the conver-
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sation is completed. As noted above, the wireless commu-
nication optionally uses any of a plurality of communica-
tions standards, protocols and technologies.

In conjunction with RF circuitry 108, audio circuitry 110,
speaker 111, microphone 113, touch screen 112, display
controller 156, optical sensor 164, optical sensor controller
158, contact module 130, graphics module 132, text input
module 134, contact list 137, and telephone module 138,
videoconferencing module 139 includes executable instruc-
tions to initiate, conduct, and terminate a video conference
between a user and one or more other participants in
accordance with user instructions.

In conjunction with RF circuitry 108, touch screen 112,
display controller 156, contact module 130, graphics module
132, and text input module 134, e-mail client module 140
includes executable instructions to create, send, receive, and
manage e-mail in response to user instructions. In conjunc-
tion with image management module 144, e-mail client
module 140 makes it very easy to create and send e-mails
with still or video images taken with camera module 143.

In conjunction with RF circuitry 108, touch screen 112,
display controller 156, contact module 130, graphics module
132, and text input module 134, the instant messaging
module 141 includes executable instructions to enter a
sequence of characters corresponding to an instant message,
to modify previously entered characters, to transmit a
respective instant message (for example, using a Short
Message Service (SMS) or Multimedia Message Service
(MMS) protocol for telephony-based instant messages or
using XMPP, SIMPLE, or IMPS for Internet-based instant
messages), to receive instant messages and to view received
instant messages. In some embodiments, transmitted and/or
received instant messages optionally include graphics, pho-
tos, audio files, video files, and/or other attachments as are
supported in an MMS and/or an Enhanced Messaging Ser-
vice (EMS). As used herein, “instant messaging” refers to
both telephony-based messages (e.g., messages sent using
SMS or MMS) and Internet-based messages (e.g., messages
sent using XMPP, SIMPLE, or IMPS).

In conjunction with RF circuitry 108, touch screen 112,
display controller 156, contact module 130, graphics module
132, text input module 134, GPS module 135, map module
154, and video and music player module 146, fitness module
142 includes executable instructions to create workouts
(e.g., with time, distance, and/or calorie burning goals),
communicate with workout sensors (sports devices such as
a watch or a pedometer), receive workout sensor data,
calibrate sensors used to monitor a workout, select and play
music for a workout, and display, store and transmit workout
data.

In conjunction with touch screen 112, display controller
156, optical sensor(s) 164, optical sensor controller 158,
contact module 130, graphics module 132, and image man-
agement module 144, camera module 143 includes execut-
able instructions to capture still images or video (including
a video stream) and store them into memory 102, modify
characteristics of a still image or video, or delete a still
image or video from memory 102.

In conjunction with touch screen 112, display controller
156, contact module 130, graphics module 132, text input
module 134, and camera module 143, image management
module 144 includes executable instructions to arrange,
modify (e.g., edit), or otherwise manipulate, label, delete,
present (e.g., in a digital slide show or album), and store still
and/or video images.

In conjunction with RF circuitry 108, touch screen 112,
display system controller 156, contact module 130, graphics
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module 132, and text input module 134, browser module
147 includes executable instructions to browse the Internet
in accordance with user instructions, including searching,
linking to, receiving, and displaying web pages or portions
thereof, as well as attachments and other files linked to web
pages.

In conjunction with RF circuitry 108, touch screen 112,
display system controller 156, contact module 130, graphics
module 132, text input module 134, e-mail client module
140, and browser module 147, calendar module 148 includes
executable instructions to create, display, modify, and store
calendars and data associated with calendars (e.g., calendar
entries, to do lists, etc.) in accordance with user instructions.

In conjunction with RF circuitry 108, touch screen 112,
display system controller 156, contact module 130, graphics
module 132, text input module 134, and browser module
147, widget modules 149 are mini-applications that are,
optionally, downloaded and used by a user (e.g., weather
widget 149-1, stocks widget 149-2, calculator widget 149-3,
alarm clock widget 149-4, and dictionary widget 149-5) or
created by the user (e.g., user-created widget 149-6). In
some embodiments, a widget includes an HTML (Hypertext
Markup Language) file, a CSS (Cascading Style Sheets) file,
and a JavaScript file. In some embodiments, a widget
includes an XML (Extensible Markup Language) file and a
JavaScript file (e.g., Yahoo! Widgets).

In conjunction with RF circuitry 108, touch screen 112,
display system controller 156, contact module 130, graphics
module 132, text input module 134, and browser module
147, a widget creator module (not pictured) is, optionally,
used by a user to create widgets (e.g., turning a user-
specified portion of a web page into a widget).

In conjunction with touch screen 112, display system
controller 156, contact module 130, graphics module 132,
and text input module 134, search module 151 includes
executable instructions to search for text, music, sound,
image, video, and/or other files in memory 102 that match
one or more search criteria (e.g., one or more user-specified
search terms) in accordance with user instructions.

In conjunction with touch screen 112, display system
controller 156, contact module 130, graphics module 132,
audio circuitry 110, speaker 111, RF circuitry 108, and
browser module 147, video and music player module 152
includes executable instructions that allow the user to down-
load and play back recorded music and other sound files
stored in one or more file formats, such as MP3 or AAC files,
and executable instructions to display, present or otherwise
play back videos (e.g., on touch screen 112 or on an external,
connected display via external port 124). In some embodi-
ments, device 100 optionally includes the functionality of an
MP3 player, such as an IPOD from APPLE Inc.

In conjunction with touch screen 112, display controller
156, contact module 130, graphics module 132, and text
input module 134, notes module 153 includes executable
instructions to create and manage notes, to do lists, and the
like in accordance with user instructions.

In conjunction with RF circuitry 108, touch screen 112,
display system controller 156, contact module 130, graphics
module 132, text input module 134, GPS module 135, and
browser module 147, map module 154 is, optionally, used to
receive, display, modify, and store maps and data associated
with maps (e.g., driving directions; data on stores and other
points of interest at or near a particular location; and other
location-based data) in accordance with user instructions.

In conjunction with touch screen 112, display system
controller 156, contact module 130, graphics module 132,
audio circuitry 110, speaker 111, RF circuitry 108, text input
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module 134, e-mail client module 140, and browser module
147, online video module 155 includes instructions that
allow the user to access, browse, receive (e.g., by streaming
and/or download), play back (e.g., on the touch screen or on
an external, connected display via external port 124), send
an e-mail with a link to a particular online video, and
otherwise manage online videos in one or more file formats,
such as H.264. In some embodiments, instant messaging
module 141, rather than e-mail client module 140, is used to
send a link to a particular online video.

As pictured in FIG. 1A, portable multifunction device 100
also includes a multitasking module 163 for managing
multitasking operations on device 100 (e.g., communicating
with graphics module 132 to retrieve or determine display
areas for concurrently displayed applications (e.g., applica-
tions displayed in a shared screen view)). In some embodi-
ments, managing multitasking operations includes display-
ing a first application in a predefined portion of touch screen
112 and displaying a second application in an additional
portion that is adjacent to the predefined portion. In some
embodiments, the predefined portion is a portion of touch
screen 112 that is established by a manufacturer of the
device 100. In some embodiments, the predefined portion is
a substantial majority of the touch screen 112, other than a
thin strip (or gutter or sliver) that runs the length of an edge
(e.g., a leftmost edge 498, FIG. 4B) of the touch screen 112
(e.g., application 2 of FIG. 4B is displayed in an exemplary
predefined portion 405 and application 1 of FIG. 4B is
displayed in an exemplary additional portion 403). In some
embodiments, the additional portion 403 includes content
corresponding to an application (e.g., the additional portion
displays an active view or a representation of an active view
of content associated with the application, e.g., the addi-
tional portion 403 corresponding to application 1 in FIG. 4B
displays a sliver of the content for application 1 that is
visible beneath overlaid application 2 in the predefined
portion 405).

In some embodiments, the additional portion 403 is
instead an indication corresponding to the application (e.g.,
indication 1202 displayed within additional portion 403,
FIG. 12D) that includes affordances and/or textual content
describing the correspondence between the indication 1202
and the application (e.g., exemplary affordances and textual
content descriptions are shown in FIG. 12I for various
exemplary indications 1202). In some embodiments, the
additional portion 403 corresponds to an application-specific
thin strip of the touch-sensitive display that runs along the
length of an edge of the touch-sensitive display (e.g., each
thin strip runs from a bottom to a top of a leftmost edge of
the touch-sensitive display). In some embodiments the addi-
tional portions are evenly-spaced and evenly-sized narrow,
rectangular portions of the touch-sensitive display (e.g., thin
strips). In some embodiments, each rectangular portion
spans from a bottom edge of the touch-sensitive display to
a top edge of the touch-sensitive display. In some embodi-
ments, the additional portion 403 is displayed along any
edge of the touch-sensitive display (e.g., a left, right, top, or
bottom edge). For example, the additional portion 403
shown in FIGS. 12B-12D instead of being displayed along
a top edge of the touch-sensitive display is, in some embodi-
ments, displayed along a bottom edge of the touch-sensitive
display. In some embodiments, if the device is rotated and
switches its display orientation (e.g., from landscape to
portrait or from portrait to landscape), then the location of
the additional portion 403 changes (e.g., if the device is
displaying the user interface shown in FIG. 12B while in a
portrait display orientation and the device is rotated from
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portrait to landscape, then the additional portion is moved
from along the top edge of the touch-sensitive display to
along a leftmost edge of the touch-sensitive display (e.g., the
user interfaces resembles the one shown in FIG. 4B with the
additional portion displayed along a leftmost edge 498)). As
an additional example, if the device is displaying the user
interface shown in FIG. 4B and the device is rotated from
landscape to portrait, then the additional portion is moved
from along the leftmost edge of the touch-sensitive display
to along a top edge of the touch-sensitive display (e.g., the
user interfaces resembles the one shown in FIG. 12B with
the additional portion displayed along a top edge of the
touch-sensitive display)).

Multitasking module 163 optionally includes the follow-
ing modules (or sets of instructions), or a subset or superset
thereof:

application selector 163-1;

compatibility module 163-2;

indication generation module 163-3; and

multitasking history 163-4 for storing information about a

user’s multitasking history (e.g., commonly-used appli-
cations in multitasking mode, recent display areas for
applications while in the multitasking mode, etc.).

In conjunction with touch screen 112, display controller
156, contact module 130, graphics module 132, and contact
intensity sensor(s) 165, application selector 163-1 includes
executable instructions to display affordances corresponding
to applications (e.g., one or more of applications 136) and
allow users of device 100 to select affordances for use in a
multitasking mode (e.g., a mode in which more than one
application is displayed and active on touch screen 112 at the
same time).

In conjunction with touch screen 112, display controller
156, contact module 130, graphics module 132, and appli-
cation selector 163-1, compatibility module 163-2 includes
executable instructions to determine whether a particular
application is compatible with a multitasking mode (e.g., by
checking a flag, such as a flag stored with multitasking data
193 for each application 136, as pictured in FIG. 1B) and to
determine whether a particular application is capable of
being displayed within the predefined portion described
above (e.g., whether content associated with the particular
application is re-sizeable so that the particular application is
able to fit within the predefined portion).

In conjunction with touch screen 112, display controller
156, contact module 130, graphics module 132, and contact
intensity sensor(s) 165, indication generation module 163-3
includes executable instructions to create and render an
indication associated with a previously-used application
that, when selected, re-displays the previously-used appli-
cation on touch screen 112.

Each of the above identified modules and applications
correspond to a set of executable instructions for performing
one or more functions described above and the methods
described in this application (e.g., the computer-imple-
mented methods and other information processing methods
described herein). These modules (i.e., sets of instructions)
need not be implemented as separate software programs,
procedures or modules, and thus various subsets of these
modules are, optionally, combined or otherwise re-arranged
in various embodiments. In some embodiments, memory
102 optionally stores a subset of the modules and data
structures identified above. Furthermore, memory 102
optionally stores additional modules and data structures not
described above.

In some embodiments, device 100 is a device where
operation of a predefined set of functions on the device is
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performed exclusively through a touch screen and/or a
touchpad. By using a touch screen and/or a touchpad as the
primary input control device for operation of device 100, the
number of physical input control devices (such as push
buttons, dials, and the like) on device 100 is, optionally,
reduced.

The predefined set of functions that are performed exclu-
sively through a touch screen and/or a touchpad optionally
include navigation between user interfaces. In some embodi-
ments, the touchpad, when touched by the user, navigates
device 100 to a main, home, or root menu from any user
interface that is displayed on device 100. In such embodi-
ments, a “menu button” is implemented using a touchpad. In
some other embodiments, the menu button is a physical push
button or other physical input control device instead of a
touchpad.

FIG. 1B is a block diagram illustrating exemplary com-
ponents for event handling in accordance with some
embodiments. In some embodiments, memory 102 (in FIG.
1A) includes event sorter 170 (e.g., in operating system 126)
and a respective application 136-1 selected from among the
applications 136 of portable multifunction device 100 (FIG.
1A) (e.g., any of the aforementioned applications stored in
memory 102 with applications 136).

Event sorter 170 receives event information and deter-
mines the application 136-1 and application view 191 of
application 136-1 to which to deliver the event information.
Event sorter 170 includes event monitor 171 and event
dispatcher module 174. In some embodiments, application
136-1 includes application internal state 192, which indi-
cates the current application view(s) displayed on touch
sensitive display 112 when the application is active or
executing. In some embodiments, device/global internal
state 157 is used by event sorter 170 to determine which
application(s) is (are) currently active, and application inter-
nal state 192 is used by event sorter 170 to determine
application views 191 to which to deliver event information.

In some embodiments, application internal state 192
includes additional information, such as one or more of:
resume information to be used when application 136-1
resumes execution, user interface state information that
indicates information being displayed or that is ready for
display by application 136-1, a state queue for enabling the
user to go back to a prior state or view of application 136-1,
and a redo/undo queue of previous actions taken by the user.
In some embodiments, application internal state 192 is used
by multitasking module 163 to help facilitate multitasking
operations (e.g., multitasking module 163 retrieves resume
information from application internal state 192 in order to
re-display a previously dismissed side application).

In some embodiments, each application 136-1 stores
multitasking data 193. In some embodiments, multitasking
data 193 includes a compatibility flag (e.g., a flag accessed
by compatibility module 163-2 to determine whether a
particular application is compatible with multitasking
mode), a list of compatible sizes for displaying the appli-
cation 136-1 in the multitasking mode (e.g., ¥4, ¥4, ¥4, or
full-screen), and various sizes of graphics (e.g., different
graphics for each size within the list of compatible sizes).

Event monitor 171 receives event information from
peripherals interface 118. Event information includes infor-
mation about a sub-event (e.g., a user touch on touch-
sensitive display 112, as part of a multi-touch gesture).
Peripherals interface 118 transmits information it receives
from 1/O subsystem 106 or a sensor, such as proximity
sensor 166, accelerometer(s) 168, and/or microphone 113
(through audio circuitry 110). Information that peripherals
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interface 118 receives from 1/O subsystem 106 includes
information from touch-sensitive display 112 or a touch-
sensitive surface.

In some embodiments, event monitor 171 sends requests
to the peripherals interface 118 at predetermined intervals. In
response, peripherals interface 118 transmits event informa-
tion. In other embodiments, peripherals interface 118 trans-
mits event information only when there is a significant event
(e.g., receiving an input above a predetermined noise thresh-
old and/or for more than a predetermined duration).

In some embodiments, event sorter 170 also includes a hit
view determination module 172 and/or an active event
recognizer determination module 173.

Hit view determination module 172 provides software
procedures for determining where a sub-event has taken
place within one or more views, when touch sensitive
display 112 displays more than one view. Views are made up
of controls and other elements that a user can see on the
display.

Another aspect of the user interface associated with an
application is a set of views, sometimes herein called
application views or user interface windows, in which
information is displayed and touch-based gestures occur.
The application views (of a respective application) in which
a touch is detected optionally correspond to programmatic
levels within a programmatic or view hierarchy of the
application. For example, the lowest level view in which a
touch is detected is, optionally, called the hit view, and the
set of events that are recognized as proper inputs are,
optionally, determined based, at least in part, on the hit view
of the initial touch that begins a touch-based gesture.

Hit view determination module 172 receives information
related to sub-events of a touch-based gesture. When an
application has multiple views organized in a hierarchy, hit
view determination module 172 identifies a hit view as the
lowest view in the hierarchy which should handle the
sub-event. In most circumstances, the hit view is the lowest
level view in which an initiating sub-event occurs (i.e., the
first sub-event in the sequence of sub-events that form an
event or potential event). Once the hit view is identified by
the hit view determination module, the hit view typically
receives all sub-events related to the same touch or input
source for which it was identified as the hit view.

Active event recognizer determination module 173 deter-
mines which view or views within a view hierarchy should
receive a particular sequence of sub-events. In some
embodiments, active event recognizer determination module
173 determines that only the hit view should receive a
particular sequence of sub-events. In other embodiments,
active event recognizer determination module 173 deter-
mines that all views that include the physical location of a
sub-event are actively involved views, and therefore deter-
mines that all actively involved views should receive a
particular sequence of sub-events. In other embodiments,
even if touch sub-events were entirely confined to the area
associated with one particular view, views higher in the
hierarchy would still remain as actively involved views.

Event dispatcher module 174 dispatches the event infor-
mation to an event recognizer (e.g., event recognizer 180).
In embodiments including active event recognizer determi-
nation module 173, event dispatcher module 174 delivers
the event information to an event recognizer determined by
active event recognizer determination module 173. In some
embodiments, event dispatcher module 174 stores in an
event queue the event information, which is retrieved by a
respective event receiver 182.
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In some embodiments, operating system 126 includes
event sorter 170. Alternatively, application 136-1 includes
event sorter 170. In yet other embodiments, event sorter 170
is a stand-alone module, or a part of another module stored
in memory 102, such as contact/motion module 130.

In some embodiments, application 136-1 includes a plu-
rality of event handlers 190 and one or more application
views 191, each of which includes instructions for handling
touch events that occur within a respective view of the
application’s user interface. Each application view 191 of
the application 136-1 includes one or more event recogniz-
ers 180. Typically, a respective application view 191
includes a plurality of event recognizers 180. In other
embodiments, one or more of event recognizers 180 are part
of'a separate module, such as a user interface kit (not shown)
or a higher level object from which application 136-1
inherits methods and other properties. In some embodi-
ments, a respective event handler 190 includes one or more
of: data updater 176, object updater 177, GUI updater 178,
and/or event data 179 received from event sorter 170. Event
handler 190 optionally utilizes or calls data updater 176,
object updater 177 or GUI updater 178 to update the
application internal state 192. Alternatively, one or more of
the application views 191 includes one or more respective
event handlers 190. Also, in some embodiments, one or
more of data updater 176, object updater 177, and GUI
updater 178 are included in a respective application view
191.

A respective event recognizer 180 receives event infor-
mation (e.g., event data 179) from event sorter 170, and
identifies an event from the event information. Event rec-
ognizer 180 includes event receiver 182 and event compara-
tor 184. In some embodiments, event recognizer 180 also
includes at least a subset of: metadata 183, and event
delivery instructions 188 (which optionally include sub-
event delivery instructions).

Event receiver 182 receives event information from event
sorter 170. The event information includes information
about a sub-event, for example, a touch or a touch move-
ment. Depending on the sub-event, the event information
also includes additional information, such as location of the
sub-event. When the sub-event concerns motion of a touch,
the event information optionally also includes speed and
direction of the sub-event. In some embodiments, events
include rotation of the device from one orientation to
another (e.g., from portrait to landscape, or vice versa), and
the event information includes corresponding information
about the current orientation (also called device attitude) of
the device.

Event comparator 184 compares the event information to
predefined event or sub-event definitions and, based on the
comparison, determines an event or sub-event, or determines
or updates the state of an event or sub-event. In some
embodiments, event comparator 184 includes event defini-
tions 186. Event definitions 186 contain definitions of events
(e.g., predefined sequences of sub-events), for example,
event 1 (187-1), event 2 (187-2), and others. In some
embodiments, sub-events in an event 187 include, for
example, touch begin, touch end, touch movement, touch
cancellation, and multiple touching. In one example, the
definition for event 1 (187-1) is a double tap on a displayed
object. The double tap, for example, comprises a first touch
(touch begin) on the displayed object for a predetermined
phase, a first lift-off (touch end) for a predetermined phase,
a second touch (touch begin) on the displayed object for a
predetermined phase, and a second lift-off (touch end) for a
predetermined phase. In another example, the definition for
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event 2 (187-2) is a dragging on a displayed object. The
dragging, for example, comprises a touch (or contact) on the
displayed object for a predetermined phase, a movement of
the touch across touch-sensitive display 112, and lift-off of
the touch (touch end). In some embodiments, the event also
includes information for one or more associated event
handlers 190.

In some embodiments, event definition 186 includes a
definition of an event for a respective user-interface object.
In some embodiments, event comparator 184 performs a hit
test to determine which user-interface object is associated
with a sub-event. For example, in an application view in
which three user-interface objects are displayed on touch-
sensitive display 112, when a touch is detected on touch-
sensitive display 112, event comparator 184 performs a hit
test to determine which of the three user-interface objects is
associated with the touch (sub-event). If each displayed
object is associated with a respective event handler 190, the
event comparator uses the result of the hit test to determine
which event handler 190 should be activated. For example,
event comparator 184 selects an event handler associated
with the sub-event and the object triggering the hit test.

In some embodiments, the definition for a respective
event 187 also includes delayed actions that delay delivery
of the event information until after it has been determined
whether the sequence of sub-events does or does not corre-
spond to the event recognizer’s event type.

When a respective event recognizer 180 determines that
the series of sub-events do not match any of the events in
event definitions 186, the respective event recognizer 180
enters an event impossible, event failed, or event ended
state, after which it disregards subsequent sub-events of the
touch-based gesture. In this situation, other event recogniz-
ers, if any remain active for the hit view, continue to track
and process sub-events of an ongoing touch-based gesture.

In some embodiments, a respective event recognizer 180
includes metadata 183 with configurable properties, flags,
and/or lists that indicate how the event delivery system
should perform sub-event delivery to actively involved
event recognizers. In some embodiments, metadata 183
includes configurable properties, flags, and/or lists that indi-
cate how event recognizers interact, or are enabled to
interact, with one another. In some embodiments, metadata
183 includes configurable properties, flags, and/or lists that
indicate whether sub-events are delivered to varying levels
in the view or programmatic hierarchy.

In some embodiments, a respective event recognizer 180
activates event handler 190 associated with an event when
one or more particular sub-events of an event are recog-
nized. In some embodiments, a respective event recognizer
180 delivers event information associated with the event to
event handler 190. Activating an event handler 190 is
distinct from sending (and deferred sending) sub-events to a
respective hit view. In some embodiments, event recognizer
180 throws a flag associated with the recognized event, and
event handler 190 associated with the flag catches the flag
and performs a predefined process.

In some embodiments, event delivery instructions 188
include sub-event delivery instructions that deliver event
information about a sub-event without activating an event
handler. Instead, the sub-event delivery instructions deliver
event information to event handlers associated with the
series of sub-events or to actively involved views. Event
handlers associated with the series of sub-events or with
actively involved views receive the event information and
perform a predetermined process.
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In some embodiments, data updater 176 creates and
updates data used in application 136-1. For example, data
updater 176 updates the telephone number used in contacts
module 137, or stores a video file used in video and music
player module 145. In some embodiments, object updater
177 creates and updates objects used in application 136-1.
For example, object updater 176 creates a new user-interface
object or updates the position of a user-interface object. GUI
updater 178 updates the GUL. For example, GUI updater 178
prepares display information and sends it to graphics module
132 for display on a touch-sensitive display. In some
embodiments, GUI updater 178 communicates with multi-
tasking module 163 in order to facilitate resizing of various
applications displayed in a multitasking mode.

In some embodiments, event handler(s) 190 includes or
has access to data updater 176, object updater 177, and GUI
updater 178. In some embodiments, data updater 176, object
updater 177, and GUI updater 178 are included in a single
module of a respective application 136-1 or application view
191. In other embodiments, they are included in two or more
software modules.

It shall be understood that the foregoing discussion
regarding event handling of user touches on touch-sensitive
displays also applies to other forms of user inputs to operate
multifunction devices 100 with input-devices, not all of
which are initiated on touch screens. For example, mouse
movement and mouse button presses, optionally coordinated
with single or multiple keyboard presses or holds; contact
movements such as taps, drags, scrolls, etc., on touch-pads;
pen stylus inputs; movement of the device; oral instructions;
detected eye movements; biometric inputs; and/or any com-
bination thereof is optionally utilized as inputs correspond-
ing to sub-events which define an event to be recognized.

FIG. 1C is a schematic of a portable multifunction device
(e.g., portable multifunction device 100) having a touch-
sensitive display (e.g., touch screen 112) in accordance with
some embodiments. The touch-sensitive display optionally
displays one or more graphics within a user interface (UI) on
the touch screen 112. In this embodiment, as well as others
described below, a user can select one or more of the
graphics by making a gesture on the screen, for example,
with one or more fingers or one or more styluses. In some
embodiments, selection of one or more graphics occurs
when the user breaks contact with the one or more graphics
(e.g., by lifting a finger off of the screen). In some embodi-
ments, the gesture optionally includes one or more tap
gestures (e.g., a sequence of touches on the screen followed
by lift offs), one or more swipe gestures (continuous contact
during the gesture along the surface of the screen, e.g., from
left to right, right to left, upward and/or downward), and/or
a rolling of a finger (e.g., from right to left, left to right,
upward and/or downward) that has made contact with device
100. In some implementations or circumstances, inadvertent
contact with a graphic does not select the graphic. For
example, a swipe gesture that sweeps over an application
affordance (e.g., an icon) optionally does not launch (e.g.,
open) the corresponding application when the gesture for
launching the application is a tap gesture.

Device 100 optionally also includes one or more physical
buttons, such as a “home” or menu button 204. As described
previously, menu button 204 is, optionally, used to navigate
to any application 136 in a set of applications that are,
optionally executed on device 100. Alternatively, in some
embodiments, the menu button is implemented as a soft key
in a GUI displayed on touch screen 112.

In one embodiment, device 100 includes touch screen
112, menu button 204, push button 206 for powering the
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device on/off and locking the device, volume adjustment
button(s) 208, Subscriber Identity Module (SIM) card slot
210, head set jack 212, and docking/charging external port
124. Push button 206 is, optionally, used to turn the power
on/off on the device by depressing the button and holding the
button in the depressed state for a predefined time interval;
to lock the device by depressing the button and releasing the
button before the predefined time interval has elapsed;
and/or to unlock the device or initiate an unlock process. In
an alternative embodiment, device 100 also accepts verbal
input for activation or deactivation of some functions
through microphone 113. Device 100 also, optionally,
includes one or more contact intensity sensors 165 for
detecting intensity of contacts on touch screen 112 and/or
one or more tactile output generators 167 for generating
tactile outputs for a user of device 100.

FIG. 1D is a schematic used to illustrate a user interface
on a device (e.g., device 100, FIG. 1A) with a touch-
sensitive surface 195 (e.g., a tablet or touchpad) that is
separate from the display 194 (e.g., touch screen 112). In
some embodiments, touch-sensitive surface 195 includes
one or more contact intensity sensors (e.g., one or more of
contact intensity sensor(s) 359) for detecting intensity of
contacts on touch-sensitive surface 195 and/or one or more
tactile output generator(s) 357 for generating tactile outputs
for a user of touch-sensitive surface 195.

Although some of the examples which follow will be
given with reference to inputs on touch screen 112 (where
the touch sensitive surface and the display are combined), in
some embodiments, the device detects inputs on a touch-
sensitive surface that is separate from the display, as shown
in FIG. 1D. In some embodiments the touch sensitive
surface (e.g., 195 in FIG. 1D) has a primary axis (e.g., 199
in FIG. 1D) that corresponds to a primary axis (e.g., 198 in
FIG. 1D) on the display (e.g., 194). In accordance with these
embodiments, the device detects contacts (e.g., 197-1 and
197-2 in FIG. 1D) with the touch-sensitive surface 195 at
locations that correspond to respective locations on the
display (e.g., in FIG. 1D, 197-1 corresponds to 196-1 and
197-2 corresponds to 196-2). In this way, user inputs (e.g.,
contacts 197-1 and 197-2, and movements thereof) detected
by the device on the touch-sensitive surface (e.g., 195 in
FIG. 1D) are used by the device to manipulate the user
interface on the display (e.g., 194 in FIG. 1D) of the
multifunction device when the touch-sensitive surface is
separate from the display. It should be understood that
similar methods are, optionally, used for other user inter-
faces described herein.

Additionally, while the following examples are given
primarily with reference to finger inputs (e.g., finger con-
tacts, finger tap gestures, finger swipe gestures), it should be
understood that, in some embodiments, one or more of the
finger inputs are replaced with input from another input
device (e.g., a mouse based input or stylus input). For
example, a swipe gesture is, optionally, replaced with a
mouse click (e.g., instead of a contact) followed by move-
ment of the cursor along the path of the swipe (e.g., instead
of movement of the contact). As another example, a tap
gesture is, optionally, replaced with a mouse click while the
cursor is located over the location of the tap gesture (e.g.,
instead of detection of the contact followed by ceasing to
detect the contact). Similarly, when multiple user inputs are
simultaneously detected, it should be understood that mul-
tiple computer mice are, optionally, used simultaneously, or
mouse and finger contacts are, optionally, used simultane-
ously.
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As used herein, the term “focus selector” refers to an input
element that indicates a current part of a user interface with
which a user is interacting. In some implementations that
include a cursor or other location marker, the cursor acts as
a “focus selector,” so that when an input (e.g., a press input)
is detected on a touch-sensitive surface (e.g., touch-sensitive
surface 195 in FIG. 1D (touch-sensitive surface 195, in some
embodiments, is a touchpad)) while the cursor is over a
particular user interface element (e.g., a button, window,
slider or other user interface element), the particular user
interface element is adjusted in accordance with the detected
input. In some implementations that include a touch-screen
display (e.g., touch-sensitive display system 112 in FIG. 1A
or touch screen 112) that enables direct interaction with user
interface elements on the touch-screen display, a detected
contact on the touch-screen acts as a “focus selector,” so that
when an input (e.g., a press input by the contact) is detected
on the touch-screen display at a location of a particular user
interface element (e.g., a button, window, slider or other user
interface element), the particular user interface element is
adjusted in accordance with the detected input. In some
implementations focus is moved from one region of a user
interface to another region of the user interface without
corresponding movement of a cursor or movement of a
contact on a touch-screen display (e.g., by using a tab key or
arrow keys to move focus from one button to another
button); in these implementations, the focus selector moves
in accordance with movement of focus between different
regions of the user interface. Without regard to the specific
form taken by the focus selector, the focus selector is
generally the user interface element (or contact on a touch-
screen display) that is controlled by the user so as to
communicate the user’s intended interaction with the user
interface (e.g., by indicating, to the device, the element of
the user interface with which the user is intending to
interact). For example, the location of a focus selector (e.g.,
a cursor, a contact or a selection box) over a respective
button while a press input is detected on the touch-sensitive
surface (e.g., a touchpad or touch-sensitive display) will
indicate that the user is intending to activate the respective
button (as opposed to other user interface elements shown
on a display of the device).

Attention is now directed towards user interfaces (“UI”)
embodiments and associated processes that may be imple-
mented on an electronic device with a display and a touch-
sensitive surface, such as device 100.

FIG. 2 is a schematic of a touch screen used to illustrate
a user interface for a menu of applications, in accordance
with some embodiments. Similar user interfaces are, option-
ally, implemented on device 100 (FIG. 1A). In some
embodiments, an exemplary user interface includes the
following elements, or a subset or superset thereof:

Signal strength indicator(s) 202 for wireless communica-

tion(s), such as cellular and Wi-Fi signals;

Time 203;

Bluetooth indicator 205;

Battery status indicator 206;

Tray 209 with icons for frequently used applications, such

as:

Icon 216 for telephone module 138, labeled “Phone,”
which optionally includes an indicator 214 of the
number of missed calls or voicemail messages;

Icon 218 for e-mail client module 140, labeled “Mail,”
which optionally includes an indicator 210 of the
number of unread e-mails;

Icon 220 for browser module 147, labeled “Browser;”
and
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Icon 222 for video and music player module 152, also
referred to as IPOD (trademark of APPLE Inc.)
module 152, labeled “iPod;” and

Icons for other applications, such as:

Icon 224 for IM module 141, labeled “Messages;”

Icon 226 for calendar module 148, labeled “Calendar;”

Icon 228 for image management module 144, labeled
“Photos;”

Icon 230 for camera module 143, labeled “Camera;”

Icon 232 for online video module 155, labeled “Online
Video”

Icon 234 for stocks widget 149-2, labeled “Stocks;”

Icon 236 for map module 154, labeled “Maps;”

Icon 238 for weather widget 149-1, labeled “Weather;”

Icon 240 for alarm clock widget 149-4, labeled
“Clock;”

Icon 242 for fitness module 142, labeled “Fitness;”

Icon 244 for notes module 153, labeled “Notes;”

Icon 246 for a settings application or module, which
provides access to settings for device 100 and its
various applications; and

Other icons for additional applications, such as App
Store, iTunes, Voice Memos, and Utilities.

It should be noted that the icon labels illustrated in FIG.
2 are merely exemplary. Other labels are, optionally, used
for various application icons. For example, icon 242 for
fitness module 142 is alternatively labeled “Fitness Sup-
port,” “Workout,” “Workout Support,” “Exercise,” “Exer-
cise Support,” or “Health.” In some embodiments, a label for
a respective application icon includes a name of an appli-
cation corresponding to the respective application icon. In
some embodiments, a label for a particular application icon
is distinct from a name of an application corresponding to
the particular application icon.

FIGS. 3A-3G illustrate flowchart representations of a
method of efficiently navigating between applications with
linked content on an electronic device with a touch-sensitive
display. FIGS. 4A-4I, 5A-5L, 6A-6B, 7A-7B, 8A-8B,
9A-9B, and 10A-10B are schematics of a touch-sensitive
display used to illustrate exemplary user interfaces and
gestures for navigating between applications with linked
content. FIGS. 4A-41, 5A-5L, 6A-6B, 7A-7B, 8A-8B,
9A-9B, and 10A-10B are used to illustrate the methods
and/or processes of FIGS. 3A-3G. Although some of the
examples which follow will be given with reference to
inputs on a touch-sensitive display (in which a touch-
sensitive surface and a display are combined), in some
embodiments, the device detects inputs on a touch-sensitive
surface 195 that is separate from the display 194, as shown
in FIG. 1D.

In some embodiments, a method 300 is performed by an
electronic device (e.g., portable multifunction device 100,
FIG. 1A) and/or one or more components of the electronic
device (e.g., [/O subsystem 106, operating system 126, etc.).
In some embodiments, the method 300 is governed by
instructions that are stored in a non-transitory computer-
readable storage medium and that are executed by one or
more processors of a device, such as the one or more
processors 122 of device 100 (FIG. 1A). Alternatively, or in
addition, executable instructions for performing method 300
are, optionally, included in a transitory computer-readable
storage medium or other computer program product config-
ured for execution by one or more processors. For ease of
explanation, the following describes method 300 as per-
formed by the device 100. In some embodiments, with
reference to FIG. 1A, the operations of method 300 are
performed by or use, at least in part, a multitasking module
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(e.g., multitasking module 163), an application selector
(e.g., application selector 163-1), a compatibility module
(e.g., compatibility module 163-2), an indication generation
module (e.g., indication generation module 163-3), a mul-
titasking history (e.g., multitasking history 163-4), a contact/
motion module (e.g., contact/motion module 130), a graph-
ics module (e.g., graphics module 132), one or more contact
intensity sensors (e.g., contact intensity sensors 165), and a
touch-sensitive display (e.g., touch-sensitive display system
112). Some operations in method 300 are, optionally, com-
bined and/or the order of some operations is, optionally,
changed.

As described below, the method 300 provides an intuitive
way to navigate between applications with linked content on
an electronic device with a touch-sensitive display. The
method reduces the cognitive burden on a user when navi-
gating between applications with linked content, thereby
creating a more efficient human-machine interface. Further,
such methods conserve power, reduce unnecessary/extrane-
ous/repetitive inputs, and potentially reduce memory usage.
For battery-operated electronic devices, the ability to enable
a user to navigate between applications with linked content
faster and more efficiently, both conserves battery power and
increases the time between battery charges.

The device displays (302) in a full-screen mode on a
touch-sensitive display (e.g., touch screen 112) of the device
a first application including a selectable user interface ele-
ment associated with a second application. For example, as
shown in FIG. 4A application 1 (e.g., a first application) is
displayed in a full-screen mode on the touch screen 112 and
includes a selectable user interface element 404 associated
with the second application (i.e., an application that is
distinct from the first application). In some embodiments,
the selectable user interface element is a link (e.g., a
hyperlink, a link to a document, a phone number, an address,
a search result in search application (such as search module
151) that is associated with another application (e.g.,
browser module 147 or telephone module 138), etc.). In
some embodiments, the selectable user interface element is
a notification banner (e.g., notification from application 2, as
pictured in FIG. 9A).

The device detects (304) a selection of the selectable user
interface element (e.g., the device detects contact 406 over
Ul element 404, FIG. 4A). In response to detecting the
selection of the selectable user interface element (306), the
device: (i) displays the second application, including content
corresponding to the selectable user interface element, in a
predefined portion of the touch-sensitive display and (ii)
displays the first application in an additional portion, distinct
from the predefined portion, between an edge (e.g., edge
498, FIG. 4B) of the touch-sensitive display and the pre-
defined portion. In some embodiments, a combination of the
predefined portion and the additional portion occupy (308)
substantially all of the touch-sensitive display (i.e., all
available display area, excluding a top-level status bar). For
example, as shown in FIG. 4B, (i) application 2 (e.g., a
second application) is displayed in the predefined portion
405 of the touch-sensitive display and application 2 includes
content corresponding to the selectable user interface ele-
ment (e.g., if the selectable user interface element is a link
to a document, then application 2 includes a representation
of'the document or includes the document’s content) and (ii)
application 1 is displayed in the additional portion 403. As
shown in FIG. 4B, the first application’s content (e.g.,
content 402) is overlaid by the second application, such that
some of the first application’s content is no longer or only
partially visible on the touch-sensitive display. As shown in
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FIG. 4B, the additional portion 403, in some embodiments,
is located between an edge (e.g., edge 498, FIG. 4B) of the
touch-sensitive display (e.g., a leftmost edge) and the pre-
defined portion. Additional details and descriptions of
embodiments of the additional portion and the predefined
portion are presented above with reference to FIG. 1A.

In some embodiments, displaying the second application
in the predefined portion includes (310) sliding the second
application on to the touch-sensitive display in a first direc-
tion over the displayed first application until the second
application occupies the predefined portion and the first
application remains visible in the additional portion. In some
embodiments, the additional portion includes (312) a pin
affordance (e.g., pin 420, FIG. 4B) that, when selected,
causes pinning of the second application next to the first
application on the touch-sensitive display (or, alternatively,
causes pinning of the first application next to the second
application). In some embodiments, pinning an application
as a side application (application 2 in the current example)
links the pinned side application to the currently-displayed
main application (application 1 in the current example). In
some embodiments, pinning includes creating a record that
indicates that application 2 is pinned as a side application
whenever application 1 is launched (e.g., multitasking data
193 corresponding to application 1 is updated to include this
record) or vice versa. As such, in these embodiments, until
application 2 is dismissed or promoted (discussed below),
every time application 1 is opened/launched, application 2 is
also opened as a side application in a shared screen view that
includes application 1 as the main application and applica-
tion 2 as the side application.

In some other embodiments, side applications are pinned
to the shared screen view (instead of being pinned to
individual applications). In these other embodiments, pin-
ning application 2 (discussed in the aforementioned
example) results in pinning application 2 to the shared
screen view, such that opening any new application that is
compatible with the shared screen view results in displaying
the new application in the shared screen view with applica-
tion 2 as the side application (e.g., if a user pins application
2, exits to a home screen (by clicking physical home button
204), uses a gesture to launch an application selector, and
then selects a new application from within the application
selector, then the selected new application will be displayed
in the shared screen view with application 2). An application
selector (e.g., application selector 163-1, FIG. 4H) is a user
interface element that displays a plurality of selectable
affordances corresponding to applications that are compat-
ible with a shared screen view (e.g., FIG. 4F shows an
exemplary shared screen view in which application 1 is the
main application and application 3 is the side application).

In some embodiments, the additional portion also
includes (314) a promote affordance (e.g., promote affor-
dance 422, FIG. 4B) that, when selected, displays (i.e.,
causes the device to display) the second application in a
full-screen mode on the touch-sensitive display. While dis-
playing the second application in the predefined portion 405
(FIG. 4B) and the first application in the additional portion
403 (FIG. 4B), a number of navigation and display options
are available to the user (e.g., options A-F, as pictured in
FIG. 3A). As discussed in more detail below, in some
embodiments, the user is able to: (A) pin the second appli-
cation (e.g., operations 316-322), (B) re-display the first
application in the full-screen mode (e.g., operations 324-
328), (C) view the predefined portion and the additional
portion in an alternative display format (e.g., operations
330-342), (D) select an additional selectable user interface
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element (e.g., a second link or a second notification banner,
discussed below in reference to operations 344-364), (E) use
a resize gesture to promote the second application to be a
side application (e.g., operations 366-368), and/or (F) use a
dragging gesture to promote the second application to be a
side application (e.g., operations 370-388). Each of these
navigation and display options will be described in turn
below.

Turning now to FIG. 3B, in some embodiments, option A
begins when the device detects (316) a selection of the pin
affordance (e.g., the device detects contact 442 over pin 420,
FIG. 4B). In response to detecting a selection of the pin
affordance, in some embodiments, the device resizes (318)
the first and second applications to each occupy approxi-
mately 50% of the touch-sensitive display (i.e., 50% of the
available screen real estate of the touch-sensitive display). In
some embodiments, the device resizes the first application to
occupy approximately 75% of the available screen real
estate of the touch-sensitive display and resizes the second
application to occupy the remaining approximately 25% of
the available screen real estate of the touch-sensitive display.

In some embodiments, the first or the second application
also includes (318) an additional selectable user interface
element that is associated with a third application (i.e., the
additional selectable user interface element is distinct from
the selectable user interface element because the additional
selectable user interface element is associated with a differ-
ent application than the one associated with the selectable
user interface element). For example, the second application
includes Ul element 418 (i.e., an additional selectable user
interface element that is distinct from the user interface
element 404) or the first application includes Ul element
408, (i.e., an additional selectable user interface element that
is distinct from the user interface element 404) as shown in
FIG. 4E.

In some embodiments, the device detects (320) a selection
of the additional selectable user interface element (e.g., the
device detects contact 444 over either Ul element 408 or Ul
element 418). In response to detecting the selection of the
additional selectable user interface element (i.e., in response
to detecting contact 444 over either Ul element 408 or Ul
element 418), the device (322): continues to display the
second application, ceases to display the first application,
and displays the third application in the space previously
occupied by the first application (as shown in FIG. 4G). In
other words, the third application replaces the first applica-
tion as the main application in the shared screen view. In
other embodiments, the third application instead replaces the
second application as the side application in the shared
screen view (as shown in FIG. 4F). In these other embodi-
ments, in response to detecting contact 444 over Ul element
418 (i.e., the detected selection of the additional selectable
user interface element is within the side application), the
third application replaces the second application as the side
application. Consistent with these other embodiments, in
response to detecting contact 444 over Ul element 408 (i.e.,
the detected selection of the additional selectable user inter-
face element is within the main application), the third
application replaces the first application as the side appli-
cation.

As also pictured in FIG. 4G, in some embodiments, the
third application is displayed as the main application and the
previously-displayed main application (e.g., application 1 of
the preceding examples) is optionally displayed in an addi-
tional portion, such that the third application overlays the
previously-displayed main application (application 1) that is
now displayed in the additional portion.
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Continuing from operation 314, in some embodiments,
option B begins when the device detects (324) a contact at
the additional portion (e.g., contact 440, FIG. 4B). In some
embodiments, the contact at the additional portion is
detected anywhere within the additional portion, other than
over the promote affordance 422 or the pin 420. In response
to detecting the contact at the additional portion, the device
ceases (326) to display the second application and displays
the first application in the full-screen mode (as shown in
FIG. 4C). In some embodiments, ceasing to display the
second application includes sliding (328) the second appli-
cation off of the touch-sensitive display in a second direc-
tion, opposite the first direction.

Referring now to FIG. 3C, in some embodiments, option
C presents an alternative display format for the predefined
portion and the additional portion. In some embodiments,
the predefined portion of the touch-sensitive display is (330)
a central portion of the touch-sensitive display and the
additional portion surrounds the central portion (as shown in
FIG. 8A. In some embodiments, displaying the second
application in the predefined portion (e.g., as described in
reference to operation 306, FIG. 3A) includes (332) display-
ing an additional selectable user interface element associated
with a third application. For example, as shown in FIG. 8A,
application 2 is displayed with the additional selectable user
interface element (e.g., Ul element 804). In some embodi-
ments, the device detects (334) a selection of the additional
selectable user interface element (e.g., the device detects
contact 806 over Ul element 804, FIG. 8A).

In some embodiments, in response to detecting the selec-
tion of the additional selectable user interface element, the
device (336): (i) slides the second application in a first
direction (e.g., a leftward direction) towards the edge (e.g.,
edge 498, FIG. 8B) of the touch-sensitive display, (ii) slides
the third application in the first direction on to the touch-
sensitive display, such that the third application is displayed
in the predefined portion and the second application remains
visible next to the displayed third application, and (iii)
continues to display the first application in the additional
portion (as shown in FIG. 8B). In some embodiments, the
device detects (338) a contact at the second application (e.g.,
contact 808, FIG. 8B) and then performs either operation
340 or operation 342. In some embodiments, in response to
detecting the contact at the second application, the device
(340): (i) slides the second application in a second direction
(e.g., arightward direction), opposite the first direction, until
the second application again occupies the predefined por-
tion, (ii) displays the third application in the space previ-
ously occupied by the second application, and (iii) continues
to display the first application in the additional portion.
Alternatively, in some embodiments, in response to detect-
ing the contact at the second application, the device displays
(342) the second application in the full-screen mode.

Turning now to FIG. 3D and continuing again from
operation 314, in some embodiments, option D begins with
the second application including (344) an additional select-
able user interface element associated with a third applica-
tion (e.g., as shown in FIG. 4B, application 2 is displayed
with Ul element 418). In some embodiments, the device
detects (346) a selection of the additional selectable user
interface element (e.g., contact 525 over Ul element 418,
FIG. 5A). In response to detecting the selection of the
additional selectable user interface element, the device per-
forms (348) either operation 350, 352, or 354.

As to operation 350, in some embodiments, in response to
detecting the selection of the additional selectable user
interface element, the device: (i) ceases to display the second
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application, (ii) displays the third application, including
content corresponding to the additional selectable user inter-
face element, in the predefined portion, and (iii) continues to
display the first application in the additional portion (as
shown in FIG. 5B).

As to operation 352, in some embodiments, in response to
detecting the selection of the additional selectable user
interface element, the device: (i) ceases to display the first
application, (ii) displays the third application, including
content corresponding to the additional selectable user inter-
face element, in the predefined portion, and (iii) displays the
second application in the additional portion (as shown in
FIG. 5C).

As to operation 354, in some embodiments, in response to
detecting the selection of the additional selectable user
interface element, the device: (i) displays the third applica-
tion, including content corresponding to the additional
selectable user interface element, in the predefined portion
(e.g., predefined portion 405, FIG. 5D), (ii) displays the first
application in a first sub-portion of the additional portion
(e.g., first sub-portion 503 of additional portion 403)
between the edge (e.g., edge 498, FIG. 5D) of the touch-
sensitive display and a second sub-portion of the additional
portion (e.g., second sub-portion 505 of additional portion
403), and (iii) displays the second application in the second
sub-portion 505 of the additional portion (as shown in FIG.
5D). In some embodiments, and now with reference to FIG.
3E, the device detects (356) a contact over the first and/or
second sub-portions of the additional portion (e.g., contact
550, FIG. 5D). While detecting the contact (or in response
to a determination that an intensity of the contact (described
above in reference to FIG. 1A) exceeds a threshold intensity
of contact), the device increases (358) a size (e.g., a display
width) of the additional portion 403, such that more of the
first and second applications is visible on the touch-sensitive
display (as shown in FIG. 5E). In some embodiments or
circumstances, the contact 550 remains in continuous con-
tact with the touch-sensitive display, without breaking the
continuous contact for at least a predetermined amount of
time (e.g., 2 or 3 seconds). In accordance with a determi-
nation that the contact 550 has remained in continuous
contact with the touch-sensitive display for at least the
predetermined amount of time (or in accordance with a
determination that the intensity of the contact exceeds the
threshold intensity of the contact), the device then performs
the increasing operation 358. In some embodiments, the first
and second sub-portions do not include the pin 420 and/or
the promote affordance 422 (as shown in FIG. 5D), but after
increasing the size of the additional portion 403 (and
increasing a size for each of the first and second sub-portions
as well), the first sub-portion 503 and the second sub-portion
505 both then display the pin 420 and the promote affor-
dance 422 (as shown in FIG. 5E). In some embodiments, if
the contact 550 lifts off from the touch-sensitive surface after
the device performs the increasing operation 358, then the
device decreases the size of the additional portion 403 such
that the additional portion 403 returns to its first size (e.g.,
if the contact 550 is lifted off from the touch screen 112
while the touch screen 112 displays the user interface shown
in FIG. 5E, then the devices decrease the size of the
additional portion 403 until it returns to the first size of the
additional portion 403 shown in FIG. 5D). In some other
embodiments, instead of decreasing the size of the addi-
tional portion 403 in response to lift off of contact 550, the
device, in response to detecting lift off of contact 550,
continues to display the additional portion 403 with the
increased size. In some embodiments, the user of device 100
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configures a preference as to whether the device should
decrease the size of the additional portion 403 or continue to
display the additional portion 403 with the increased size, as
described above.

In some embodiments, the device detects (360) a gesture
dragging the second sub-portion 505 (or dragging the appli-
cation (e.g., application 2) displayed therein) of the addi-
tional portion towards the predefined portion (e.g., gesture
560, FIG. 5F). In some embodiments or circumstances, the
gesture 560 is a continuation of the contact 550, such that
after the contact 550 has remained in contact with the
touch-sensitive display for more than the predetermined
amount of time, the user moves the contact 550 in a
substantially horizontal direction. In some embodiments or
circumstances, after the contact 550 has remained in contact
with the touch-sensitive display for more than the predeter-
mined amount of time, the contact 550 is released or lifted
off from the touch-sensitive display. The gesture 560 is then
initiated as a distinct interaction with the touch-sensitive
display. In some embodiments, the device detects (362) lift
off of the gesture at the predefined portion (e.g., gesture 560
lifts off from the touch-sensitive display over application 3
(FIG. 5F)). In some embodiments, in response to detecting
a release of or lift off of the gesture at the predefined portion,
the device displays (364) the second application in the
predefined portion previously occupied by application 3,
continues to display the first application in the first sub-
portion of the additional portion, and displays the third
application in the second sub-portion of the additional
portion (as shown in FIG. 5G, the additional portion 403 has
returned to its first size and includes a first sub-portion 503
with the first application and a second sub-portion 505 with
the third application). In some other embodiments, in
response to detecting a release of or lift off of the gesture at
the predefined portion, the device displays the second appli-
cation in the full-screen mode.

Turning now to FIG. 3F and continuing again from
operation 314, in some embodiments, option E begins when
the device detects (366) a dragging gesture at a border
between the predefined portion and the additional portion
(e.g., gesture 602, FIG. 6A, is at the border between appli-
cation 1 and application 2) that moves the border to a
predetermined location on the touch-sensitive display. In
some embodiments, the predetermined location is a mid-
point on the touch-sensitive display and the border is deter-
mined to be at the mid-point when the border has moved to
within a threshold distance of the mid-point of the touch
screen 112 (e.g., within 1, 1.5, 2, 2.5 or 3 pixels). Upon
determining that the dragging gesture has moved the border
to the predetermined location (or that a current position of
the border is within the threshold distance of the mid-point,
as shown in FIG. 6B, the gesture 602 has moved the border
to within the threshold distance of the mid-point), the device
resizes (368) the first and second applications to each
occupy approximately 50% of the touch-sensitive display
(e.g., as shown in FIG. 6B). In other words, application 2 is
no longer displayed as overlaying application 1 and is
instead displayed as a side application in a shared screen
view with application 1.

As shown in FIGS. 7A-7B, a similar resize gesture is
available while applications are displayed in a shared screen
view. As shown in FIG. 7A, application 1 is displayed in an
additional portion of a main application portion of a shared
screen view, application 3 is displayed within the main
application portion and is overlaying application 1, and
application 2 is displayed as in a side application portion of
the shared screen view. In some embodiments, the user
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interface shown in FIG. 7A is displayed after a contact at a
selectable user interface element displayed within either a
main application or a side application (e.g., one of the
contacts 444, FIG. 4E).

Turning back to FIG. 3F, option E, in the context of FIG.
7A’s illustrated shared screen view, begins when the device
detects (366) a dragging gesture at a border between the
predefined portion (i.e., the portion in which Application 3
is displayed, FIG. 7A) and the additional portion (i.e., the
portion in which application 1 is displayed, FIG. 7A) and a
resize gesture is detected at a border between the additional
portion of the main application portion (e.g., gesture 710,
FIG. 7A, is at the border between application 1 and appli-
cation 3) that moves the border to a predetermined location
on the touch-sensitive display. In some embodiments, the
predetermined location is a mid-point on the touch-sensitive
display and the border is determined to be at the mid-point
when the border has moved to within a threshold distance of
the mid-point (e.g., within 1, 1.5, 2, 2.5 or 3 pixels). In some
embodiments, upon determining that the dragging gesture
has moved the border to the predetermined location (or that
a current position of the border is within the threshold
distance of the predetermined location, as shown in FIG. 7B,
the gesture 710 has moved the border to within the threshold
distance of the mid-point), the device resizes application 1
to occupy approximately 50% of the touch-sensitive display
and resizes applications 2 and 3 to occupy the remaining
approximately 50% of the touch-sensitive display (e.g., as
shown in FIG. 6B). In other words, application 3 is no longer
displayed as overlaying application 1 and, instead, applica-
tions 2 and 3 are displayed as side applications in a shared
screen view with application 1.

Turning back to FIG. 3F and continuing once again from
operation 314, in some embodiments, option F begins when
the device detects (370) a dragging gesture on top of the
second application (e.g., dragging gesture 460, FIG. 4G).
The second application, in these embodiments, refers to the
application that is displayed in the predefined portion (i.e.,
a predefined portion in the full-screen mode or a predefined
portion in the shared screen view). Therefore, although
dragging gesture 460 is illustrated on top of application 3
while application 3 is displayed in a shared screen view with
application 1, a similar dragging gesture is also available on
top of application 2 when application 2 is displayed in the
predefined portion and application 1 is in the additional
portion (e.g., application 2 as shown in FIG. 4B).

In accordance with a determination that the dragging
gesture is within a predetermined distance of a second edge
499 (e.g., second edge 499), opposite the edge (e.g., edge
498, FIG. 4H), of the touch-sensitive display, the device
displays (372) an application selector (e.g., application
selector 163-1) with a plurality of selectable affordances
corresponding to applications available on the device (as
shown in FIG. 4H). In some embodiments, the application
selector is displayed as occupying approximately 50% of the
touch-sensitive display, while in other embodiments, the
application selector is displayed as occupying approxi-
mately 33% or 25% of the touch-sensitive display (and
application 1 (or the application that is displayed in the
additional portion) is displayed as occupying the remaining
space on the touch-sensitive display that is not occupied by
the application selector, e.g., 50%, 67%, or 75%).

As also shown in FIG. 4H, during the dragging gesture,
the second application (or a user interface representation
corresponding to the second application, such as an icon or
a reduced size view of the second application) is displayed
as well (e.g., the user interface representation of app 3, FIG.
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4H). In some embodiments, the device detects (374) a
release or lift off of the dragging gesture over the application
selector (e.g., the contact associated with dragging gesture
460 is lifted off from the touch-sensitive display substan-
tially at the position shown in FIG. 4H). In response to
detecting lift off of the dragging gesture, the device displays
(376) the second application in the space previously occu-
pied by the application selector and displays the first appli-
cation in a remaining portion of the touch-sensitive display
(as shown in FIG. 41, applications 3 and 1 are displayed in
a shared screen mode after the lift off (in other words
application 3 is promoted to be a side application after the
dragging gesture)). As mentioned above, the dragging ges-
ture is also accessible from user interfaces similar to the one
shown in FIG. 4B. For example, after lift off of a dragging
gesture similar to dragging gesture 460 that is instead over
application 2 of FIG. 4B, applications 2 and 1 are displayed
in a shared screen mode after the lift off (in other words
application 2 is promoted to be a side application after the
dragging gesture)). In this way, users are provided with a
convenient and easy-to-use dragging gesture that can be
easily accessed and seamlessly used in both full-screen and
shared screen display modes.

In some embodiments, the second application while con-
currently displayed next to the first application in the shared
screen view after the dragging gesture, also includes an
additional selectable user interface element (e.g., application
2 includes Ul element 418, FIG. 4E). In some embodiments,
the device detects (378) a selection of the additional select-
able user interface element displayed within the second
application (e.g., the device detects contact 444 over Ul
element 418, FIG. 4E). In response to detecting the selec-
tion, the device: (i) ceases (380) to display the second
application, (ii) displays the third application in the pre-
defined portion, and (iii) displays the first application in the
additional portion (as shown in FIG. 5B).

In some embodiments, a user of the device is then able to
quickly access the previously-displayed side application
(e.g., application 2, FIG. 4E) using a swipe gesture. For
example, the device detects (382) a swipe gesture (e.g.,
gesture 510, FIG. 5B) moving from the second edge (e.g.,
second edge 499, FIG. 5B) of the touch-sensitive display
towards the edge (e.g., edge 498, FIG. 5B) of the touch-
sensitive display. In some embodiments, in response to
detecting the swipe gesture, the device: (i) ceases (384) to
display the first application, (ii) displays the second appli-
cation overlaying the third application, and (iii) dims the
third application (e.g., reduces a brightness associated with
an area of the touch-sensitive display in which the third
application is displayed). For example, FIG. 5H shows the
user interface displayed on touch screen 112 after the swipe
gesture 510 of FIG. 5B. In this way, the swipe gesture 510
allows a user of the device to quickly access a previously-
used side application (in this example, application 2).

In some embodiments, the dimmed third application also
optionally includes a pin 420 for pinning the third applica-
tion in a shared screen view. In some embodiments, in
response to detecting a contact at the pin 420 (e.g., contact
542, FIG. 5H), the device displays a shared screen view of
applications 2 and 3 (e.g., as shown in FIG. 5J).

In some embodiments, the user is also provided with a
way to quickly dismiss the side application (e.g., application
2, FIG. 5H). For example, the device detects a contact within
the dimmed third application (e.g., contact 544, FIG. 5H). In
some embodiments, in response to detecting the contact, the
device (i) ceases (386) to display the second application, (ii)
displays the third application in the predefined portion, and
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(iii) displays the first application in the additional portion (as
shown in FIG. 5I). In other words, by tapping within the
dimmed application 3, the user is able to quickly return to
the user interface displayed before the swipe gesture 510
was used to re-display application 2 as the side application
(i.e., the user can use swipe gesture 510 (FIG. 5B) to activate
the overlaid side application 2 (FIG. 5H), and can quickly
dismiss the overlaid side application and return to the user
interface shown in FIG. 5B by simply clicking within the
dimmed application 3 of FIG. S5H).

In some embodiments, the overlaid application (e.g.,
application 2 of FIG. 5H) includes another selectable user
interface element (e.g., a link to content associated with a
fourth application). In response to detecting a selection of
the another selectable user interface element (e.g., contact
546 over Ul element 514, FIG. 5H), the device displays the
fourth application in the predefined portion and displays the
second application in the additional portion (as shown in
FIG. 5K). Additionally, the gesture 510 is again available (as
shown in FIG. 5K) and allows the user of the device to
quickly access the previously-used side application (e.g., as
shown in FIG. 5L, in response to detecting the gesture 510,
the device displays previously-used application 3 as over-
laying application 4).

FIGS. 9A and 9B illustrate that the selectable user inter-
face elements and additional selectable user interface ele-
ments described above are, in some embodiments or cir-
cumstances, notification banners associated with one or
more applications (e.g., notification from application 2, as
shown in FIG. 9A). As shown in FIG. 9A, in response to
detecting a contact at the notification banner (e.g., contact
902 over notification from application 2), the device dis-
plays application 2 in the predefined portion and displays
application 1 in the additional portion (as shown in FIG. 9B).
The additional embodiments and examples provided above
in reference to method 300 apply as well to embodiments or
circumstances in which the selectable user interface ele-
ments discussed in reference to method 300 are instead
notification banners.

Similarly, FIGS. 10A-10B illustrate that notification ban-
ners may also be displayed in the shared screen view and
that selection of a notification banner that is displayed in the
shared screen view causes the device to perform similar
functions discussed above with reference to the functions
performed by the device in response to detecting selection of
the selectable Ul elements discussed in reference to method
300. For example, as shown in FIG. 10A, in response to
detecting a contact over a notification banner (e.g., contact
902 over notification from application 3), the device dis-
plays application 3 in a predefined portion of the main
application section of the shared screen view, displays
application 1 in the additional portion of the main applica-
tion section, and continues to display application 2 in the
side application section (as shown in FIG. 10B). The addi-
tional embodiments and examples provided above in refer-
ence to method 300 apply as well to embodiments or
circumstances in which the selectable user interface ele-
ments discussed in reference to method 300 are instead
notification banners displayed in a shared screen view.

It should be understood that the particular order in which
the operations in FIGS. 3A-3G have been described is
merely exemplary and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
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described herein (e.g., method 1100) are also applicable in
an analogous manner to method 300 described above with
respect to FIGS. 11A-11D. For example, the additional
portion described above with reference to method 300
optionally has one or more of the characteristics of the
indications corresponding to a particular application (e.g.,
indication 1202) described herein with reference to other
methods described herein (e.g., method 1100). For brevity,
these details are not repeated here.

FIGS. 11A-11D illustrate flowchart representations of a
method 1100 of efficiently navigating between applications
with linked content on an electronic device with a touch-
sensitive display. FIGS. 12A-12] are schematics of touch-
sensitive display used to illustrate additional user interfaces
for navigating between applications with linked content.
FIGS. 12A-121 are used to illustrate the methods and/or
processes of FIGS. 11A-11D. Although some of the
examples which follow will be given with reference to
inputs on a touch-sensitive display (in which a touch-
sensitive surface and a display are combined), in some
embodiments, the device detects inputs on a touch-sensitive
surface 195 that is separate from the display 194, as shown
in FIG. 1D.

In some embodiments, a method 1100 is performed by an
electronic device (e.g., portable multifunction device 100,
FIG. 1A) and/or one or more components of the electronic
device (e.g., [/O subsystem 106, operating system 126, etc.).
In some embodiments, the method 1100 is governed by
instructions that are stored in a non-transitory computer-
readable storage medium and that are executed by one or
more processors of a device, such as the one or more
processors 122 of device 100 (FIG. 1A). Alternatively, or in
addition, executable instructions for performing method
1100 are, optionally, included in a transitory computer-
readable storage medium or other computer program prod-
uct configured for execution by one or more processors. For
ease of explanation, the following describes method 1100 as
performed by the device 100. In some embodiments, with
reference to FIG. 1A, the operations of method 300 are
performed, at least in part, by a multitasking module (e.g.,
multitasking module 163), an application selector (e.g.,
application selector 163-1), a compatibility module (e.g.,
compatibility module 163-2), an indication generation mod-
ule (e.g., indication generation module 163-3), a multitask-
ing history (e.g., multitasking history 163-4), a contact/
motion module (e.g., contact/motion module 130), a
graphics module (e.g., graphics module 132), one or more
contact intensity sensors (e.g., contact intensity sensors
165), and a touch-sensitive display (e.g., touch-sensitive
display system 112). Some operations in method 1100 are,
optionally, combined and/or the order of some operations is,
optionally, changed.

As described below, the method 1100 provides an intui-
tive way to navigate between applications with linked con-
tent on an electronic device with a touch-sensitive display.
The method reduces the cognitive burden on a user when
navigating between applications with linked content,
thereby creating a more efficient human-machine interface.
Further, such methods conserve power, reduce unnecessary/
extraneous/repetitive inputs, and potentially reduce memory
usage. For battery-operated electronic devices, enabling a
user to navigate between applications with linked content
faster and more efficiently conserves power and increases
the time between battery charges.

The device displays (1102), in a full-screen mode on the
touch-sensitive display, a first application including a first
selectable user interface element associated with a second
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application (e.g., as shown in FIG. 12A, application 1 is
displayed in the full-screen mode and includes Ul element
1222 associated with a second application). In some
embodiments, the device detects (1104) a selection of the
first selectable user interface element. In response to detect-
ing the selection of the first selectable user interface element,
the device performs (1106) the following operations: dis-
plays (1108) the second application (e.g., application 2, FIG.
12B), including a second selectable user interface element
(e.g., Ul element 1224, FIG. 12B), in a predefined portion
(e.g., predefined portion 405, FIG. 12B) of the touch-
sensitive display.

In some embodiments, displaying the second application
includes (1110) reducing a display size of the first applica-
tion such that the first application appears to move back-
wards, relative to a user of the device, within the touch-
sensitive display. Stated another way, the device shrinks the
first application on the touch-sensitive display in a way that
presents an appearance of movement backwards within the
touch-sensitive display. In some embodiments, displaying
the second application also includes (1112) sliding the
second application in a first direction (e.g., a rightward
direction) on to the touch-sensitive display until the second
application occupies the predefined portion 405 of the
touch-sensitive display. In some embodiments, sliding the
second application on to the touch-sensitive display includes
(1114) sliding the second application over the displayed first
application. By employing one or more of these visual
effects (1110, 1112, and/or 1114), a user of the device is
provided with a smooth transition from displaying the first
application to displaying the second application in the
predefined portion and is additionally provided with a visual
reminder that the first application is still accessible adjacent
to the second application.

Turning now to FIG. 11B, and also in response to detect-
ing the selection of the first selectable user interface element,
the device displays (1116) a first indication (e.g., indication
1202, FIG. 12B) corresponding to the first application in an
additional portion (e.g., additional portion 403) of the touch-
sensitive display that is distinct from and adjacent to (e.g.,
above) the predefined portion. In some embodiments, tap-
ping within the first indication (e.g., contact 1210, FIG.
12B), causes the device to cease displaying the second
application, to cease displaying the first indication, and to
re-display the first application. In some embodiments, the
device also displays a second indication in the space previ-
ously occupied by the first indication, the second indication
corresponding to the second application (as shown in FIG.
12D, a second indication corresponding to application 2 is
now shown within the additional portion 403). In some
embodiments, and as shown in FIGS. 12B and 12D, a
combination of the predefined portion 405 and the additional
portion 403 occupy substantially all of the touch-sensitive
display (1118). In some embodiments, the additional portion
403 is between an edge (e.g., edge 498, FIG. 12B) of the
touch-sensitive display and the predefined portion 405
(1124). In some embodiments, the additional portion 403 has
a width that is substantially the same as the width of the
predefined portion 405 and further wherein the additional
portion 403 has a height that is substantially less (e.g., at
least fifty percent less) than the height of the predefined
portion 405 (1126). Additional details and descriptions of
embodiments of the additional portion 403 and the pre-
defined portion 405 are presented above in reference to FIG.
1A.

Various exemplary indications 1202 are shown in FIG.
121. As shown, in some embodiments, the indication 1202
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transparently overlays a status bar (e.g., indications 1202-3
and 1202-4 are displayed such that the status bar is visible
underneath the first indication) while, in other embodiments,
indication 1202 opaquely overlays the status bar (e.g.,
indications 1202-1, 1202-2, and 1202-5). In some embodi-
ments, the indication 1202 includes a dismiss affordance
1230 (e.g., as shown for indication 1202-1, 1202-2, 1202-3,
and 1202-5, but not for indication 1202-4) for dismissing the
indication 1202 from the display (e.g., in response to detect-
ing a selection of the dismiss affordance 1230, the device
ceases to display the indication 1202). In some embodi-
ments, in addition to or instead of the dismiss affordance
1230, the device ceases to display the indication 1202 (e.g.,
the first indication discussed above or the second indication
discussed below) after a predefined period of time (e.g., 20,
25, or 30 seconds) in which no user input is detected at the
additional portion. In some embodiments, the device also
ceases to display the indication 1202 in response to the user
clicking on the home button 204.

In some embodiments, the first indication includes (1120)
an arrow affordance pointing in a direction opposite to the
first direction (e.g., arrow affordance 1220 of indication
1202-1, FIG. 12I). The direction of the arrow affordance
provides the user of the device with an additional visual clue
that the first application remains accessible. Stated another
way, the arrow affordance 1220 indicates a location of the
(no longer displayed) first application, such that clicking
within the additional portion causes the electronic device to
slide the second application off of the display in the direction
indicated by the arrow affordance 1220. In some embodi-
ments, displaying the first indication includes (1122) deter-
mining a visual appearance for the first indication based on
a physical characteristic of the touch-sensitive display and
displaying the first indication with the determined visual
appearance. In some embodiments, the physical character-
istic is a physical size or available resolution of the touch-
sensitive display. In some embodiments, when the device
has a higher available resolution (e.g., 750x1334 pixels
instead of 640x1136 pixels) or a bigger physical size (4.7
inches v. 4.0 inches), then the first indication can be dis-
played as slightly larger. For example, when the device has
the higher available resolution or the bigger physical size,
the device display the first indication with the visual appear-
ance shown for indication 1202-3 (FIG. 12I) and when the
device has the smaller available resolution or the smaller
physical size, the device displays the first indication with the
visual appearance shown for indication 1202-4 (FIG. 12I).

Turning now to FIG. 11C, in some embodiments, the
device detects (1128) a selection of the second selectable
user interface element (e.g., contact 1208 over Ul element
1224, F1G. 12B). In response to detecting the selection of the
second selectable user interface element, the device displays
(1132) the third application in the predefined portion of the
touch-sensitive display (e.g., as shown in FIG. 12C). In
some embodiments, displaying the third application includes
(1134) reducing a display size of the second application such
that the second application appears to move backwards,
relative to a user of the device, within the touch-sensitive
display. In some embodiments, displaying the third appli-
cation includes (1136) sliding the third application in the
first direction (e.g., rightward direction) on to the touch-
sensitive display until the third application occupies the
predefined portion of the touch-sensitive display. In some
embodiments, sliding the third application on to the touch-
sensitive display includes sliding the third application over
the displayed second application. As discussed above in
reference to operations 1110-1114, by employing one or
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more of these visual effects (1132, 1134, and/or 1136), a user
of the device is provided with a smooth transition from
displaying the second application to displaying the third
application in the predefined portion and is additionally
provided with a visual reminder that the second application
is still accessible adjacent to the third application.

Turning now to FIG. 11D, in some embodiments, in
response to detecting the selection of the second selectable
user interface element (e.g., contact 1208 over Ul element
1224, FIG. 12B), the device displays (1140) a second
indication corresponding to the second application in the
additional portion (as shown in FIG. 12C, indication 1202
has been updated to refer to application 2, instead of
application 1). In some embodiments, a combination of the
predefined portion and the additional portion occupy sub-
stantially all of the touch-sensitive display (1142). As dis-
cussed above, various exemplary indications 1202 are
shown in FIG. 121. The above descriptions and details
regarding indication 1202 apply as well to the second
indication. For example, in some embodiments, the second
indication includes (1144) an arrow affordance pointing in a
direction opposite to the first direction (e.g., arrow affor-
dance 1220, FIG. 12I) and displaying the second indication
includes (1146) determining a visual appearance for the
second indication based on a physical characteristic of the
touch-sensitive display and displaying the second indication
with the determined visual appearance (as discussed in more
detail above).

In some embodiments, the device detects (1148) a touch
input at the second indication (e.g., the device detects
contact 1250 over indication 1202, as shown in FIG. 12C).
In some embodiments, in response to detecting the touch
input at the second indication, the device slides (1150) the
third application off of the touch-sensitive display in a
second direction (e.g., a rightward direction), opposite to the
first direction, until the third application is no longer visible
on the touch-sensitive display. In some embodiments, slid-
ing the third application off of the touch-sensitive display
includes (1152) revealing, as the third application slides off
of the touch-sensitive display, the second application having
the reduced display size. In some embodiments, after sliding
the third application off of the touch-sensitive display and
revealing the second application, the device either (1) dis-
plays the application in a full-screen mode or (2) displays the
second application in the predefined portion and also dis-
plays indication 1202. As to option (1), in some embodi-
ments, revealing the second application includes (1154)
increasing the display size of the second application until the
second application is again displayed in the full-screen
mode, such that increasing the display size of the second
application creates an appearance that the second application
is moving, within the touch-sensitive display, towards the
user of the electronic device. As to option (2), revealing the
second application includes (1156) (i) increasing the display
size of the second application until the second application
occupies the predefined portion and (ii) re-displaying the
first indication corresponding to the first application in the
additional portion. For example, after sliding the third
application off of the touch-sensitive display, the device
re-displays the user interface shown in FIG. 12B. In some
embodiments, instead of displaying indication 1202 corre-
sponding to application 1, the device updates indication
1202 to now reference application 3.

As shown in FIGS. 12E-12H, the method 1100 (and the
method 300, as noted above) also allows for efficient navi-
gation between applications with linked content when the
applications are displayed in a shared screen view. As one
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example, as shown in FIG. 12E, application 1 is displayed
in a main application portion and application 4 is displayed
in a side application portion of a shared screen view. In some
embodiments, the device detects a contact (e.g., contact
1212) over a selectable user interface element (e.g., a link to
content associated with application 3). In response to detect-
ing the contact, in some embodiments, the device displays
application 3 in the main application portion that was
previously occupied by application 1 and also displays an
indication 1202 corresponding to application 1 adjacent to
application 3 (e.g., above application 3, such that the indi-
cation 1202 opaquely overlays the status bar). The user of
the device is then able to either (1) continue navigating to
other applications or (2) to return to application 1 by
selecting the indication 1202.

As to option 1, in some embodiments, the device detects
a contact over the indication corresponding to application 1
(e.g., contact 1216 over indication 1202, FIG. 12F). In
response to detecting the contact, the device re-displays the
user interface shown in FIG. 12E. In some embodiments, the
device also updates the user interface shown in FIG. 12E to
include an indication 1202 corresponding to application 3
(as shown in FIG. 12G), while in other embodiments, the
device re-displays the status bar and does not display the
indication 1202 at all (as shown in FIG. 12E).

As to option 2, in some embodiments, the device detects
a contact (e.g., contact 1218, FIG. 12F) over an additional
selectable user interface element (e.g., Ul element 1224,
FIG. 12F), that is associated with application 5, displayed
within the side application (e.g., application 4). In some
embodiments, in response to detecting the contact, the
device ceases to display application 3 in the main applica-
tion portion and instead displays application 5 in the main
application portion and also displays an indication 1202 that
corresponds to application 3 (as shown in FIG. 12H). In this
way, the user is provided with a mechanism to easily and
seamlessly navigate back to application 3 by selecting the
indication 1202.

It should be understood that the particular order in which
the operations in FIGS. 11A-11D have been described is
merely exemplary and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., method 300) are also applicable in an
analogous manner to method 1100 described above with
respect to FIGS. 3A-3G. For example, the indications cor-
responding to a particular application (e.g., indication 1202)
described above with reference to method 1100 optionally
have one or more of the characteristics of the additional
portion described herein with reference to other methods
described herein (e.g., method 300). For brevity, these
details are not repeated here.

In accordance with some embodiments, FIG. 13 shows a
functional block diagram of an electronic device 1300
configured in accordance with the principles of the various
described embodiments. The functional blocks of the device
are, optionally, implemented by hardware, software, firm-
ware, or a combination thereof to carry out the principles of
the various described embodiments. It is understood by
persons of skill in the art that the functional blocks described
in FIG. 13 are, optionally, combined or separated into
sub-blocks to implement the principles of the various
described embodiments. Therefore, the description herein
optionally supports any possible combination or separation
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or further definition of the functional blocks described
herein. For ease of discussion, the electronic device 1300 is
implemented as a portable multifunction device 100 (FIG.
1A).

As shown in FIG. 13, the electronic device 1300, includes
a display unit 1301 configured to display information (e.g.,
touch-sensitive display system 112 (also referred to as a
touch screen and touch screen display), FIG. 1A), a touch-
sensitive surface unit 1303 (e.g., display controller 156 and
touch-sensitive display system 112, FIG. 1A) configured to
receive contacts, gestures, and other user inputs on the
display unit 1301, and a processing unit 1305 coupled with
the display unit 1301 and the touch-sensitive surface unit
1303. In some embodiments, the display unit 1301 and the
touch-sensitive surface unit 1303 are integrated in a single
touch-sensitive display unit (referred to herein interchange-
ably as a touch-sensitive display and touch-sensitive display
unit). In some embodiments, the processing unit 1305
includes a displaying unit 1307, a detecting unit 1309, a
sliding unit 1311, a reducing unit 1313, a revealing unit
1315, an increasing unit 1317, a re-displaying unit 1319, a
determining unit 1321, and/or a ceasing unit 1323.

The processing unit is configured to: display (e.g., with, in
a full-screen mode on the display unit, a first application
including a first selectable user interface element associated
with a second application. The processing unit is configured
to: display (e.g., with the displaying unit 1307 and/or the
touch-sensitive display unit), in a full-screen mode on the
touch-sensitive display unit, a first application including a
first selectable user interface element associated with a
second application; detect (e.g., with the detecting unit
1309) a selection of the first selectable user interface ele-
ment. In response to detecting the selection of the first
selectable user interface element, the processing unit is
configured to: (i) display (e.g., with the displaying unit 1307
and/or the touch-sensitive display unit) the second applica-
tion, including a second selectable user interface element, in
a predefined portion of the touch-sensitive display unit and
(i) display (e.g., with the displaying unit 1307 and/or the
touch-sensitive display unit) a first indication corresponding
to the first application in an additional portion of the
touch-sensitive display unit that is distinct from and adjacent
to the predefined portion, wherein a combination of the
predefined portion and the additional portion occupy sub-
stantially all of the touch-sensitive display unit. The pro-
cessing unit is further configured to: detect (e.g., with the
detecting unit 1309) a selection of the second selectable user
interface element. In response to detecting the selection of
the second selectable user interface element, the processing
unit is configured to: (i) display (e.g., with the displaying
unit 1307 and/or the touch-sensitive display unit) the third
application in the predefined portion of the touch-sensitive
display unit and (ii) display (e.g., with the displaying unit
1307 and/or the touch-sensitive display unit) a second
indication corresponding to the second application in the
additional portion of the touch-sensitive display unit, the
combination of the predefined portion and the additional
portion occupying substantially all of the touch-sensitive
display unit.

In some embodiments of the electronic device 1300, the
processing unit (or one or more components thereof, such as
displaying unit 1307, detecting unit 1309, sliding unit 1311,
reducing unit 1313, and revealing unit 1315, increasing unit
1317, re-displaying unit 1319, determining unit 1321, and
ceasing unit 1323, FIG. 13) is (are) further configured to
perform the method in any one of A2-A16 described in the
“Summary” section above.
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In accordance with some embodiments, FIG. 14 shows a
functional block diagram of an electronic device 1400
configured in accordance with the principles of the various
described embodiments. The functional blocks of the device
are, optionally, implemented by hardware, software, firm-
ware, or a combination thereof to carry out the principles of
the various described embodiments. It is understood by
persons of skill in the art that the functional blocks described
in FIG. 14 are, optionally, combined or separated into
sub-blocks to implement the principles of the various
described embodiments. Therefore, the description herein
optionally supports any possible combination or separation
or further definition of the functional blocks described
herein. For ease of discussion, the electronic device 1400 is
implemented as a portable multifunction device 100 (FIG.
1A).

As shown in FIG. 14, the electronic device 1400, includes
a display unit 1401 configured to display information (e.g.,
touch-sensitive display system 112 (also referred to as a
touch screen and touch screen display), FIG. 1A), a touch-
sensitive surface unit 1403 (e.g., display controller 156 and
touch-sensitive display system 112, FIG. 1A) configured to
receive contacts, gestures, and other user inputs on the
display unit 1401, and a processing unit 1405 coupled with
the display unit 1401 and the touch-sensitive surface unit
1403. In some embodiments, the display unit 1401 and the
touch-sensitive surface unit 1403 are integrated in a single
touch-sensitive display unit (referred to herein interchange-
ably as a touch-sensitive display and touch-sensitive display
unit). In some embodiments, the processing unit 1405
includes a displaying unit 1407, a detecting unit 1409, a
sliding unit 1411, a resizing unit 1413, a continuing unit
1415, a ceasing unit 1417, an increasing unit 1419, and/or a
dimming unit 1421.

The processing unit is configured to: display (e.g., with
the displaying unit 1307 and/or the touch-sensitive surface
unit), in a full-screen mode on the display unit, a first
application including a first selectable user interface element
associated with a second application; detect (e.g., with the
detecting unit 1309) a selection of the first selectable user
interface element. In response to detecting the selection of
the first selectable user interface element, the processing is
configured to: (i) display (e.g., with the displaying unit 1307
and/or the touch-sensitive surface unit) the second applica-
tion, including content corresponding to the selectable user
interface element, in a predefined portion of the display unit
and (ii) display (e.g., with the displaying unit 1307 and/or
the touch-sensitive surface unit) the first application in an
additional portion, distinct from the predefined portion, such
that a combination of the predefined portion and the addi-
tional portion occupy substantially all of the display unit.

In some embodiments of the electronic device 1400, the
processing unit (or one or more components thereof, such as
displaying unit 1407, detecting unit 1409, sliding unit 1411,
resizing unit 1413, continuing unit 1415, ceasing unit 1417,
increasing unit 1419, and/or dimming unit 1421, FIG. 14) is
further configured to perform the method in any one of
B2-B25 described in the “Summary” section above.

The operations in the information processing methods
described above are, optionally implemented by running one
or more functional modules in information processing appa-
ratus such as general purpose processors (e.g., as described
above with respect to FIG. 1A) or application specific chips.

The operations described above with reference to FIGS.
3A-3G and FIG. 11A-11D are, optionally, implemented by
components depicted in FIGS. 1A-1B or FIGS. 13-14. For
example, detection operation 304 and detection operation

5

10

15

20

25

30

35

40

45

50

55

60

65

58

1104 are, optionally, implemented by event sorter 170, event
recognizer 180, and event handler 190. Event monitor 171 in
event sorter 170 detects a contact on touch-sensitive display
112, and event dispatcher module 174 delivers the event
information to application 136-1. A respective event recog-
nizer 180 of application 136-1 compares the event informa-
tion to respective event definitions 186, and determines
whether a first contact at a first location on the touch-
sensitive surface (or whether rotation of the device) corre-
sponds to a predefined event or sub-event, such as selection
of an object on a user interface, or rotation of the device
from one orientation to another. When a respective pre-
defined event or sub-event is detected, event recognizer 180
activates an event handler 190 associated with the detection
of'the event or sub-event. Event handler 190 optionally uses
or calls data updater 176 or object updater 177 to update the
application internal state 192. In some embodiments, event
handler 190 accesses a respective GUI updater 178 to update
what is displayed by the application. Similarly, it would be
clear to a person having ordinary skill in the art how other
processes can be implemented based on the components
depicted in FIGS. 1A-1B.

The foregoing description, for purpose of explanation, has
been described with reference to specific embodiments.
However, the illustrative discussions above are not intended
to be exhaustive or to limit the invention to the precise forms
disclosed. Many modifications and variations are possible in
view of the above teachings. The embodiments were chosen
and described in order to best explain the principles of the
invention and its practical applications, to thereby enable
others skilled in the art to best use the invention and various
described embodiments with various modifications as are
suited to the particular use contemplated.

What is claimed is:

1. A non-transitory computer-readable storage medium
storing executable instructions that, when executed by an
electronic device with a touch-sensitive display, cause the
electronic device to:

display, in a full-screen mode on the touch-sensitive

display, a first application including a first selectable

user interface element associated with a second appli-
cation;

detect a selection of the first selectable user interface

element;

in response to detecting the selection of the first selectable

user interface element:

(1) display the second application, including a second
selectable user interface element corresponding to a
third application, in a predefined portion of the
touch-sensitive display, wherein the second applica-
tion occupies substantially all of the predefined por-
tion;

(ii) display a first indication corresponding to the first
application in an additional portion of the touch-
sensitive display that is distinct from and adjacent to
the predefined portion, wherein a combination of the
predefined portion and the additional portion occupy
substantially all of the touch-sensitive display, and
the first indication occupies substantially all of the
additional portion;

detect a selection of the second selectable user interface

element;

in response to detecting the selection of the second

selectable user interface element:
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(1) display the third application in the predefined por-
tion of the touch-sensitive display, wherein the third
application occupies substantially all of the pre-
defined portion; and

(i1) display a second indication corresponding to the
second application in the additional portion of the
touch-sensitive display, wherein the combination of
the predefined portion and the additional portion
occupy substantially all of the touch-sensitive dis-
play, and the second indication occupies substan-
tially all of the additional portion.

2. The non-transitory computer-readable storage medium
of claim 1, wherein displaying the second application in the
predefined portion includes sliding the second application in
a first direction on to the touch-sensitive display until the
second application occupies the predefined portion of the
touch-sensitive display.

3. The non-transitory computer-readable storage medium
of claim 1, wherein sliding the second application on to the
touch-sensitive display includes sliding the second applica-
tion over the displayed first application.

4. The non-transitory computer-readable storage medium
of claim 3, wherein the executable instructions further cause
the electronic device to:

before sliding the second application on to the touch-

sensitive display, reduce a display size of the first

application such that the first application appears to
move backwards, relative to a user of the electronic
device, within the touch-sensitive display.

5. The non-transitory computer-readable storage medium
of claim 4, wherein displaying the third application in the
predefined portion includes sliding the third application in a
first direction on to the touch-sensitive display until the third
application occupies the predefined portion of the touch-
sensitive display.

6. The non-transitory computer-readable storage medium
of claim 5, wherein sliding the third application on to the
touch-sensitive display includes sliding the third application
over the displayed second application.

7. The non-transitory computer-readable storage medium
of claim 6, wherein the executable instructions further cause
the electronic device to:

before sliding the third application on to the touch-

sensitive display, reduce a display size of the second

application such that the second application appears to
move backwards, relative to a user of the electronic
device, within the touch-sensitive display.

8. The non-transitory computer-readable storage medium
of claim 7, wherein the executable instructions further cause
the electronic device to:

detect a touch input at the second indication; and

in response to detecting the touch input at the second

indication, slide the third application off of the touch-

sensitive display in a second direction, opposite to the
first direction, until the third application is no longer
visible on the touch-sensitive display.

9. The non-transitory computer-readable storage medium
of claim 8, wherein sliding the third application off of the
touch-sensitive display includes revealing, as the third appli-
cation slides off of the touch-sensitive display, the second
application having the reduced display size.

10. The non-transitory computer-readable storage
medium of claim 9, wherein revealing the second applica-
tion includes increasing the display size of the second
application until the second application is again displayed in
the full-screen mode, such that increasing the display size of
the second application creates an appearance that the second
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application is moving, within the touch-sensitive display,
towards the user of the electronic device.

11. The non-transitory computer-readable storage
medium of claim 9, wherein revealing the second applica-
tion includes (i) increasing the display size of the second
application until the second application occupies the pre-
defined portion and (ii) re-displaying the first indication
corresponding to the first application in the additional por-
tion.

12. The non-transitory computer-readable storage
medium of claim 1, wherein the first and second indications
include an arrow affordance pointing in a direction opposite
to the first direction.

13. The non-transitory computer-readable storage
medium of claim 1, wherein displaying the first indication
and displaying the second indication include determining a
visual appearance for the first indication and the second
indication, respectively, based on a physical characteristic of
the touch-sensitive display and displaying the first indication
and the second indication, respectively, with the determined
visual appearance.

14. The non-transitory computer-readable storage
medium of claim 1, wherein the executable instructions
further cause the electronic device to cease displaying the
first indication and/or the second indication after a pre-
defined period of time in which no user input is detected at
the additional portion.

15. The non-transitory computer-readable storage
medium of claim 1, wherein the additional portion is
between an edge of the touch-sensitive display and the
predefined portion.

16. The non-transitory computer-readable storage
medium of claim 15, wherein the additional portion has a
width that is substantially the same as the width of the
predefined portion and further wherein the additional portion
has a height that is substantially less than the height of the
predefined portion.

17. The non-transitory computer-readable storage
medium of claim 1, wherein the first selectable user interface
element is embedded in a first user interface of the first
application, and the second selectable user interface element
is embedded in a second user interface of the second
application.

18. The non-transitory computer-readable storage
medium of claim 1, wherein the additional portion is smaller
than the predefined portion.

19. An electronic device, comprising:

a touch-sensitive display;

one or more processors; and

memory storing one or more programs which, when

executed by the one or more processors, cause the

electronic device to:

display, in a full-screen mode on the touch-sensitive
display, a first application including a first selectable
user interface element associated with a second
application;

detect a selection of the first selectable user interface
element;

in response to detecting the selection of the first select-
able user interface element:

(1) display the second application, including a second
selectable user interface element, in a predefined
portion of the touch-sensitive display, wherein the
second application occupies substantially all of
the predefined portion;

(i1) display a first indication corresponding to the first
application in an additional portion of the touch-
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sensitive display that is distinct from and adjacent
to the predefined portion, wherein a combination
of the predefined portion and the additional por-
tion occupy substantially all of the touch-sensitive
display, and the first indication occupies substan-
tially all of the additional portion;
detect a selection of the second selectable user interface
element;
in response to detecting the selection of the second
selectable user interface element:

(1) display the third application in the predefined
portion of the touch-sensitive display, wherein the
third application occupies substantially all of the
predefined portion; and

(i1) display a second indication corresponding to the
second application in the additional portion of the
touch-sensitive display, wherein the combination
of the predefined portion and the additional por-
tion occupy substantially all of the touch-sensitive
display, and the second indication occupies sub-
stantially all of the additional portion.

20. A method, comprising:
at an electronic device with a touch-sensitive display:
displaying, in a full-screen mode on the touch-sensitive
display, a first application including a first selectable
user interface element associated with a second
application;
detecting a selection of the first selectable user interface
element;
in response to detecting the selection of the first select-
able user interface element:
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(1) displaying the second application, including a
second selectable user interface element, in a
predefined portion of the touch-sensitive display,
wherein the second application occupies substan-
tially all of the predefined portion;

(i1) displaying a first indication corresponding to the
first application in an additional portion of the
touch-sensitive display that is distinct from and
adjacent to the predefined portion, wherein a com-
bination of the predefined portion and the addi-
tional portion occupy substantially all of the
touch-sensitive display, and the first indication
occupies substantially all of the additional portion;

detecting a selection of the second selectable user
interface element;

in response to detecting the selection of the second
selectable user interface element:

(1) displaying the third application in the predefined
portion of the touch-sensitive display, wherein the
third application occupies substantially all of the
predefined portion; and

(ii) displaying a second indication corresponding to
the second application in the additional portion of
the touch-sensitive display, wherein the combina-
tion of the predefined portion and the additional
portion occupy substantially all of the touch-
sensitive display, and the second indication occu-
pies substantially all of the additional portion.
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