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VIRTUAL MACHINE NETWORK common implementations , the client may use multiple vir 
ASSIGNMENT tual machine templates , each template specifying a different 

network , and may request that a certain number of virtual 
TECHNICAL FIELD machines be generated from each of the multiple virtual 

5 machine templates . The present disclosure provides an alter 
The present disclosure is generally related to virtualized native method of virtual machine network assignment , 

computer systems , and is more specifically related to assign - according to which multiple virtual machines may be cre 
ing a network to a virtual machine . ated using a single template . Later , when a virtual machine 

is started or when a new network interface is plugged into BACKGROUND 10 the virtual machine , the hypervisor may select , from a 
certain pool of networks , a network to be associated with the Virtualization in information processing systems allows virtual machine . for multiple instances of one or more operating systems to In certain implementations , a pool of networks may be run on resources ( or components ) of one or more hosting 15 defined and configured on a plurality of host computer computing devices ( " host " ) . Virtualization is typically 15 systems . Virtual network interface card ( VNIC ) profile asso implemented by using software ( e . g . , a virtual machine ciated with VNIC cards of one or more virtual machines may monitor , or a “ VMM ” ) to present to each OS a “ virtual 

machine ” ( “ VM ” ) having virtualized hardware resources , be modified to include a custom property ( e . g . , identified by 
including one or more virtual processors , that the OS may a certain name ) that specifies the pool of networks . Respon 
completely and directly control , while the VMM maintains 20 sive to receiving a request to run a virtual machine , the 
a system environment for implementing virtualization poli hypervisor may determine that a VNIC of the virtual 
cies such as sharing and / or allocating the physical resources machine is associated with a VNIC profile that comprises the 
among the VMs ( the “ virtualization environment ” ) . Each pre - defined custom property . The hypervisor may then 
OS , and any other software , that runs on a VM is referred to select , from the pool of networks , a network to be associated 
as a “ guest or as “ guest software , ” while " host software ” is 25 with the VNIC , as described in more details herein below . 
software , such as a VMM , that runs outside of , and may or has a VMM that mins outside of and may or The network selection may be governed by a certain 
may not be aware of , the virtualization environment . policy . In an illustrative example , the network selection 

VM ( s ) may run on one or more hosts . Further , each of the policy may be a load - balancing policy , designed to uni 
VM ( s ) may run under the control of a respective OS which formly distribute traffic across the networks . Alternatively , 
may or may not be different from the OS of another VM . 30 the network selection policy may require allocating virtual 
Hardware resources of the one or more hosts may also be machines to a network until a threshold number of virtual 
virtualized . Thus , instead of directly interacting with physi - machines are allocated to the network , and then allocating 
cal hardware devices ( such as processing units , hard drives , other virtual machines to a next network in a pre - defined 
network interfaces ( NICs ) etc . ) , the operating systems of ordered list of networks . Alternatively , the network selection 
VM ( s ) may control virtualized hardware components ( such 35 policy may require allocating virtual machines to networks 
as virtual processing units , virtual disks , and virtual network according to the weights assigned to those networks . The 
interface cards etc . ) . The virtualization of hardware devices network selection policies described herein are illustrative 
may hide the physical characteristics of the one or more examples only , and do not in any way limit the scope of the 
hosts from users . present disclosure . 

40 FIG . 1 is a block diagram illustrating a virtualization 
BRIEF DESCRIPTION OF THE DRAWINGS computing system 100 according to an implementation of 

the disclosure . Referring to FIG . 1 , the system 100 may 
The present disclosure is illustrated by way of examples , include , but not be limited to , one or more clients 101 

and not by way of limitation , and may be more fully communicatively coupled to a remote server or a cluster of 
understood with references to the following detailed descrip - 45 hosts 104 over a network 103 . Server 104 may represent an 
tion when considered in connection with the figures . independent machine . Network 103 may be a local area 

FIG . 1 is a block diagram illustrating a virtualization network ( LAN ) or a wide area network ( WAN ) and may be 
computing system according to an implementation of the a combination of one or more networks . Client 101 can be 
disclosure . any computer system in communication with server 104 for 

FIG . 2A is a block diagram illustrating a data center 50 remote execution of applications . 
according to an implementation of the disclosure . Generally , a client such as client 101 can be a computer 

FIG . 2B illustrates an example virtual machine network system in communication with server 104 for remote execu 
configurations using profiles according to an implementa tion of applications at server 104 . Thus , input data ( e . g . , 
tion of the disclosure . mouse and keyboard input ) representing application com 

FIG . 3 shows a flow diagram illustrating an example of a 55 mands is received at the client and transferred over network 
method of assigning a network to a virtual machine . 103 to server 104 . In response to client side data , an 

FIG . 4 schematically illustrates a component diagram of application ( e . g . , desktop application 108 ) can generate 
an example computer system which can perform any one or output display commands ( e . g . , graphics commands , simply 
more of the methods described herein . referred to herein as graphics data ) , which may include one 

60 or more paint and / or draw operations , for example , in the 
DETAILED DESCRIPTION form of executable instructions . The output display com 

mands can then be transmitted ( e . g . , as graphics update 
Aclient may submit a request to a data center to create and commands ) with an optional compression back to the remote 

run a large number of virtual machines , perhaps hundreds or client and a remote display driver ( e . g . , a rendering agent 
thousands . For scalability reasons , the client may desire that 65 116 ) of the remote client can collect the graphics commands 
the networking load from the large number of virtual and generate corresponding drawing commands for render 
machines be spread out over two or more networks . In ing at a display device of the client . Note that a desktop 

ac 
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application is utilized herein as an example ; however , any ration information obtained from an existing host , which 
other application may also be applied . may be stored in configuration database 216 . 

In one implementation , server 104 is to host one or more In one implementation , VM ( s ) 204 may also include a 
virtual machines 107 , each having one or more desktop guest operating system 223 that controls the operations of 
applications 108 ( e . g . , desktop operating system ) . Operating 5 virtual components including virtual central processing units 
system 108 may be executed and hosted within virtual ( VCPUs ) 220 , virtual random access memories ( VRAM ) 
machine 107 . Such an operating system in virtual machine 221 , and virtual network interface cards ( VNICs ) 222 . 
107 is also referred to as a guest operating system . Multiple VCPUs 220 may be mapped to one or more processing 
guest operating systems and the associated virtual machines devices in host ( s ) 201 , VRAMs 221 may be mapped to one 
may be controlled by another operating system ( also referred 10 or more memory devices in host ( s ) 201 , and VNICs 222 may 
to as a host OS ) . Typically , a host OS represents a virtual be mapped to one or more NICs 206 - 208 all by VMM . In 
machine monitor ( VMM ) ( also referred to as a hypervisor ) one implementation , a VNIC may include a set of configu 
for managing the hosted virtual machines . A guest OS may rable attributes , such as QoS . These attributes may be 
be of the same or different type with respect to the host OS . configured with values so that the VNIC may communicate 
For example , a guest OS may be a WindowsTM operating 15 with a logical network as specified by these values . Appli 
system from Microsoft and a host OS may be a Linux cations 224 may be executed by VCPUs 220 utilizing virtual 
operating system available from Red Hat . resources such as VRAMs 221 and VNICs 222 . 

System 100 may be implemented as part of a server or a FIG . 2B illustrates an example virtual machine network 
cluster of servers within a data center of an enterprise entity . configurations using VNIC profiles according to an imple 
Server 104 may be managed by a management server 102 , 20 mentation of the disclosure . Referring to FIG . 2B , each of 
which may be a separate machine or part of the machine VMs 230 - 232 may include one or more network interfaces 
hosting server ( e . g . , virtual desktop server or VDS ) . For represented by VNICs 233 - 236 . For example , VMs 230 , 231 
example , host server 104 may be implemented as a VDS may be associated with VNIC 233 , 234 , respectively , and 
server while management server 102 may be implemented VM 232 may be associated with VNICs 235 , 236 . VNIC 
as a VDC ( virtual desktop control ) server . 25 profiles may be used to specify the associations of each 

In one implementation , server 104 may be a member of a VNIC 233 - 236 to logical networks 240 - 241 . A VNIC profile 
cluster of servers , where each of the member servers of the may include a list of network configuration attributes ( " attri 
same cluster is coupled to the same network or the same butes " ) and their corresponding values ( “ values ” ) . In one 
segment of a network , also referred to as a logical network . implementation , the attributes may include , but not limited 
In one implementation , server 104 may include multiple 30 to , identifier of a network ( e . g . , a network label ) to which the 
network interfaces ( not shown ) , which may be coupled to VNIC associated with the profile should be connected , the 
the same or different logical network . Each network inter - quality of service ( QoS ) , port mirroring , and / or custom 
face of server 104 may be configured via management server network properties . Values in each profile may be used to 
102 . Server ( hosts ) 104 may be configured to be coupled to specify the attributes of one or more VNICs associated with 
multiple networks ( physical or logical network ) , such as , a 35 the VNIC profile . For example , profiles 237 , 239 may 
storage network , a virtual local area network ( VLAN ) for the specify the attributes of VNICs 233 , 236 , respectively , and 
guests , a management network , and / or a remote display profile 238 may specify the network configuration attributes 
network for remote accesses , etc . of VNICs 234 , 235 . The profiles may be saved on the 

FIG . 2A is a block diagram illustrating a data center 200 management server so that multiple VNICs may share a 
according to an implementation of the disclosure . The data 40 same profile . Therefore , instead of configuring each attribute 
center 200 may include host ( s ) 201 , management server 203 , of each VNIC , multiple VNICs may be configured using one 
and a network 202 . In one implementation , host ( s ) 201 may profile . In this way , the process to configure VNICs may be 
be implemented as part of a cluster associated with server simplified by using profiles . 
104 ( e . g . , VDS ) and management server 203 may be imple Referring to FIG . 2A , in one implementation , one or more 
mented as part of server 102 ( e . g . , VDC ) of FIG . 1 . Refer - 45 profiles 225 may be specified using a network manager 
ring to FIG . 2A , host ( s ) 201 and management server 203 are graphic user interface ( GUI ) 226 . Once specified , the pro 
communicatively coupled to each other over network 202 . files 225 may be stored as files in configuration database 216 
Each of the host ( s ) 201 may include one or more network of management server 203 . A profile may be used to 
interfaces ( also referred to as network interface cards or configure one or more VNICs 222 of VM ( s ) 204 running on 
NICs ) and host one or more VMs . In this example , host ( s ) 50 host ( s ) 201 . For example , a profile 225 may be transmitted 
201 includes NICs 206 - 208 and hosts one or more VMs 204 . by network configuration unit 214 of management server 
Each NIC may be associated with one or more VM hosted 214 to manager 205 ( such as VDSM manager ) of host ( s ) 
by host 201 . 201 . In one implementation , profiles 225 may be specified 

In this example , NIC 206 is coupled to network 217 ; NIC according an application programming interface ( API ) such 
207 is coupled to network 218 ; and NIC 208 is coupled to 55 as the VDSM API . The VDSM manager of host 201 may 
network 219 . In various illustrative examples , each of net - parse the profile 225 and apply the attributes specified in the 
works 217 , 218 , and 219 may be provided by a physical or profile 225 to one or more VNICs . In this way , VNICs may 
a logical network . Each of networks 217 - 219 is associated be efficiently configured using one or more profiles 225 . 
with a network identifier ( e . g . , network label ) . Note that In another implementation , privileges to access some of 
multiple NICs may be coupled to the same or different 60 the one or more profiles 225 may be granted ( e . g . , at the 
networks dependent upon a specific network configuration direction of a network administrator ) to a user of the VMs 
Similarly , a single NIC may be coupled to multiple logical so that the user may select a profile to apply to VNICs . In 
networks . According to one implementation , after a first host this way , part of the task to configure VNICs 222 of VMs 
in a network has been detected and configured by an may be delegated to users , thus further reducing the burden 
administrator via management server 203 , a subsequent host 65 on the network administrator to configure VNICs 222 . 
entering the same network can be at least partially automati - In one implementation , one or more profiles 225 may also 
cally configured by server 203 using the network configu - be stored locally on host ( s ) 201 so that manager 205 may 
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retrieve a profile more conveniently . For example , manager example , the network selection policy may be a uniformly 
205 may store a local copy of each profile that has been used random selection policy such that each of the specified 
to configure at least one VNIC on host ( s ) 201 . Thus , instead networks has an approximately equal chance of being 
of retrieving these profiles from configuration database 216 selected . In another illustrative example , the network selec 
via network 220 , subsequent configurations of VNICs 222 5 tion policy may be a weighted random selection policy such 
may be achieved by retrieving the local copies of the that each of the specified networks is associated with a 
profiles . probability of being selected wherein at least two of the 

In accordance with one or more aspects of the present probabilities for two of the networks are different . 
disclosure , a pool of networks may be defined and config - In certain implementations , the network selection policy 
ured on a plurality of host computer systems . Virtual net - 10 may be a load balancing policy indicating that the network 
work interface card ( VNIC ) profile associated with VNIC is to be selected to uniformly distribute traffic among the 
cards of one or more virtual machines may be modified to plurality of networks . The load balancing policy may 
include a custom property ( e . g . , identified by a certain name ) receive information about the traffic among the plurality of 
that specifies the pool of networks . Responsive to receiving networks and use the information in determining which 
a request to run a virtual machine , the hypervisor may 15 network to select . For example , the load - balancing policy 
determine that a VNIC of the virtual machine is associated may receive information about IP availability throughout the 
with a VNIC profile that comprises the pre - defined custom n etworks . 
property . The hypervisor may then select , from the pool of In certain implementations , the network selection policy 
networks , a network to be associated with the VNIC , as may be an exhaustive selection policy indicating that the 
described in more details herein below . 20 network is to be selected to exhaust a first logical network 

FIG . 3 shows a flow diagram illustrating an example of a before selecting a second network . For example , the exhaus 
method 300 of assigning a network to a virtual machine . tive selection policy may indicate that when ( and only when ) 
Method 300 may be performed by a processing logic that 100 VMs have been assigned to network “ Red001 , ” all other 
may include hardware ( e . g . , circuitry , dedicated logic , pro - VMs should be assigned to network “ Blue001 . ” 
grammable logic , microcode , etc . ) , software ( e . g . , instruc - 25 The network selection policy may include combinations 
tions run on a processing device to perform hardware of the above policies or other types of network selection 
simulation ) , or a combination thereof . In one example , policies . The network selection policy may be user - defined 
method 300 may be performed by management server 203 and received from a client . The network selection policy 
or host 201 as shown in FIG . 2A . may be received and stored as executable code for effectu 

For simplicity of explanation , methods are depicted and 30 ating the network selection policy that takes as an input at 
described as a series of acts . However , acts in accordance least information regarding a plurality of logical networks 
with this disclosure can occur in various orders and / or and returns as an output a selection of one of the plurality of 
concurrently , and with other acts not presented and networks . 
described herein . Furthermore , not all illustrated acts may be At block 308 , the processing device associates a VNIC of 
required to implement the methods in accordance with the 35 the virtual machine with the selected one of the plurality of 
disclosed subject matter . In addition , the methods could logical networks . The processing device may then run the 
alternatively be represented as a series of interrelated states virtual machine . 
via a state diagram or events . Additionally , it should be FIG . 4 schematically illustrates a component diagram of 
appreciated that the methods disclosed in this specification an example computer system 1000 which can perform any 
are capable of being stored on an article of manufacture to 40 one or more of the methods described herein . In various 
facilitate transporting and transferring such methods to illustrative examples , computer system 1000 may represent 
computing devices . The term article of manufacture , as used server 104 of FIG . 1 . 
herein , is intended to encompass a computer program acces - Example computer system 1000 may be connected to 
sible from any computer - readable device or storage media . other computer systems in a LAN , an intranet , an extranet , 

Referring to FIG . 3 , at 302 , the processing device of a 45 and / or the Internet . Computer system 1000 may operate in 
hypervisor implementing the method receives a request to the capacity of a server in a client - server network environ 
run a virtual machine . The virtual machine may comprise a ment . Computer system 1000 may be a personal computer 
VNIC associated with a VNIC profile . ( PC ) , a set - top box ( STB ) , a server , a network router , switch 

Responsive to determining , at 304 , that the VNIC profile or bridge , or any device capable of executing a set of 
comprises a custom property ( e . g . , identified by a certain 50 instructions ( sequential or otherwise ) that specify actions to 
name ) , the processing device may , at 306 , identify a network be taken by that device . Further , while only a single example 
to be associated with the VNIC of the virtual machine . computer system is illustrated , the term “ computer " shall 

In certain implementations , the custom property may also be taken to include any collection of computers that 
specify a pool of networks among which to select a network individually or jointly execute a set ( or multiple sets ) of 
for associating with the VNIC of the virtual machine . In an 55 instructions to perform any one or more of the methods 
illustrative example , the custom property value may com - discussed herein . 
prise a comma - separated list of network identifiers . In Example computer system 1000 may comprise a process 
another illustrative example , the custom property value may i ng device 1002 ( also referred to as a processor or CPU ) , a 
specify a common prefix shared by identifiers of the net - main memory 1004 ( e . g . , read - only memory ( ROM ) , flash 
works comprised by the pool . In yet another illustrative 60 memory , dynamic random access memory ( DRAM ) such as 
example , the custom property value may specify a NIC or synchronous DRAM ( SDRAM ) , etc . ) , a static memory 1006 
bond shared by the networks comprised by the pool . ( e . g . , flash memory , static random access memory ( SRAM ) , 

The processing device may employ a certain network etc . ) , and a secondary memory ( e . g . , a data storage device 
selection policy for selecting a network of the pool of 1018 ) , which may communicate with each other via a bus 
networks . In certain implementations , the network selection 65 1030 . 
policy may be a random selection policy indicating the Processing device 1002 represents one or more general 
network is to be selected randomly . In an illustrative purpose processing devices such as a microprocessor , cen 
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tral processing unit , or the like . More particularly , process convenient at times , principally for reasons of common 
ing device 1002 may be a complex instruction set computing usage , to refer to these signals as bits , values , elements , 
( CISC ) microprocessor , reduced instruction set computing symbols , characters , terms , numbers , or the like . 
( RISC ) microprocessor , very long instruction word ( VLIW ) It should be borne in mind , however , that all of these and 
microprocessor , processor implementing other instruction 5 similar terms are to be associated with the appropriate 
sets , or processors implementing a combination of instruc - physical quantities and are merely convenient labels applied 
tion sets . Processing device 1002 may also be one or more to these quantities . Unless specifically stated otherwise , as 
special - purpose processing devices such as an application apparent from the following discussion , it is appreciated that 
specific integrated circuit ( ASIC ) , a field programmable gate throughout the description , discussions utilizing terms such 
array ( FPGA ) , a digital signal processor ( DSP ) , network 10 as “ identifying , ” “ determining , ” “ storing , ” “ adjusting , " 
processor , or the like . In accordance with one or more " causing , " " returning , " " comparing , " " creating , " " stop 
aspects of the present disclosure , processing device 1002 ping , ” “ loading , ” “ copying , ” “ throwing , " " replacing , ” “ per 
may be configured to execute virtual machine network forming , " or the like , refer to the action and processes of a 
selector module 1090 implementing method 300 for assign computer system , or similar electronic computing device , 
ing logical networks to virtual machines . 15 that manipulates and transforms data represented as physical 

Example computer system 1000 may further comprise a ( electronic ) quantities within the computer system ' s regis 
network interface device 1008 , which may communicatively ters and memories into other data similarly represented as 
coupled to a network 1020 . Example computer system 1000 physical quantities within the computer system memories or 
may further comprise a video display 1010 ( e . g . , a liquid registers or other such information storage , transmission or 
crystal display ( LCD ) , a touch screen , or a cathode ray tube 20 display devices . 
( CRT ) ) , an alphanumeric input device 1012 ( e . g . , a key Examples of the present disclosure also relate to an 
board ) , a cursor control device 1014 ( e . g . , a mouse ) , and an apparatus for performing the methods described herein . This 
acoustic signal generation device 1016 ( e . g . , a speaker ) . apparatus may be specially constructed for the required 

Data storage device 1018 may include a computer - read purposes , or it may be a general purpose computer system 
able storage medium ( or more specifically a non - transitory 25 selectively programmed by a computer program stored in 
computer - readable storage medium ) 1028 on which is stored the computer system . Such a computer program may be 
one or more sets of executable instructions 1026 . In accor stored in a computer readable storage medium , such as , but 
dance with one or more aspects of the present disclosure , not limited to , any type of disk including optical disks , 
executable instructions 1026 may comprise executable CD - ROMs , and magnetic - optical disks , read - only memories 
instructions encoding various functions of resource alloca - 30 ( ROMs ) , random access memories ( RAMs ) , EPROMs , 
tion component , including method 300 for selecting a net EEPROMs , magnetic disk storage media , optical storage 
work for a virtual machine . media , flash memory devices , other type of machine - acces 

Executable instructions 1026 may also reside , completely sible storage media , or any type of media suitable for storing 
or at least partially , within main memory 1004 and / or within electronic instructions , each coupled to a computer system 
processing device 1002 during execution thereof by example 35 bus . 
computer system 1000 , main memory 1004 and processing The methods and displays presented herein are not inher 
device 1002 also constituting computer - readable storage ently related to any particular computer or other apparatus . 
media . Executable instructions 1026 may further be trans - Various general purpose systems may be used with programs 
mitted or received over a network via network interface in accordance with the teachings herein , or it may prove 
device 1008 . 40 convenient to construct a more specialized apparatus to 

While computer - readable storage medium 1028 is shown perform the required method steps . The required structure 
in FIG . 4 as a single medium , the term " computer - readable for a variety of these systems will appear as set forth in the 
storage medium ” should be taken to include a single description below . In addition , the scope of the present 
medium or multiple media ( e . g . , a centralized or distributed disclosure is not limited to any particular programming 
database , and / or associated caches and servers ) that store the 45 language . It will be appreciated that a variety of program 
one or more sets of VM operating instructions . The term ming languages may be used to implement the teachings of 
" computer - readable storage medium ” shall also be taken to the present disclosure . 
include any medium that is capable of storing or encoding a It is to be understood that the above description is 
set of instructions for execution by the machine that cause intended to be illustrative , and not restrictive . Many other 
the machine to perform any one or more of the methods 50 implementation examples will be apparent to those of skill 
described herein . The term " computer - readable storage in the art upon reading and understanding the above descrip 
medium ” shall accordingly be taken to include , but not be tion . Although the present disclosure describes specific 
limited to , solid - state memories , and optical and magnetic examples , it will be recognized that the systems and methods 
media . of the present disclosure are not limited to the examples 

Some portions of the detailed descriptions above are 55 described herein , but may be practiced with modifications 
presented in terms of algorithms and symbolic representa - within the scope of the appended claims . Accordingly , the 
tions of operations on data bits within a computer memory . Specification and drawings are to be regarded in an illustra 
These algorithmic descriptions and representations are the tive sense rather than a restrictive sense . The scope of the 
means used by those skilled in the data processing arts to present disclosure should , therefore , be determined with 
most effectively convey the substance of their work to others 60 reference to the appended claims , along with the full scope 
skilled in the art . An algorithm is here , and generally , of equivalents to which such claims are entitled . 
conceived to be a self - consistent sequence of steps leading 
to a desired result . The steps are those requiring physical What is claimed is : 
manipulations of physical quantities . Usually , though not 1 . A method comprising : 
necessarily , these quantities take the form of electrical or 65 receiving , by a processing device , a request to run a 
magnetic signals capable of being stored , transferred , com virtual machine , the request comprising a network 
bined , compared , and otherwise manipulated . It has proven selection policy ; 
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identifying a virtual network interface card ( VNIC ) asso 9 . The system of claim 8 , wherein the property references 
ciated with the virtual machine ; a list of network identifiers . 

selecting , by the processing device , in view of the net 10 . The system of claim 8 , wherein the property specifies 
work selection policy , a network from a pool of net a parameter shared by networks comprised by the pool . works identified by a property specified by a VNIC 5 
profile associated with the VNIC , wherein the property 11 . The system of claim 8 , wherein the network selection 

policy further defines a uniform distribution of traffic among defines a prefix shared by identifiers of networks com 
prised by the pool of networks and wherein the network the plurality of logical networks . 
selection policy defines a first probability of selecting a 12 . The system of claim 8 , wherein the network selection 
first network and a second probability of selecting a 10 policy further defines an order of networks . 
second network ; and 13 . The system of claim 8 , wherein the first probability is 

associating the VNIC with the network . different from the second probability . 
2 . The method of claim 1 , further comprising running the 14 . A non - transitory computer - readable medium having virtual machine . instructions encoded thereon which , when executed by a 3 . The method of claim 1 , wherein the property references 15 

a list of network identifiers . processing device , causes the processing device to : 
4 . The method of claim 1 , wherein the property specifies receive , by the processing device , a request to run a virtual 

a parameter shared by networks comprised by the pool . machine , the request comprising a network selection 
5 . The method of claim 1 , wherein the network selection policy ; 

policy further defines a uniform distribution of traffic among 20 identify a virtual network interface card ( VNIC ) associ 
the plurality of logical networks . ated with the virtual machine ; 

6 . The method of claim 1 , wherein the network selection select , by the processing device , in view of the network policy further defines an order of networks . selection policy , a network from the pool of networks 7 . The method of claim 1 , wherein the first probability is identified by a property specified by a VNIC profile different from the second probability . associated with the VNIC , wherein the property defines 8 . A system comprising : a prefix shared by identifiers of networks comprised by a memory ; and the pool of networks and wherein the network selection a processing device operatively coupled to the memory , policy defines a first probability of selecting a first the processing device to : network and a second probability of selecting a second receive a request to run a virtual machine , the request 30 network ; and comprising a network selection policy ; 
identify a virtual network interface card ( VNIC ) asso associate the VNIC with the network . 

ciated with the virtual machine ; 15 . The non - transitory computer - readable medium of 
select , by the processing device , in view of the network claim 14 , wherein the property specifies a parameter shared 

selection policy , a network from the pool of networks 35 by networks comprised by the pool . 
identified by a property specified by a VNIC profile 16 . The non - transitory computer - readable medium of 
associated with the VNIC , wherein the property claim 14 , wherein the property references a list of network 
defines a prefix shared by identifiers of networks 
comprised by the pool of networks and wherein the 
network selection policy defines a first probability of 40 17 . The non - transitory computer - readable medium of 
selecting a first network and a second probability of claim 14 , wherein the first probability is different from the 
selecting a second network ; and second probability . 

associate the VNIC with the network . 

25 
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