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(57) ABSTRACT 

Techniques are disclosed for ordering images. The technique 
includes receiving a request, the request including keywords 
and parameters specifying desired image characteristics. Fur 
ther, the technique includes identifying a set of images 
responsive to the request based on a match of the keywords to 
tags associated with objects depicted in the set of images. 
Finally, the technique includes determining an ordering of the 
identified set of images by comparing the received parameters 
with metadata fields associated with respective tags of the 
objects and returning an indication of the set of images and 
the determined ordering of the images. 
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OBJECTTAGMETADATA AND IMAGE 
SEARCH 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation of co-pending 
U.S. patent application Ser. No. 13/368,775, filed Feb. 8, 
2012. The aforementioned related patent application is herein 
incorporated by reference in its entirety. 

BACKGROUND 

0002 Embodiments presented in this disclosure generally 
relate to object tags and image searching. More specifically, 
embodiments pertain to techniques for generating image tag 
metadata to associate with object tags and to techniques for 
ordering images using the tag metadata. 
0003 Digital images have rapidly become a popular 
approach for capturing, storing, managing, and sharing 
images. In order to find particular images within a set of 
digital images, a user may run an "image search. Such image 
searches typically operate based on tags associated with the 
images being searched. For example, tags may be used to 
indicate objects (e.g., people) displayed in the images, and a 
search for particular objects may return a Subset of images 
that have the searched-for objects "tagged' in the images. 
0004 Tag-based image searching does not account for the 
actual appearance of tagged objects within their respective 
images. For example, such searching does not distinguish 
between images in which objects appear larger and in focus 
from images in which those objects appear Smaller and out of 
focus. 

SUMMARY 

0005 Embodiments provide techniques for searching a set 
of images. In one embodiment, the technique includes receiv 
ing a request, which includes one or more keywords and one 
or more parameters specifying desired image characteristics. 
Further, the technique includes identifying a set of images 
responsive to the request based on a match of the keywords to 
tags associated with objects depicted in the set of images. 
Finally, the technique includes determining an ordering of the 
identified set of images by comparing the received parameters 
with metadata fields associated with respective tags of the 
objects and returning an indication of the set of images and 
the determined ordering of the images. 
0006 Additional embodiments include a computer-read 
able storage medium storing an application, which, when 
executed on a processor, performs the above recited method 
as well as a system having a processor and a memory storing 
an application configured to order images, which, when 
executed on the processor, performs the above recited tech 
n1due. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF DRAWINGS 

0007 So that the manner in which the above recited 
aspects are attained and can be understood in detail, a more 
particular description of embodiments of the invention, 
briefly summarized above, may be had by reference to the 
appended drawings. 
0008. It is to be noted, however, that the appended draw 
ings illustrate only typical embodiments of this invention and 
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are therefore not to be considered limiting of its scope, for the 
invention may admit to other equally effective embodiments. 
0009 FIG. 1 illustrates an example computing infrastruc 
ture used to generate tag metadata associated with object tags 
and to provide image searching using the tag metadata to a 
variety of client systems and mobile devices, according to one 
embodiment of the invention. 
0010 FIG. 2 illustrates an example server for generating 
tag metadata associated with object tags and for providing 
image search results, according to one embodiment of the 
invention. 
0011 FIG. 3 illustrates a method for generating tag meta 
data associated with object tags, according to one embodi 
ment of the invention. 
0012 FIG. 4 illustrates a method for searching images 
using tag metadata associated with object tags, according to 
one embodiment of the invention. 
0013 FIG. 5 illustrates a graphical user interface (GUI) 
for specifying parameters for searching and ordering a set of 
images, according to embodiments of the invention. 
0014 FIG. 6 illustrates an example of an unordered set of 
images with associated object tags and object tag metadata, 
according to one embodiment of the invention. 
(0015 FIG. 7 illustrates the set of images of FIG. 6, after 
the images are ordered based on the value of the parameters 
shown in FIG. 5. 

DETAILED DESCRIPTION 

(0016 Embodiments of the invention provide an approach 
for generating tag metadata associated with object tags and 
for searching images using the tag metadata. As noted above, 
image searches based on object tags alone do not account for 
the actual appearance of tagged objects within images. 
Embodiments of the invention address this drawback (among 
others) by making use oftag metadata indicating one or more 
image characteristics of associated tagged objects as they 
appear as part of an image. For example, consider an image 
depicting the Eiffel Tower. A computer may store this image 
and associate an “Eiffel Tower object tag with this image. 
Further, tag metadata associated with the “Eiffel Tower 
object tag may indicate how prominently the Eiffel Tower 
appears in the foreground of the image, whetherit is occluded 
by other objects, and a measure of how well it is focused in the 
image. In one embodiment, a user may specify image char 
acteristics as part of searching for tagged images. For 
example, in addition to searching for an image of the Eiffel 
Tower using the keywords “Eiffel Tower” as search terms, the 
user may specify, via one or more parameters, image charac 
teristics of the Eiffel Tower object such as focus, occlusion, 
etc. In Such a case, a search engine may identify a set of 
images responsive to the request based on a match of the 
keywords “Eiffel Tower” to object tags (e.g., an “Eiffel 
Tower” tag) of the image. The search engine may further 
determine an ordering of the identified set of images by com 
paring the specified image characteristic parameters with 
metadata fields associated with respective tags of the images. 
Finally, the search engine may return an indication of the set 
of images and the determined ordering of the images. 
0017. In the following, reference is made to embodiments 
of the invention. However, it should be understood that the 
invention is not limited to specific described embodiments. 
Instead, any combination of the following features and ele 
ments, whether related to different embodiments or not, is 
contemplated to implement and practice the invention. Fur 
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thermore, although embodiments of the invention may 
achieve advantages over other possible solutions and/or over 
the prior art, whether or not a particular advantage is achieved 
by a given embodiment is not limiting of the invention. Thus, 
the following aspects, features, embodiments and advantages 
are merely illustrative and are not considered elements or 
limitations of the appended claims except where explicitly 
recited in a claim(s). Likewise, reference to “the invention 
shall not be construed as a generalization of any inventive 
subject matter disclosed herein and shall not be considered to 
be an element or limitation of the appended claims except 
where explicitly recited in a claim(s). 
0018. As will be appreciated by one skilled in the art, 
aspects of the present invention may be embodied as a system, 
method or computer program product. Accordingly, aspects 
of the present invention may take the form of an entirely 
hardware embodiment, an entirely software embodiment (in 
cluding firmware, resident Software, micro-code, etc.) or an 
embodiment combining software and hardware aspects that 
may all generally be referred to herein as a “circuit,” “mod 
ule' or “system.” Furthermore, aspects of the present inven 
tion may take the form of a computer program product 
embodied in one or more computer readable medium(s) hav 
ing computer readable program code embodied thereon. 
0019. Any combination of one or more computer readable 
medium(s) may be utilized. The computer readable medium 
may be a computer readable signal medium or a computer 
readable storage medium. A computer readable storage 
medium may be, for example, but not limited to, an elec 
tronic, magnetic, optical, electromagnetic, infrared, or semi 
conductor System, apparatus or device, or any suitable com 
bination of the foregoing. More specific examples (a non 
exhaustive list) of the computer readable storage medium 
would include the following: an electrical connection having 
one or more wires, a portable computer diskette, a hard disk, 
a random access memory (RAM), a read-only memory 
(ROM), an erasable programmable read-only memory 
(EPROM or Flash memory), an optical fiber, a portable com 
pact disc read-only memory (CD-ROM), an optical storage 
device, a magnetic storage device, or any suitable combina 
tion of the foregoing. In the context of this document, a 
computer readable storage medium may be any tangible 
medium that can contain, or store a program for use by or in 
connection with an instruction execution system, apparatus, 
or device. 
0020. A computer readable signal medium may include a 
propagated data signal with computer readable program code 
embodied therein, for example, in baseband or as part of a 
carrier wave. Such a propagated signal may take any of a 
variety of forms, including, but not limited to, electro-mag 
netic, optical, or any Suitable combination thereof. A com 
puter readable signal medium may be any computer readable 
medium that is not a computer readable storage medium and 
that can communicate, propagate, or transport a program for 
use by or in connection with an instruction execution system, 
apparatus or device. 
0021 Program code embodied on a computer readable 
medium may be transmitted using any appropriate medium, 
including but not limited to wireless, wireline, optical fiber 
cable, RF, etc., or any Suitable combination of the foregoing. 
0022 Computer program code for carrying out operations 
for aspects of the present invention may be written in any 
combination of one or more programming languages, includ 
ing an object oriented programming language such as Java, 
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Smalltalk, C++ or the like and conventional procedural pro 
gramming languages, such as the “C” programming language 
or similar programming languages. The program code may 
execute entirely on the user's computer, partly on the user's 
computer, as a stand-alone software package, partly on the 
user's computer and partly on a remote computer or entirely 
on the remote computer or server. In the latter scenario, the 
remote computer may be connected to the user's computer 
through any type of network, including a local area network 
(LAN) or a wide area network (WAN) or the connection may 
be made to an external computer (for example, through the 
Internet using an Internet Service Provider). 
0023 Aspects of the present invention are described 
below with reference to flowchart illustrations and/or block 
diagrams of methods, apparatus (systems) and computer pro 
gram products according to embodiments of the invention. It 
will be understood that each block of the flowchart illustra 
tions and/or block diagrams, and combinations of blocks in 
the flowchart illustrations and/or block diagrams, can be 
implemented by computer program instructions. These com 
puter program instructions may be provided to a processor of 
a general purpose computer, special purpose computer, or 
other programmable data processing apparatus to produce a 
machine, such that the instructions, which execute via the 
processor of the computer or other programmable data pro 
cessing apparatus, create means for implementing the func 
tions/acts specified in the flowchart and/or block diagram 
block or blocks. 
0024. These computer program instructions may also be 
stored in a computer readable medium that can direct a com 
puter, other programmable data processing apparatus, or 
other devices to function in a particular manner, such that the 
instructions stored in the computer readable medium produce 
an article of manufacture including instructions which imple 
ment the function/act specified in the flowchart and/or block 
diagram block or blocks. 
0025. The computer program instructions may also be 
loaded onto a computer, other programmable data processing 
apparatus, or other devices to cause a series of operational 
steps to be performed on the computer, other programmable 
apparatus or other devices to produce a computer imple 
mented process such that the instructions which execute on 
the computer or other programmable apparatus provide pro 
cesses for implementing the functions/acts specified in the 
flowchart and/or block diagram block or blocks. 
0026. Embodiments of the invention may be provided to 
end users through a cloud computing infrastructure. Cloud 
computing generally refers to the provision of scalable com 
puting resources as a service over a network. More formally, 
cloud computing may be defined as a computing capability 
that provides an abstraction between the computing resource 
and its underlying technical architecture (e.g., servers, Stor 
age, networks), enabling convenient, on-demand network 
access to a shared pool of configurable computing resources 
that can be rapidly provisioned and released with minimal 
management effort or service provider interaction. Thus, 
cloud computing allows a user to access virtual computing 
resources (e.g., storage, data, applications, and even complete 
virtualized computing systems) in “the cloud, without regard 
for the underlying physical systems (or locations of those 
systems) used to provide the computing resources. 
0027 Typically, cloud computing resources are provided 
to a user on a pay-per-use basis, where users are charged only 
for the computing resources actually used (e.g., an amount of 
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storage space consumed by a user or a number of virtualized 
systems instantiated by the user). A user can access any of the 
resources that reside in the cloud at any time, and from any 
where across the Internet. 

0028. The flowchart and block diagrams in the Figures 
illustrate the architecture, functionality, and operation of pos 
sible implementations of systems, methods and computer 
program products according to various embodiments of the 
present invention. In this regard, each block in the flowchart 
or block diagrams may represent a module, segment or por 
tion of code, which comprises one or more executable 
instructions for implementing the specified logical function 
(s). It should also be noted that, in some alternative imple 
mentations, the functions noted in the block may occur out of 
the order noted in the figures. For example, two blocks shown 
in Succession may, in fact, be executed Substantially concur 
rently, or the blocks may sometimes be executed in the reverse 
order, depending upon the functionality involved. It will also 
be noted that each block of the block diagrams and/or flow 
chart illustration, and combinations of blocks in the block 
diagrams and/or flowchart illustration, can be implemented 
by special purpose hardware-based systems that perform the 
specified functions or acts, or combinations of special pur 
pose hardware and computer instructions. 
0029. Further, some particular embodiments described 
below rely on an example of a system using a client-server 
architecture to provide image search results to a client, with 
digital images being photographic images. However, the 
techniques described herein may be adapted to a variety of 
systems used to search and generate tag metadata for a variety 
of Static and dynamic digital images (e.g., animated GIF 
files), as well as video sequences. For example, the tech 
niques described herein may use tag metadata to search for 
and order images within a local storage device on a computer 
system. Accordingly, references to specific embodiments 
below are included to be illustrative and not limiting. 
0030 FIG. 1 illustrates an example computing infrastruc 
ture 100 used to provide image searching functionality to a 
variety of client systems, according to one embodiment of the 
invention. As shown, the computing infrastructure 100 
includes a server 140, a client computing system 120, and a 
mobile device 130, each connected to a communications net 
work 110. 
0031 Illustratively, the client system 120 and mobile 
device 130 include web browsers 125 and 135. Web browsers 
125 and 135 provide software applications used to commu 
nicate with the server 140 over the network 110 to search 
images. In one embodiment, browsers 125 and 135 may be 
configured to query for images having particular objects (rep 
resented by image tags) and object properties (represented by 
tag metadata characterizing a given tag). For example, a user 
may, interact with web browsers 125 and 135 to query for 
images having an Eiffel Tower object (e.g., by entering 
“Eiffel Tower” or “Eiffel” as a keyword) that is large in size 
relative to other objects within the same image. In response, a 
search engine and related Software applications running on 
the server 140 may identify a set of images that depict the 
Eiffel Tower (or that at least include the image tag "Eiffel 
Tower.” “Eiffel.” etc.). Further, the search engine may be 
configured to rank or order the images based on the tag 
metadata. In this particular example, images that depict the 
Eiffel Tower more prominently than other images may rank 
higher in the search results than others. The resulting images 
(or thumbnail depictions of Such images) may be returned to 
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the client system 120 or mobile device 130 and rendered on 
web browser 125, 135. In addition to performing image 
searches and returning search results, the server 140 may also 
generate and store tag metadata. 
0032. As shown, the server 140 includes a set of images 
144, image repository 141, a set of tags 142, and a set of tag 
metadata 143. The set of images 144 include user-searchable 
images and should be distinguished from the image reposi 
tory 141, which refers herein to images used to generate tag 
metadata. As discussed more fully below, each image of the 
set of images 144 may be associated with object tags from the 
set of tags 142 and metadata from the set oftag metadata 143. 
0033. The image repository 141 includes one or more 
images with which an image may be compared. For example, 
the server 140 may generate metadata values by consulting 
the image repository 141 and assigning values to metadata 
fields based on comparisons of the set of images 144 to 
images of the image repository 141 that have the same 
objects. That is, values of the metadata fields for the set of 
images 144 may be relative, as opposed to absolute, values 
that are determined based on comparisons of images in the set 
of images 144 to images in the image repository 141. 
0034. The set of tags 142 includes image tags, also 
referred to herein as “object tags. that correspond to objects 
depicted in respective images of the set of images 144. Such 
object tags may be generated by an automated process or 
entered manually by a user. 
0035. The set of tag metadata 143 includes metadata asso 
ciated with the object tags of the set of tags 142. Such meta 
data represents image characteristics of objects associated 
with the object tags as those objects appear in their respective 
images. Examples of specific tag metadata fields, discussed 
more fully below, include metadata fields representing size, 
contrast, isolation, occlusion, depth, fill-light, coloration, and 
pixelation. 
0036 FIG. 2 illustrates an example server for generating 
tag metadata associated with object tags and for providing 
image search results, according to one embodiment of the 
invention. As shown, the server 140 includes, without limita 
tion, a central processing unit (CPU) 205, a network interface 
215, an interconnect 220, a memory 226, and storage 230. 
The server 140 may also include an I/O device interface 210 
connecting I/O devices 212 (e.g., keyboard, display and 
mouse devices) to the server 140. 
0037. The CPU 205 retrieves and executes programming 
instructions stored in the memory 226. Similarly, the CPU 
205 stores and retrieves application data residing in the 
memory 226. The interconnect 220 facilitates transmission, 
Such as of programming instructions and application data, 
between the CPU 205, I/O devices interface 210, storage 230, 
network interface 215, and memory 226. CPU 205 is included 
to be representative of a single CPU, multiple CPUs, a single 
CPU having multiple processing cores, and the like. And the 
memory 226 is generally included to be representative of a 
random access memory. The storage 230 may be a disk drive 
storage device. Although shown as a single unit, the storage 
230 may be a combination offixed and/or removable storage 
devices, such as fixed disc drives, floppy disc drives, tape 
drives, removable memory cards or optical storage, network 
attached storage (NAS), or a storage area-network (SAN). 
0038. As shown, the memory 226 includes a web server 
221, an application server 223, and a metadata generating 
component 222. And the storage 230 includes the image 
repository 141, the set of tags 142, the set oftag metadata 143, 
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and the set of images 144. Web server 221 provides a software 
application configured to respond to web page requests 
received from client computing systems (e.g., client system 
120 and mobile device 130 of FIG. 1). The web server 221 
may pass such a request to the application server 223, which 
generates content for the web server 221 to return to the client 
system 120 or the mobile device 130. For example, in the 
present context, a user may access a web page which allows 
the user to compose an image search query, i.e., to include 
keywords specifying objects and desired image characteris 
tics for those objects. In response, the application server 223 
may identify a set of images from the set of images 144 which 
have image tags that match the query keywords. Further, the 
application server 223 may determine an ordering or ranking 
for the identified set of images based on the desired image 
characteristics specified by the user. 
0039 Illustratively, the application server 223 includes an 
image retrieval component 225 and an image ordering com 
ponent 224. The image retrieval component 225 may be con 
figured to identify a Subset of images of the set of images 144 
stored in storage 230 based on one or more query parameters 
received from the user. Continuing the example above in 
which a query is received for images having an Eiffel Tower 
object with a large relative size, the image retrieval compo 
nent 225 may identify, from the set of images 144, a subset of 
images having one or more of the following object tags: 
“Eiffel Tower,” “Eiffel, “Tower, etc. 
0040. After the image retrieval component 225 identifies 
the Subset of images, the image ordering component 224 may 
order the Subset of images based on one or more query param 
eters received from the user. For example, the image ordering 
component 224 may order the Subset of images based on at 
least the sizes of the objects tagged as “EiffelTower.” “Eiffel.” 
“Tower.” etc. as compared to the sizes of other objects in their 
respect images. Further, the image ordering component 224 
may perform the foregoing ordering based on the values of 
metadata fields associated with their respective “Eiffel 
Tower,” “Eiffel,” “Tower,” etc. tags. 
0041 After identifying and ordering a set of images, the 
application server 223 returns the set of ordered images to the 
Web server 221, which returns an indication (e.g., thumbnails 
or full-sized images) of one or more images from the set of 
images and an ordering of those images to the client comput 
ing system 120 or the mobile device 130. 
0042. The metadata generating component 222 is config 
ured to determine values for metadata fields associated with 
their respective tags 142 as a set of tag metadata 143. The 
metadata generating component 222 may encode the set of 
tag metadata 143 in any feasible format or formats. Further, 
the metadata generating component 222 may analyze images 
using any algorithm or algorithms feasible for determining 
one or more image characteristics of tagged objects as they 
appear in their respective images. 
0043. In some embodiments, the metadata generating 
component 222 may determine values by comparing one or 
more objects of an image to one or more objects of images in 
the image repository 141. That is, rather than determining 
values based solely on the appearance of the respective tagged 
object or objects within the image itself, the metadata gener 
ating component 122 may determine values based on a com 
parison of the appearance of the tagged object or objects 
within the image with the appearance of object or objects 
(e.g., objects with the same or similar tags, etc.) within 
images of the image repository 141. 
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0044 FIG. 3 illustrates a method 300 for generating tag 
metadata associated with object tags, according to one 
embodiment of the invention. Although the method steps are 
described in conjunction with FIGS. 1-2, persons skilled in 
the art will understand that any system configured to perform 
the method steps, in any order, falls within the scope of the 
present invention. 
0045. As shown, the method 300 begins at step 310, where 
the metadata generating component 222 receives an image for 
processing. For example, before adding a new image to the set 
of images 144, the metadata generating component 222 may 
process new images to generate tag metadata. At step 320, the 
metadata generating component 222 selects an object tag 
stored in the set of tags 142 that is associated with the image 
received at step 310. 
0046. At step 330, the metadata generating component 
222 determines values for one or more image characteristics 
of the tagged object as it appears in the image. The metadata 
generating component 222 may use any algorithm to make 
Such determinations. For example, the size of an object as it 
appears in an image may be determined by counting the 
number of pixels used to represent the object. Likewise, a 
relative size of the object may be determined by comparing 
the number of pixels used to represent the object with the 
number of pixels used to represent other objects and/or the 
total number of pixels in the image. 
0047 Aside from size and relative size, the metadata gen 
erating component 222 may determine values for other object 
image characteristics. For example, the metadata generating 
component 222 may determine a value for how well focused 
the object is within the image (i.e., how crisply the object is 
displayed within the image). Objects with sharp delineation 
of features may be given higher focus values to reflect that the 
objects are well focused, and vice versa. 
0048 AS another example, the metadata generating com 
ponent 222 may determine a value for a “contrast of the 
object within the image. The contrast value may reflect the 
level of contrast within the object itself. Alternatively, the 
contrast value may reflect a level of contrast between the 
object and its Surroundings or Surrounding objects, as 
depicted in a given image. 
0049 Still another example includes the metadata gener 
ating component 222 determining a value representing a mea 
sure of object isolation within the image. The isolation value 
may reflect the level of visibility of the object within the 
image. That is, the isolation value may reflect the degree to 
which the object is obstructed or occluded by other objects 
within the image. 
0050. Other examples of tag metadata include determin 
ing a value for depth, fill-light, coloration, or pixelation. 
0051. In some embodiments, the values determined by the 
metadata generating component 222 may be relative values. 
That is, the size, focus, contrast, etc. Values of the object may 
be determined relative to the size, focus, contrast, etc. Values 
of the Surroundings of the object or Surrounding objects. For 
example, in an image with high overall contrast, a particular 
object may have even higher contrast than Surrounding 
objects. In such a case, the average contrast of all objects may 
provide a baseline (e.g., a contrast value of “O'”) from which 
the contrast value of the higher contrast object is determined. 
0.052 Further, in some embodiments, the metadata gener 
ating component 222 may determine tag metadata values, at 
least in part, by comparing one or more objects of the image 
to one or more objects of images in the image repository 141. 
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That is, rather than determining tag metadata values based on 
the appearance of the respective tagged object or objects 
within the image itself, the metadata generating component 
122 may determine tag metadata values based on a compari 
Son of the appearance of the tagged object or objects within 
the image with the appearance of objects (e.g., objects with 
the same or similar tags, etc.) within images of the image 
repository 141. In one embodiment, the image repository 141 
may include a sample of the images in the images 144, and, in 
determining a tag metadata value, the metadata generating 
component 222 may account for the frequency with which the 
tagged object has a similar appearance in images of the image 
repository 141. For example, if an Eiffel Tower object in an 
image has a large size relative to other objects in the image, 
but many images within the image repository contain Eiffel 
Tower objects with similarly large relative sizes, the value of 
the “relative size' tag metadata for the image may be reduced 
by an appropriate amount. Although the image repository 141 
is described above as a set of images separate from the set of 
images 144, image repository 141 and the set of images 144 
may include the same set of images in some embodiments. 
0053 Referring again to method 300, at step 340, the 
metadata generating component 222 stores values deter 
mined at step 330 as tag metadata associated with the object 
tag. The metadata generating component 222 may encode the 
tag metadata in any feasible format. In the illustrated embodi 
ment, the tag metadata is stored in the set of tag metadata 143 
within the storage 230. 
0054. At step 350, the metadata generating component 
222 determines whether the object tags associated with the 
image have been processed. If so, the method 300 ends. If any 
object tags have not been processed, the method 300 returns 
to step 320, where the metadata generating component 222 
selects an object tag associated with the image that has not yet 
been processed. 
0055 FIG. 4 illustrates a method 400 for searching images 
using tag metadata associated with object tags, according to 
one embodiment of the invention. Although the method steps 
are described in conjunction with FIGS. 1-2, persons skilled 
in the art will understand that any system configured to per 
form the method steps, in any order, falls within the scope of 
the present invention. 
0056. As shown, the method 400 begins at step 410, where 
the server computer system 140 receives a request for images 
having an object or objects, and the object or objects have 
specified image characteristics. As noted, e.g., a user inter 
acting with the computing system 120 or the mobile device 
130 may compose an image search query by specifying key 
words (image tag values) and the desired characteristics for 
one or more of the tag values (e.g., desired levels of focus, 
contrast, occlusion, prominence, etc.). 
0057 For example, the server computer system 140 may 
receive a request for images depicting the Eiffel Tower. The 
request may further specify that the Eiffel Tower object 
should have the image characteristic of being large in relative 
size to the picture itself (i.e., a high measure of prominence). 
In Some embodiments, the parameters may be specified using 
binary values. For example, the user may only be able to 
request“infocus or “out of focus'. Alternatively, some of the 
parameters may be specified using a range of values. For 
example, the user may be able to request a specific measure of 
how well an object is in (or is out) of focus. 
0058 At step 420, the image retrieving component 225 
selects images 144 that have the tag (or tags) specified in the 
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image query. For example, where the server computer system 
140 receives a request for images containing an Eiffel Tower 
object, the image retrieving component 225 may select the 
subset of the set of images 144 having an “Eiffel Tower” tag 
and related tags (e.g., “Eiffel.” “Tower.” etc.). 
0059. At step 430, the image ordering component 224 
orders the images selected at step 420 based on how closely, 
or how well, the values of the metadata fields associated with 
tags for an object or objects in the images match the requested 
image characteristics. The image ordering component 224 
may use any feasible approach to order the selected images. 
Further, as discussed above, each image characteristic speci 
fied in the image query may correspond to a metadata field 
associated with tags for the object. In some embodiments, 
image characteristics that do not correspond to any metadata 
fields associated with tags for the object or objects may be 
ignored or handled separately. For example, when the user 
specifies a query parameter that corresponds to a metadata 
field associated with image objects of some images but not 
others, the image ordering component 224 may assume an 
average metadata field value for the images whose image 
objects do not have the associated metadata field. 
0060. In one embodiment, how closely the values of the 
metadata fields match the requested image characteristics 
may be determined as a sum of Cartesian distances, each 
distance being associated with one object tag and calculated 
according to the formula: 

D = IX (P. - M.), 

where D is the distance, P, is the value of the nth requested 
property, and M, is the value of an nth metadata field value 
corresponding to the nth requested property. Such an embodi 
ment may assume that P and M, have one-to-one relation 
ships. After determining the Cartesian distances for objects 
within each image selected at step 420, the image ordering 
component 224 may order the images based on the deter 
mined sum of Cartesian distances for each respective image. 
0061. In an alternative embodiment, how closely the val 
ues of the metadata fields match the requested image charac 
teristics may be determined based on whether the requested 
properties exceed one or more threshold values. In such a 
case, the requested parameter values may be specified as 
binary values. For example, if an image query includes the 
keywords “Eiffel and “Tower” and the parameters of “in 
focus’ and “large, the image ordering component 224 may 
determine whether the size of the object, as indicated by a size 
metadata field, exceeds a threshold for being deemed “large” 
and whether the focus of the object (i.e., of the EiffelTower as 
depicted in the image), as indicated by a focus metadata field, 
exceeds a threshold for being deemed “in focus.” Assuming 
an image meets the threshold for being deemed "large.” a 
weight (e.g., +1) may be added to a total weight for the tag of 
the image. Similarly, if the image meets the threshold for 
being deemed “in focus, the total weight for the tag of the 
image may be incremented as well. After determining the 
total weights for each image selected at step 420, the image 
ordering component 224 may order the images based on the 
total weights for each image. 
0062. At step 440, the server computer system 140 trans 
mits images ordered at step 430 (or thumbnail representations 
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of Such images along with links to full size images) to the 
client. For example, using the computing system 140 shown 
in FIG. 2, the application server 223 may generate web pages 
which present the search results (i.e., an indication of one or 
more images from the set of images and an ordering of those 
images) in the determined ordering to the web server 221. 
And in turn, the web server 221 may return the web pages to 
the client computing system 120 or the mobile device 130. 
0063 Although described above with respect to network 
based searches, alternative embodiments may involve order 
ing a specified set of images locally or over a network. That is, 
a group of images may be ordered relative to some criteria. 
For example, a user may want to search or sort a set of images 
(e.g., a family photo album) within the client computing 
system 120 or the mobile device 130. In such a case, the set of 
images may be searched or sorted on client computing system 
120 or mobile device 130 without communicating with server 
140, and, in Such a case, the image repository 141, the set of 
tags 142, the set oftag metadata 143, and the set of images 144 
may be stored in storage of the client computing system 120 
or the mobile device 130. Further, the metadata generating 
component 222 and the application server 223 including the 
image ordering component 224 and the image retrieval com 
ponent 225 may be stored in memory of the client computing 
system 120 or the mobile device 130. For example, the images 
included in a folder on the client computing system 120 or 
mobile device 130 may be sorted. Further, a “mascot image, 
which is the first image in the ordered set of images, may be 
displayed on, for example, a folder icon. 
0064 FIG. 5 illustrates a graphical user interface (GUI) 
500 for specifying parameters for searching and ordering a set 
of images, according to embodiments of the invention. The 
GUI 500 itself includes a text field 510 for entering search 
text, which may be used to specify one or more object tags to 
be searched. In addition, the GUI 500 includes sliders 520, 
530, 540, and 550 that allow a user to select image character 
istic values. Specifically, slider 520 allows the user to select a 
relative size for the object or objects specified in the text field 
510. As shown, slider 520 provides a range of relative size 
values from which a user may select. Likewise, sliders 530, 
540, and 550 allow the user to select larger or smaller (or 
higher or lower) relative focus, relative contrast, and relative 
isolation values, respectively, for the object or objects speci 
fied in the text field 510. As shown, the user has entered 
“Eiffel Tower' in the text field 510, selected maximum rela 
tive size and relative focus using sliders 520 and 530, selected 
medium relative contrast using slider 540, and selected mini 
mum relative isolation. These selections correspond to an 
image having an Eiffel Tower object that is large and in focus, 
but with medium contrast and blocked to a large extent by 
other objects. Finally, “Search” button 515 is selected to 
initiate a search using the parameters specified in the text field 
510 and the sliders 520, 530, 540, and 550. 
0065. In some embodiments, the GUI 500 may be 
included in a web browser such as web browsers 125 and 135. 
In alternative embodiments, the GUI 500 may be useful for 
searching or sorting a set of images within the client comput 
ing system 120 or the mobile device 130 themselves. 
0066 Although described with respect to text field 510 
and sliders 520, 530, 540, and 550, persons skilled in the art 
recognize that any input field or fields that allow users to 
specify parameters for a search may be used. Further, in some 
embodiments, multiple text fields and multiple sets of sliders 
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or other input fields may be used to permit multiple objects, 
with associated object properties, to be specified. 
0067 FIG. 6 illustrates an example unordered set of 
images with associated object tags and object tag metadata, 
according to one embodiment of the invention. As shown, 
images 610, 620, 630, and 640 have associated object tags 
610a, 620a, 630a, and 640a. Each of the object tags 610a, 
620a, 630a, and 64.0a is identified by “Eiffel Tower.” Further, 
each of the object tags 610a, 620a, 630a, and 64.0a is associ 
ated with a respective set of tag metadata 610b, 620b, 630b, 
and 640b. As shown, the tag metadata 610b, 620b, 630b, and 
640b includes fields for relative size, relative focus, relative 
contrast, and relative isolation of the objects associated with 
the respective object tags 610a, 620a, 630a, and 640a. As 
shown, the value of the tag metadata 610b, 620b, 630b, and 
640b range from a minimum of 0 to a maximum of 1, and the 
values are not values relative to the images of an image 
repository Such as image repository 141. For example, a focus 
of 1 would indicate that the object is maximally focused 
relative to other objects in the image, and vice versa. 
0068 FIG. 7 illustrates the set of images of FIG. 6 after the 
images are ordered based on the value of the parameters 
shown in FIG. 5, according to one embodiment of the inven 
tion. As shown, the ordering is based on the Cartesian dis 
tance technique discussed herein. In particular, image 620 is 
ordered first, followed by image 630, image 610, and image 
640, respectively because the Cartesian distances D for these 
images are 0.96, 1.00, 1.06, and 1.60, respectively. 
0069 Advantageously, object tag metadata helps charac 
terize the actual appearance of tagged objects within their 
respective images. Using tag metadata, searches can be per 
formed for images having objects with specific parameter 
values (e.g., relative size, focus, isolation, contrast, etc.), 
thereby allowing the searches to order the images so as to 
present the most relevant images first to the user. 
0070 While the foregoing is directed to embodiments of 
the present invention, other and further embodiments of the 
invention may be devised without departing from the basic 
scope thereof, and the scope thereof is determined by the 
claims that follow. 
What is claimed is: 
1. A computer-implemented method responding to an 

image search request, the method comprising: 
receiving a request which includes one or more keywords 

and one or more parameters specifying desired image 
characteristics; 

identifying, via one or more processors, a set of images 
responsive to the request based on a match of the key 
words to tags of the images, wherein each tag is associ 
ated with an object depicted in an image of the set of 
images: 

determining an ordering of the identified set of images by 
comparing the received parameters with metadata fields 
associated with respective tags of the images; and 

returning an indication of the set of images and the deter 
mined ordering of the images. 

2. The computer-implemented method of claim 1, wherein 
each metadata field corresponds to one of the image charac 
teristics of one of the objects relative to one of the image 
characteristics of that object as depicted in other images shar 
ing the image tag. 

3. The computer-implemented method of claim 1, wherein 
a first one of the metadata fields represents a relative size of an 
object as it appears within a respective image. 
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4. The computer-implemented method of claim 1, wherein 
a first one of the metadata fields represents a relative focus of 
an object as it appears within a respective image. 

5. The computer-implemented method of claim 1, wherein 
a first one of the metadata fields represents a relative contrast 
of an object as it appears within a respective image. 

6. The computer-implemented method of claim 1, wherein 
a first one of the metadata fields represents a relative isolation 
of an object as it appears within a respective image. 

7. The computer-implemented method of claim 1, wherein 
the comparison includes determining whether a predefined 
threshold is exceeded. 

8. The method of claim 1, wherein the set of images 
includes at least one dynamic image or a video sequence itself 
comprising a plurality of images. 

9. A computer-implemented method for ordering a set of 
images, the method comprising: 

determining an order for the set of images based at least on 
a comparison of values of one or more object image 
characteristic parameters with values of one or more 
metadata fields, wherein each metadata field is associ 
ated with a tag of an object depicted in a respective 
image of the set of images; and 

in response to a request to view the set of images, present 
ing one or more images of the set of images in the 
determined order. 

10. The computer-implemented method of claim 9. 
wherein the set of images is stored locally. 


