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NETWORK PERFORMANCE TESTING IN line in FIG . 1A , labeled 130a , represents a link between a 
NON - HOMOGENEOUS NETWORKS node in supernode 105a and a node in supernode 105b . 

Links between nodes in different supernodes may be 
BACKGROUND OF THE INVENTION referred to as D - links . 

5 FIG . 1B is a functional block diagram depicting a super 
The present invention relates generally to the field of node 105 within a computing server 100 . The supernode 

network performance , and more particularly to testing link contains four drawers 110 , with each drawer containing 
performance within a non - homogeneous network . eight nodes 120 . The dotted lines in FIG . 1B , labeled 130b , 

Given all of the critical tasks computer networks are represent links between a node 120 in one drawer 110a and 
relied upon to handle the ability to efficiently and effectively 10 a node 120 in another drawer 1106 , 110c , or 110d . These 
test these networks is an important function . As networking links connect two nodes within the same supernode but not 
needs continue to increase , network connections in comput within the same drawer . Links between nodes in different 
ing environments are becoming increasingly complicated drawers within the same supernode may be referred to as 
and non - homogeneous . Existing network testing methods L L - Remote links . 
for analyzing network performance metrics include standard 15 ork performance metrics include standard 15 FIG . 1C is a functional block diagram of a drawer 110 
benchmark suites such as the Intel MPI Benchmark . These within a supernode 105 . The drawer contains eight nodes 
methods do not attempt to characterize link performance in 120 . The dotted lines in FIG . 1C , labeled 130c , represent 
the framework of a non - homogeneous networking environ links between nodes within the same drawer . As depicted , 
ment . each node in the drawer is connected to all of the other nodes 

20 in the same drawer . Links between nodes in the same drawer 
SUMMARY may be referred to as L - Local links . 

The computing server 100 represents a system comprising 
As disclosed herein , a method , executed by a computer , As disclosed herein a method , executed by a computer non - homogeneous connections . The previously mentioned 

for analyzing a performance metric includes distributing link L - Local links , L - Remote links , and D - links are all connec 
connection information to each node in a network , pairing 25 tions with different characteristics that will lead to different 
each node with another node in the network to provide latency and bandwidth characteristics . Additionally , each 
paired nodes , testing a performance metric for the paired pair of nodes may not have a dedicated D - link between 
nodes , and generating a performance report for the network . them , so these potentially highly shared D - links can be 
The method may further include receiving the link connec particularly difficult to test due to contention from multiple 
tion information for the network . The method may further 30 node pairs trying to test simultaneously . The method dis 
include constructing a connectivity graph based on the closed herein eliminates link contention using an algorithm 
received link connection information . The method can be for variable delays . Link contention is a concern in any 
used to test link performance within non - homogeneous non - homogeneous system where links can potentially be 
networks . A corresponding computer system and computer shared , so the method is applicable for testing systems 
program product are also disclosed herein . 35 beyond the depicted computing server 100 . 

FIG . 2 is a flowchart depicting a network performance 
BRIEF DESCRIPTION OF THE DRAWINGS testing method 200 in accordance with an embodiment of 

the present invention . As depicted , the method includes 
FIGS . 1A - 1C are functional block diagrams illustrating a receiving ( 210 ) link connection information , distributing 

network system environment in accordance with an embodi - 40 ( 220 ) the link connection information to each node in the 
ment of the present invention ; network , iterations of pairing ( 230 ) each node with another 

FIG . 2 is a flowchart depicting a network performance node in the network followed by testing ( 240 ) a performance 
testing method in accordance with an embodiment of the metric for each pair of nodes , and generating ( 250 ) a 
present invention ; performance report for the network . The method can be used 

FIG . 3 is a flow diagram depicting a link testing method 45 to test link performance within non - homogeneous networks . 
in accordance with an embodiment of the present invention ; Receiving ( 210 ) link connection information may include 

receiving information regarding how the nodes within the 
FIG . 4 is a block diagram depicting one example of a network are connected . This link connection information 

computing apparatus ( i . e . , computer ) suitable for executing could come in the form of endpoint ID ' s for each link , which 
the methods disclosed herein . 50 would identify which nodes are connected by the link . In 

some embodiments , the link connection information also 
DETAILED DESCRIPTION comprises information regarding what types of links connect 

the nodes . For example , in the case of the computing server 
FIGS . 1A - 1C are functional block diagrams illustrating a in FIGS . 1A - 1C , the link connection information could 

computing server 100 in accordance with an embodiment of 55 include whether each link is an L - Local link , an L - Remote 
the present invention . The depicted computer server 100 is link , or a D - link . In some embodiments , in conjunction with 
an example of a networking environment which may be receiving link connection information a connectivity graph 
tested using the network performance testing method dis - is constructed to reflect the link connection information . The 
closed herein . connectivity graph may show which nodes are connected to 

FIG . 1A is a functional block diagram depicting a part of 60 each other and via what kind of link . 
a computing server 100 comprising two supernodes 105 . A Distributing ( 220 ) the link connection information to each 
computing server can comprise a plurality of supernodes , node in the network may include sending the link connection 
but two are sufficient to illustrate connections across super - information to each individual node in the network . Once 
nodes . As depicted , each supernode 105 consists of four each node has the link connection information , each node 
drawers 110 , and each drawer 110 contains eight nodes 120 . 65 has information regarding which nodes in the network it is 
As used herein , the term ' node ' refers to a contained set of connected to via which links . From here , the nodes can be 
memory / CPU and network interface resources . The dotted paired for the link performance testing steps . In the case 

and 
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where a connectivity graph has been constructed , the con - transfer to get the throughput in megabits , kilobits , or bits 
nectivity graph may be distributed to each individual node in per second . Similarly , latency may be measured using stan 
the network . dard latency measuring methods . These performance mea 

Pairing ( 230 ) each node with another node in the network surements may be recorded to be viewed or analyzed . 
may include selecting nodes to be paired together for testing . 5 Determining ( 330 ) if additional measurements need to be 
Once the nodes are paired , connection performance tests taken may include comparing the measured performance 
may be conducted on the link connecting each pair of nodes . metric for a link to a minimum acceptable value . For 
Pairing may occur multiple times ( in other words , a series of example , this minimum acceptable value for a bandwidth 
pairings can be iterated through , allowing for the testing of may represent the smallest bandwidth that can handle the 
all possible pairs ) , as each node will end up being paired 10 dataflow the network is likely to encounter , and may be a 
with all the other nodes it may be connected to . This method preset value . In some embodiments , different kinds of links 
of pairing each node with every other node ensures a ( such as L - Remote links and L - Local links in the case of the 
comprehensive test of all the links within the network . computing server 100 ) may have different benchmark values 

Testing ( 240 ) a performance metric for each pair of nodes they need to meet . If the performance metric for the link is 
may include testing characteristics that may impact the 15 sufficient , the method continues to determining ( 350 ) if there 
performance of each connection between two paired nodes . are more node pairs to be tested . If the performance metric 
The performance metric may be tested for all possible pairs for the link is insufficient , the method continues to perform 
of nodes within the system . FIG . 3 depicts additional details ing ( 340 ) back - off delay . Determining if additional measure 
for one example of the testing operation 240 . In some ments need to be taken may also include determining if a 
embodiments , once the initial pairs of nodes are tested , the 20 link has been tested a predetermined maximum number of 
process returns to the pairing step 230 such that each node times . A maximum may be set to a value “ X ” such that if a 
may be re - paired with a different node and the new node link ' s performance has been measured X times and yielded 
pairs may be tested to ensure a comprehensive test of the inadequate measurements each time , the paired nodes that 
links in the network . the link connects will stop initiating tests and the link will be 
Generating ( 250 ) a performance report for the network 25 reported as failed . 

may include compiling the performance metric measure - Performing ( 340 ) back - off delay and re - measuring the 
ments for each link . These performance metric measure - performance metric if the initial measurement was insuffi 
ments may all be presented to a user in the form of a dataset . cient may include implementing variable delays using an 
In one embodiment , the performance report comprises infor - exponential back - off algorithm to stagger the occurrences of 
mation for only links that have been deemed inadequate 30 the performance metric tests . Exponential back - off is an 
based on the performance measurements . This report may be algorithm that uses feedback to multiplicatively decrease the 
consumed by a user or a system such that the links that have rate of some process , in order to gradually find an acceptable 
been identified as operating below performance standards rate . Exponential back - off is executed to determine the 
can be addressed . amount of time each pair of nodes will delay before they are 

FIG . 3 is a flow diagram depicting operational steps of a 35 tested again . In one embodiment , the algorithm may be 
link testing method 300 for a network in accordance with an directly related to the number of times a link has been tested . 
embodiment of the present invention . As depicted , the The more times a link has been tested , the longer the delay 
method includes selecting ( 310 ) a partner for each node , will be before another test is initiated . In some embodi 
measuring ( 320 ) the performance metric across the link m ments , a random element may be introduced to the algorithm 
connecting the two nodes , determining ( 330 ) if additional 40 to ensure the delay times are staggered to minimize the 
measurements need to be taken , performing ( 340 ) back - off number of links being tested simultaneously . After the 
delay and re - measuring the performance metric if the initial back - off delay has been performed , the depicted method 
measurement was insufficient , and determining ( 350 ) if returns to the measuring operation 320 , and continues until 
there are more node pairs to be tested . The link testing an acceptable performance metric is met . Once an accept 
method 300 ensures a comprehensive test is conducted for 45 able performance metric is met , the pair of nodes no longer 
all of the connections within a network . initiates tests and the method continues to determining ( 350 ) 

Selecting ( 310 ) a partner for each node may include if there are more node pairs to be tested . 
pairing a node with another node . This pairing is executed to Determining ( 350 ) if there are more node pairs to be 
isolate a particular link to be tested , namely the link con - tested occurs after a node pair has completed testing and the 
necting the paired nodes . The pairing step is repeated each 50 performance metric across the pair has exceeded the mini 
time the testing of a node pair is finished and the two mum acceptable value . Determining if there are more node 
previously paired nodes need to be paired with different pairs to be tested may include identifying if there are any 
nodes to isolate a different link for testing . In some embodi - nodes that the two paired nodes have yet to be paired with 
ments , the nodes may be paired to test the links in a specific for testing . If there are more node pairs to be tested , the 
order to facilitate more efficient testing . For example , in the 55 method loops back to the selecting operation 310 . If there 
case of the computing server 100 in FIGS . 1A - 1C , all the are no more node pairs to be tested , the testing method 300 
L - Local links may be tested first , followed by the L - Remote ends . 
links and then the D - links . FIG . 4 depicts a block diagram of components of com 

Measuring ( 320 ) the performance metric across the link puter 400 in accordance with an illustrative embodiment of 
connecting the paired nodes may include using standard 60 the present invention . It should be appreciated that FIG . 4 
bandwidth or latency measuring methods to test the perfor - provides only an illustration of one implementation and does 
mance of the link . For example , a typical approach to not imply any limitations with regard to the environments in 
performing a bandwidth measurement is to transfer a ' large which different embodiments may be implemented . Many 
file , or the contents of a region of allocated memory , from modifications to the depicted environment may be made . 
one node to another node and measure the time required to 65 As depicted , the computer 400 includes communications 
complete the transfer or copy of the file . The bandwidth is fabric 402 , which provides communications between com 
then calculated by dividing the file size by the duration of the puter processor ( s ) 404 , memory 406 , persistent storage 408 , 
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communications unit 412 , and input / output ( I / O ) interface ( s ) portion of code , which comprises one or more executable 
414 . Communications fabric 402 can be implemented with instructions for implementing the specified logical func 
any architecture designed for passing data and / or control tion ( s ) . It should also be noted that , in some alternative 
information between processors ( such as microprocessors , implementations , the functions noted in the block may occur 
communications and network processors , etc . ) , system 5 out of the order noted in the figures . For example , two blocks 
memory , peripheral devices , and any other hardware com - shown in succession may , in fact , be executed substantially 
ponents within a system . For example , communications concurrently , or the blocks may sometimes be executed in 
fabric 402 can be implemented with one or more buses . the reverse order , depending upon the functionality 
Memory 406 and persistent storage 408 are computer - involved . It will also be noted that each block of the block 

readable storage media . In this embodiment , memory 406 10 diagrams and / or flowchart illustration , and combinations of 
includes random access memory ( RAM ) 416 and cache blocks in the block diagrams and / or flowchart illustration , 
memory 418 . In general , memory 406 can include any can be implemented by special purpose hardware - based 
suitable volatile or non - volatile computer - readable storage systems that perform the specified functions or acts , or 
media . combinations of special purpose hardware and computer 

One or more programs may be stored in persistent storage 15 instructions . 
408 for access and / or execution by one or more of the The present invention may be a system , a method , and / or 
respective computer processors 404 via one or more memo - a computer program product . The computer program prod 
ries of memory 406 . In this embodiment , persistent storage uct may include a computer readable storage medium ( or 
408 includes a magnetic hard disk drive . Alternatively , or in media ) having computer readable program instructions 
addition to a magnetic hard disk drive , persistent storage 408 20 thereon for causing a processor to carry out aspects of the 
can include a solid state hard drive , a semiconductor storage present invention . 
device , read - only memory ( ROM ) , erasable programmable The computer readable storage medium can be a tangible 
read - only memory ( EPROM ) , flash memory , or any other device that can retain and store instructions for use by an 
computer - readable storage media that is capable of storing instruction execution device . The computer readable storage 
program instructions or digital information . 25 medium may be , for example , but is not limited to , an 

The media used by persistent storage 408 may also be electronic storage device , a magnetic storage device , an 
removable . For example , a removable hard drive may be optical storage device , an electromagnetic storage device , a 
used for persistent storage 408 . Other examples include semiconductor storage device , or any suitable combination 
optical and magnetic disks , thumb drives , and smart cards of the foregoing . A non - exhaustive list of more specific 
that are inserted into a drive for transfer onto another 30 examples of the computer readable storage medium includes 
computer - readable storage medium that is also part of per - the following : a portable computer diskette , a hard disk , a 
sistent storage 408 . random access memory ( RAM ) , a read - only memory 

Communications unit 412 , in these examples , provides ( ROM ) , an erasable programmable read - only memory 
for communications with other data processing systems or ( EPROM or Flash memory ) , a static random access memory 
devices . In these examples , communications unit 412 35 ( SRAM ) , a portable compact disc read - only memory ( CD 
includes one or more network interface cards . Communica - ROM ) , a digital versatile disk ( DVD ) , a memory stick , a 
tions unit 412 may provide communications through the use floppy disk , a mechanically encoded device such as punch 
of either or both physical and wireless communications cards or raised structures in a groove having instructions 
links . recorded thereon , and any suitable combination of the fore 

1 / 0 interface ( s ) 414 allows for input and output of data 40 going . A computer readable storage medium , as used herein , 
with other devices that may be connected to computer 400 . is not to be construed as being transitory signals per se , such 
For example , I / O interface 414 may provide a connection to as radio waves or other freely propagating electromagnetic 
external devices 420 such as a keyboard , keypad , a touch waves , electromagnetic waves propagating through a wave 
screen , and / or some other suitable input device . External guide or other transmission media ( e . g . , light pulses passing 
devices 420 can also include portable computer - readable 45 through a fiber - optic cable ) , or electrical signals transmitted 
storage media such as , for example , thumb drives , portable through a wire . 
optical or magnetic disks , and memory cards . Software and Computer readable program instructions described herein 
data used to practice embodiments of the present invention can be downloaded to respective computing / processing 
can be stored on such portable computer - readable storage devices from a computer readable storage medium or to an 
media and can be loaded onto persistent storage 408 via I / O 50 external computer or external storage device via a network , 
interface ( s ) 414 . I / O interface ( s ) 414 also connect to a for example , the Internet , a local area network , a wide area 
display 422 . network and / or a wireless network . The network may com 

Display 422 provides a mechanism to display data to a prise copper transmission cables , optical transmission fibers , 
user and may be , for example , a computer monitor . wireless transmission , routers , firewalls , switches , gateway 

The programs described herein are identified based upon 55 computers and / or edge servers . A network adapter card or 
the application for which they are implemented in a specific network interface in each computing processing device 
embodiment of the invention . However , it should be appre receives computer readable program instructions from the 
ciated that any particular program nomenclature herein is network and forwards the computer readable program 
used merely for convenience , and thus the invention should instructions for storage in a computer readable storage 
not be limited to use solely in any specific application 60 medium within the respective computing / processing device . 
identified and / or implied by such nomenclature . Computer readable program instructions for carrying out 

The flowchart and block diagrams in the Figures illustrate operations of the present invention may be assembler 
the architecture , functionality , and operation of possible instructions , instruction - set - architecture ( ISA ) instructions , 
implementations of systems , methods and computer pro - machine instructions , machine dependent instructions , 
gram products according to various embodiments of the 65 microcode , firmware instructions , state - setting data , or 
present invention . In this regard , each block in the flowchart either source code or object code written in any combination 
or block diagrams may represent a module , segment , or of one or more programming languages , including an object 
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oriented programming language such as Smalltalk , C + + or noted that each block of the block diagrams and / or flowchart 
the like , and conventional procedural programming lan illustration , and combinations of blocks in the block dia 
guages , such as the “ C ” programming language or similar grams and / or flowchart illustration , can be implemented by 
programming languages . The computer readable program special purpose hardware - based systems that perform the 
instructions may execute entirely on the user ' s computer , 5 specified functions or acts or carry out combinations of 
partly on the user ' s computer , as a stand - alone software special purpose hardware and computer instructions . 

The descriptions of the various embodiments of the package , partly on the user ' s computer and partly on a present invention have been presented for purposes of remote computer or entirely on the remote computer or illustration , but are not intended to be exhaustive or limited 
server . In the latter scenario , the remote computer may be to the embodiments disclosed . Many modifications and 
connected to the user ' s computer through any type of 1 variations will be apparent to those of ordinary skill in the 
network , including a local area network ( LAN ) or a wide art without departing from the scope and spirit of the 
area network ( WAN ) , or the connection may be made to an invention . The terminology used herein was chosen to best 
external computer ( for example , through the Internet using explain the principles of the embodiment , the practical 
an Internet Service Provider ) . In some embodiments , elec application or technical improvement over technologies 
tronic circuitry including , for example , programmable logic 15 found in the marketplace , or to enable others of ordinary 
circuitry , field - programmable gate arrays ( FPGA ) , or pro skill in the art to understand the embodiments disclosed 
grammable logic arrays ( PLA ) may execute the computer herein . 
readable program instructions by utilizing state information 
of the computer readable program instructions to personalize What is claimed is : 
the electronic circuitry , in order to perform aspects of the 20 1 . A computer program product that is not a transitory 
present invention . signal per se for analyzing a performance metric , the com 

Aspects of the present invention are described herein with puter program product comprising : 
reference to flowchart illustrations and / or block diagrams of one or more non - transitory computer readable storage 
methods , apparatus ( systems ) , and computer program prod media and program instructions stored on the one or 
ucts according to embodiments of the invention . It will be 25 more non - transitory computer readable storage media , 
understood that each block of the flowchart illustrations the program instructions comprising instructions to : 
and / or block diagrams , and combinations of blocks in the distribute link connection information for a network to 
flowchart illustrations and / or block diagrams , can be imple each node in the network ; pair each node with another 
mented by computer readable program instructions . node in the network ; 

These computer readable program instructions may be 30 test a performance metric for each pair of nodes in the 
provided to a processor of a general purpose computer , network according to an exponential back - off algo 
special purpose computer , or other programmable data pro rithm , wherein the exponential back off algorithm 
cessing apparatus to produce a machine , such that the delays the occurrence of performance metric tests 
instructions , which execute via the processor of the com between pairs of nodes ; 
puter or other programmable data processing apparatus , 35 determine whether an acceptable performance metric 
create means for implementing the functions / acts specified measurement has occurred for a pair of nodes ; 
in the flowchart and / or block diagram block or blocks . These responsive to determining an acceptable performance 
computer readable program instructions may also be stored metric measurement has occurred , halt performance 
in a computer readable storage medium that can direct a metric tests between the pair of nodes ; 
computer , a programmable data processing apparatus , and / generate a performance report for the network ; and 
or other devices to function in a particular manner , such that 40 adjust one or more connections between one or more pairs 
the computer readable storage medium having instructions of nodes according to the generated performance 
stored therein comprises an article of manufacture including report . 
instructions which implement aspects of the function / act 2 . The computer program product of claim 1 , wherein the 
specified in the flowchart and / or block diagram block or program instructions comprise instructions to receive the 
blocks . 45 link connection information for the network . 

The computer readable program instructions may also be 3 . The computer program product of claim 2 , wherein the 
loaded onto a computer , other programmable data process - program instructions comprise instructions to construct a 
ing apparatus , or other device to cause a series of operational connectivity graph based on the link connection informa 
steps to be performed on the computer , other programmable tion . 
apparatus or other device to produce a computer imple - 50 4 . The computer program product of claim 1 , wherein the 
mented process , such that the instructions which execute on performance report comprises information regarding the 
the computer , other programmable apparatus , or other tested performance metric for each pair of nodes in the 
device implement the functions / acts specified in the flow network . 
chart and / or block diagram block or blocks . 5 . The computer program product of claim 1 , wherein the 

The flowchart and block diagrams in the figures illustrate sa performance metric comprises bandwidth or latency . 
the architecture , functionality , and operation of possible 6 . A computer system , the computer system comprising : 
implementations of systems , methods , and computer pro one or more computer processors ; 
gram products according to various embodiments of the one or more non - transitory computer readable storage 
present invention . In this regard , each block in the flowchart media ; 
or block diagrams may represent a module , segment , or program instructions stored on the non - transitory com 
portion of instructions , which comprises one or more OU puter readable storage media for execution by at least 
executable instructions for implementing the specified logi one of the computer processors , wherein the computer 
cal function ( s ) . In some alternative implementations , the system is configured to perform the program instruc 
functions noted in the block may occur out of the order noted tions , the program instructions comprising instructions 
in the figures . For example , two blocks shown in succession to : 
may , in fact , be executed substantially concurrently , or the 65 distribute link connection information for a network to 
blocks may sometimes be executed in the reverse order , each node in the network ; pair each node with another 
depending upon the functionality involved . It will also be node in the network ; 
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test a performance metric for each pair of nodes in the 
network according to an exponential back - off algo 
rithm , wherein the exponential back off algorithm 
delays the occurrence of performance metric tests 
between pairs of nodes ; 

determine whether an acceptable performance metric 
measurement has occurred for a pair of nodes ; 

responsive to determining an acceptable performance 
metric measurement has occurred , halt performance 
metric tests between the pair of nodes ; 

generate a performance report for the network ; and 
adjust one or more connections between one or more pairs 

of nodes according to the generated performance 
report . 

7 . The computer system product of claim 6 , wherein the 
program instructions comprise instructions to receive the 15 
link connection information for the network . 

8 . The computer system product of claim 7 , wherein the 
program instructions comprise instructions to construct a 
connectivity graph based on the link connection informa 
tion . 

9 . The computer system product of claim 6 , wherein the 
performance report comprises information regarding the 
tested performance metric for each pair of nodes in the 
network . 

10 . The computer system product of claim 6 , wherein the 25 
performance metric comprises bandwidth or latency . 
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