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PERSPECTIVE-AWARE PROJECTED USER 
INTERFACES 

BACKGROUND 

Presently, information regarding one or more complex, 
multi-step tasks may be provided to users electronically, 
e.g., on one or more monitors, screens or other displays. For 
example, where a worker in an industrial or commercial 
environment is performing a task having a number of 
mandatory steps or actions, the various steps or actions 
required in order to accomplish the task may be shown to the 
worker on a computer display associated with a computer 
having a keyboard, mouse or other interactive device. The 
computer display may be mounted to one or more structural 
components or features of a workstation, and may display 
information regarding Such steps or actions to a worker, who 
may read and comprehend the information, and execute the 
steps shown on the computer display in an order in which 
Such steps are presented. 
The use of computer displays to provide instructions to 

workers provides a number of advantages over prior art 
systems such as printed textbooks or other articles upon 
which text may be stamped or written. For example, the 
computer displays may provide customized or updated 
instructions to Such workers more easily and efficiently than 
Such other systems, and may be provided in conjunction 
with one or more tracking systems for monitoring a workers 
performance of the one or more steps associated with the 
various tasks. Likewise, a single computer display may be 
programmed to display unique instructions for the perfor 
mance of multiple tasks on a common user interface. 

However, in order to read, recognize and respond to the 
instructions provided on a computer display mounted above 
or alongside a working Surface of a workstation, e.g., in a 
location that does not interfere with the work being per 
formed on the working surface or elsewhere at the work 
station, a worker must first look at the computer display, and 
then look at his or her working Surface, making any number 
of head movements, pivots or rotations that may be neces 
sary in order to focus on the instructions shown on the 
computer display and the performance of the task on the 
working surface. Frequently, particularly for difficult or 
intricate tasks involving a number of tools, materials or other 
objects, tasks including a number of mandatory steps or 
actions, or tasks lasting an extended period of time, the 
worker is required to alternate between looking at the 
computer display and at the working Surface several times in 
order to execute each step of the task. 

Maintaining a physical separation between the computer 
display and the working Surface results in a number of 
challenges. First, where a worker is unfamiliar with the 
layout or arrangement of a workstation or a working Surface, 
or the tools, materials or other objects that are available 
there, the separation between the display and the working 
Surface cannot aid the worker in finding Such tools, materials 
or objects that are required in order to complete a task. Next, 
where a worker is tasked with completing tasks at a high rate 
of speed, the need to look first at a computer display and then 
at a working Surface, and then at the computer display and 
at the working Surface again several times, may cause the 
worker to fail to acknowledge critical information or rec 
ognize and perform one or more key steps or actions. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIGS. 1A and 1B are views of aspects of one system for 
displaying perspective-aware projected user interfaces in 
accordance with embodiments of the present disclosure. 
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2 
FIG. 2 is a block diagram of components of one system 

for displaying perspective-aware projected user interfaces in 
accordance with embodiments of the present disclosure. 

FIG. 3 is a flow chart of one process for displaying 
perspective-aware projected user interfaces in accordance 
with embodiments of the present disclosure. 

FIGS. 4A, 4B and 4C are views of aspects of one system 
for displaying perspective-aware projected user interfaces in 
accordance with embodiments of the present disclosure. 

FIG. 5 is a flow chart of one process for displaying 
perspective-aware projected user interfaces in accordance 
with embodiments of the present disclosure. 

FIGS. 6A through 6E are views of aspects of one system 
for displaying perspective-aware projected user interfaces in 
accordance with embodiments of the present disclosure. 

FIG. 7 is a flow chart of one process for displaying 
perspective-aware projected user interfaces in accordance 
with embodiments of the present disclosure. 

FIGS. 8A, 8B and 8C are views of aspects of one system 
for displaying perspective-aware projected user interfaces in 
accordance with embodiments of the present disclosure. 

DETAILED DESCRIPTION 

As is set forth in greater detail below, the present disclo 
Sure is directed to providing perspective-aware projected 
user interfaces. More specifically, the systems and methods 
disclosed herein operate by tracking one or more aspects of 
a user's head (e.g., his or her face or eyes), determining a 
perspective of the user, e.g., the appearance to an eye of the 
user of objects in respect to their relative distance and 
positions, based on an orientation of one or more of such 
aspects, and projecting information onto a planar Surface in 
a manner that renders the information visible to the user 
from his perspective. In particular, at least Some of the 
information may include arrows, markers, characters or 
other illustrative features that are projected upon a Surface in 
a manner that realistically simulates a three-dimensional 
appearance or view of one or more of the features, and 
further enriches the efficacy and prominence of the pre 
sented information or features from a vantage point of a user 
for whom such information or features are intended to be 
read and interpreted. 

Referring to FIGS. 1A and 1B, a system 100 including a 
work center 130 and a worker 150 is shown. As is shown in 
FIG. 1A, the work center 130 includes a workstation 135 
that is configured to store a plurality of tools 160-1, 160-2, 
160-3, 160-4 and a plurality of materials 162-1, 162-2, 
162-3, 162-4 or other objects therein. The workstation 135 
further includes an imaging device 140, a projector 142, a 
working Surface 144 and a light source 146. The imaging 
device 140 includes all or portions of the worker 150 and/or 
the workstation 135 within a field of view. The projector 142 
is adjusted to project configurable light upon one or more 
portions of the workstation 135. The working surface 144 is 
provided for the worker 150 to performany relevant opera 
tions, including operations requiring the use of one or more 
of the tools 160-1, 160-2, 160-3, 160-4 and/or one or more 
of the materials 162-1, 162-2, 162-3, 162-4 or other objects 
(not shown). The light source 146 may be a light bulb, a 
window or any other source of natural or artificial light. 
Alternatively, the light source 146 may be a virtual light 
Source that is intended to emulate any natural or artificial 
light sources for the purpose of achieving one or more 
desired effects. 
The present disclosure is directed to displaying perspec 

tive-aware projected user interfaces on one or more desired 



US 9,723,248 B1 
3 

Surfaces, such as the working Surface 144 at the workstation 
135 shown in FIG. 1A, in a manner or a relative perspective 
that is optimized for a position of one or more nearby 
workers, such as the worker 150 of FIG. 1A. Referring to 
FIG. 1B, the system 100 of FIG. 1A is shown, with a 
projection 148 of information presented on a portion of the 
working surface 144 by the projector 142. The projection 
148 includes a projected indicator 148-I (viz., an arrow 
referencing a location of the tool 160-2), a projected depth 
element 148-S associated with the projected indicator 148-I 
and a projected set of text 148-T (viz., “Tool in Bin 3’). 
As is shown in FIG. 1B, the projection 148 is displayed 

in a manner that is consistent with a perspective P of the 
worker 150, and which causes the projection 148 to appear 
readily visible by the worker 150 on the portion of the 
working surface 144 on which the projection 148 is pro 
vided. The location of the projection 148 on the working 
surface 144 may be selected based on the availability of 
space thereon or a relation to the information to be included 
in the projection 148, or on any other relevant factor. 

Furthermore, as is shown in FIG. 1B, the projection 148 
may be customized to include the projected depth element 
148-S, a two-dimensional illumination or false shadow that 
synthesizes a three-dimensional view of at least some of the 
information included in the projection 148, e.g., the pro 
jected indicator 148-I provided thereon, from a vantage 
point of the user. For example, as is also shown in FIG. 1B, 
the projection 148 makes reference to the tool 160-2 pro 
vided in a portion of the workstation 135 by the projected 
indicator 148-I, and includes a depth element that has a 
substantially darker color than the projected indicator 148-I 
and is aligned in a manner with respect to the light source 
146 that is specific to the portion of the workstation 135 in 
which the tool 160-2 is provided. By displaying the pro 
jected depth element 148-S in a position and configuration 
with respect to the projected indicator 148-I and the light 
source 146, the projected indicator 148-I appears in a 
simulated three-dimensional view on the working Surface 
144 from the perspective P of the worker 150. 
As is shown in FIG. 1B, the three-dimensionality of the 

projected indicator 148-I, provided by the projected depth 
element 148-S, aids the worker 150 in locating the tool 
160-2 even if the worker 150 is not familiar with either the 
workstation 135 or the tool 160-2. Moreover, where the 
position of a head or eyes of the worker 150 changes, the 
location and/or orientation of the projection 148 may also 
change in order to remain clearly visible from a perspective 
of the worker 150 with his or her head or eyes in the new 
position. For example, when the worker 150 has moved 
from a first position to a second position within the work 
station 135, the projected indicator 148-I may be caused to 
appear in the same location on the working Surface 144, but 
the projected depth element 148-S may be repositioned 
and/or reconfigured such that the projected indicator 148-I 
appears in a three-dimensional manner from the perspective 
of the worker 150 in the second position, with respect to the 
light source 146. 

Accordingly, the systems and methods disclosed herein 
may be used to project information onto selected locations 
of one or more working Surfaces based on the perspective of 
a user or viewer who is intended to view and/or act upon the 
projected information and the positions of one or more 
Sources of light, which may be physical (e.g., natural light 
from a single point Such as the Sun or a window through 
which Sunlight may pass, or artificial light from a one or 
more points such as bulbs or other synthetic light emitters) 
or virtual (e.g., intended to emulate one or more physical 
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4 
light sources within an environment). The perspective of the 
user may be identified, and the locations onto which Such 
information is to be projected may be selected, using infor 
mation or data identified by an imaging device Such as a 
range camera or depth sensor, or by any other known means 
in accordance with the present disclosure. 

Computers are regularly used to present pertinent infor 
mation to users who are performing one or more tasks. For 
example, computers may commonly be used to display 
recipes and/or lists of ingredients to chefs, diagnostic infor 
mation or procedures to technicians at auto maintenance or 
repair facilities, installation methods or steps thereof to 
workers on assembly lines, or plans or schematics to work 
ers and Supervisors at construction sites using any type or 
form of display device. Such computers may be configured 
to display Such information on one or more monitors or other 
computer displays in a hands-free manner that, unlike a 
book, a manual or another readable document, may be lofted 
above or mounted alongside an area in which a user is 
performing one or more tasks. Such monitors or computer 
displays may include, but are not limited to, cathode ray tube 
(“CRT) displays, light-emitting diode (“LED) or organic 
light-emitting diode (“OLED") displays, liquid crystal dis 
plays (“LCD), or plasma displays that are mounted to a 
wall, ceiling or other structure in a vicinity of a workstation. 
Additionally, information from Such computers may be 
provided in concert with one or more other computer 
devices or Software applications for tracking the perfor 
mance of Such tasks, determining the status of the worksta 
tion or the identity of the worker, or for any other relevant 
purpose. 
One such display device that may be used to present 

information regarding tasks, or any other relevant informa 
tion or data, is a projector. Unlike a monitor or like display 
unit, which causes information or data to be displayed on a 
screen having a fixed location and fixed dimensions, a 
projector may present such information or data in the form 
of light that may be projected upon any surface in any 
number of locations, and with dimensions that may be 
adjusted based on the purpose for which Such information or 
data is provided, or based on the surface onto which such 
information or data is to be projected. 

Imaging devices such as digital cameras, range cameras or 
depth sensors operate by capturing light that is reflected 
from objects, and by Subsequently calculating or assigning 
one or more quantitative values to aspects of the reflected 
light, e.g., pixels, generating an output based on Such values, 
and storing Such values in one or more data stores. For 
example, digital cameras may include one or more sensors 
having one or more filters associated therewith, and Such 
sensors may detect information regarding aspects of any 
number of pixels of the reflected light corresponding to one 
or more base colors (e.g., red, green or blue) of the reflected 
light. Additionally, depth data or ranging data, e.g., a dis 
tance or depth to an object, may be captured from a depth 
sensor, a range camera or another like imaging device. Such 
devices may include infrared projectors for projecting infra 
red light onto one or more Surfaces of an object and infrared 
sensors including arrays of pixel detectors for capturing 
digital imaging data regarding the wavelengths of the 
reflected light within different spectral bands, such as rela 
tively lower frequency bands associated with infrared light, 
which may be projected upon an object in order to determine 
information regarding a distance to the object from which 
Such light is reflected, or an orientation or configuration of 
the object. For example, the reflected light within the 
infrared bands may be processed in order to recognize a 
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distance to the object, as well as one or more dimensions 
(e.g., heights, widths or lengths) of the object. 

Sensors of imaging devices, such as digital cameras or 
depth sensors, may generate data files including Such infor 
mation, and store Such data files in one or more onboard or 
accessible data stores (e.g., a hard drive or other like 
component), as well as one or more removable data stores 
(e.g., flash memory devices), or displayed on one or more 
broadcast or closed-circuit television networks, or over a 
computer network as the Internet. Data files that are stored 
in one or more data stores may be printed onto paper, 
presented on one or more computer displays, or Subjected to 
one or more analyses, such as to identify items expressed 
therein. 

Reflected light may be captured or detected by an imaging 
device if the reflected light is within the device's field of 
view, which is defined as a function of a distance between 
a sensor and a lens within the device, viz., a focal length, as 
well as a location of the device and an angular orientation of 
the device's lens. Accordingly, where an object appears 
within a depth of field, or a distance within the field of view 
where the clarity and focus is sufficiently sharp, an imaging 
device may capture light that is reflected off objects of any 
kind to a sufficiently high degree of resolution using one or 
more sensors thereof, and store information regarding the 
reflected light in one or more data files. 
Many imaging devices also include manual or automatic 

features for modifying their respective fields of view or 
orientations. For example, a digital camera may be config 
ured in a fixed position, or with a fixed focal length (e.g., 
fixed-focus lenses) or angular orientation. Alternatively, an 
imaging device may include one or more motorized features 
for adjusting a position of the imaging device, or for 
adjusting either the focal length (e.g., Zooming the imaging 
device) or the angular orientation (e.g., the roll angle, the 
pitch angle or the yaw angle), by causing a change in the 
distance between the sensor and the lens (e.g., optical Zoom 
lenses or digital Zoom lenses), a change in the location of the 
imaging device, or a change in one or more of the angles 
defining the angular orientation. 

For example, an imaging device may be hard-mounted to 
a Support or mounting that maintains the device in a fixed 
configuration orangle with respect to one, two or three axes. 
Alternatively, however, an imaging device may be provided 
with one or more motors and/or controllers for manually or 
automatically operating one or more of the components, or 
for reorienting the axis or direction of the device, i.e., by 
panning or tilting the device. Panning an imaging device 
may cause a rotation within a horizontal axis or about a 
vertical axis (e.g., a yaw), while tilting an imaging device 
may cause a rotation within a vertical plane or about a 
horizontal axis (e.g., a pitch). Additionally, an imaging 
device may be rolled, or rotated about its axis of rotation, 
and within a plane that is perpendicular to the axis of 
rotation and substantially parallel to a field of view of the 
device. 

Furthermore, Some modern imaging devices may digitally 
or electronically adjust an image identified in a field of view, 
Subject to one or more physical and operational constraints. 
For example, a digital camera may virtually stretch or 
condense the pixels of an image in order to focus or broaden 
the field of view of the digital camera, and also translate one 
or more portions of images within the field of view. Imaging 
devices having optically adjustable focal lengths or axes of 
orientation are commonly referred to as pan-tilt-Zoom (or 
“PTZ') imaging devices, while imaging devices having 
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6 
digitally or electronically adjustable Zooming or translating 
features are commonly referred to as electronic PTZ (or 
“ePTZ') imaging devices. 

Information and/or data regarding features or objects 
expressed in imaging data, including colors, textures or 
outlines of the features or objects, may be extracted from the 
data in any number of ways. For example, colors of pixels, 
or of groups of pixels, in a digital image may be determined 
and quantified according to one or more standards, e.g., the 
RGB ("red-green-blue') color model, in which the portions 
of red, green or blue in a pixel are expressed in three 
corresponding numbers ranging from 0 to 255 in value, or a 
hexadecimal model, in which a color of a pixel is expressed 
in a six-character code, wherein each of the characters may 
have a range of sixteen. Moreover, textures or features of 
objects expressed in a digital image may be identified using 
one or more computer-based methods, such as by identifying 
changes in intensities within regions or sectors of the image, 
or by defining areas of an image corresponding to specific 
Surfaces. 

Gestures, motions or other actions involving the move 
ment of one or more body parts. Such as the head, face, torso, 
arms or legs, may be tracked by a number of computer-based 
systems or methods. Some such systems or methods utilize 
imaging devices such as range cameras or depth sensors to 
determine the distance to or location of a human body and 
one or more extensions or body parts by calculating a 
duration of time during which light is projected from a 
sensor to an object and reflected thereby. Using the substan 
tially constant speed of light, distances to the body and/or 
Such extensions or parts may be calculated, and using Such 
distances, a three-dimensional depth map of what is 
observed by the imaging device may be generated. Simi 
larly, three-dimensional representations of an environment 
may be generated using two or more digital cameras in fixed 
orientations and relations to one another. Such representa 
tions may be generated using the respective outputs of each 
of the cameras in concert with one another. 

Additionally, computer-based systems and methods may 
also track the positions and movements of a user's eyes. 
Such systems and methods may determine locations and 
orientations of the user's eyes and/or configurations of one 
or more objects within a scene of an environment based on 
imaging data captured from the scene or the environment, or 
from the eyes themselves, and may estimate the field of view 
at a given time using such data. For example, the movement 
of a pupil may be tracked using one or more reference spots 
or points of light projected upon specific portions of the eye, 
and the position and orientation of the pupil of the eye may 
be predicted based on light reflected from one or more of 
Such spots or points. Alternatively, the position or movement 
of eyes may be estimated by determining a position or 
sensing movement of the head in which the eyes are pro 
vided. Because all eyes are provided on an upper anterior 
portion the face and head, a user's gaze may be predicted by 
determining an orientation or configuration of the user's face 
and head, and assuming a Substantially perpendicular per 
spective projecting from the user's face. 

Typically, humans may most clearly read and understand 
information or data that is presented in a plane that is 
substantially perpendicular to the perspective of one or both 
of their eyes. While such information or data may be read 
and understood by a user when Such information or data is 
provided on Surfaces that are not flat, or in planes that are not 
Substantially perpendicular to the user's perspective, the 
information or data is typically less clear and less readily 
understood when presented in Such planes or on oblique 
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Surfaces. However, projectors may be used to present infor 
mation or data on a surface, e.g., the working Surface 144 of 
the workstation 135 of FIGS. 1A and 1B, in a manner that 
may be readily read and understood by identifying a virtual 
plane between a user's eyes and the surface onto which the 
information or data is to be presented. The virtual plane may 
have shapes and dimensions that are selected based on the 
location of the user's eyes, the amount or type of informa 
tion or data to be displayed, the distance to the Surface onto 
which the information or data is to be presented, the purpose 
for which the information or data is to be used, or any other 
relevant factor. 
Once the virtual plane has been identified, a projector may 

be configured to project the information or data upon the 
Surface in a manner that causes the information or data to 
appear visible to the user within the virtual plane, at least 
substantially perpendicular to his or her perspective. More 
specifically, the projector may be programmed to present the 
information or data upon the Surface in a warped or skewed 
manner, e.g., in one or more trapezoids or other sections, that 
corresponds to a presentation of the information or data in a 
desired manner, e.g., within a rectangle having a desired 
shape and size, in the virtual plane. 
The systems and methods of the present disclosure are 

directed to providing projected user interfaces based on a 
perspective of the user for which such interfaces are 
intended to be read or interpreted. The interfaces may 
display one or more indicators (e.g., arrows, pointers, frames 
or the like), sets of alphanumeric characters (e.g., words, 
sentences, phrases, numbers or the like) or other projected 
elements of any type or form. Such systems and methods of 
the present disclosure may use one or more head-tracking or 
eye-tracking techniques to determine a location of a user's 
head or eyes and to determine his or her perspective thereby. 
Once the user's perspective has been identified and deter 
mined, the indicators, characters or other elements may be 
displayed on a two-dimensional Surface in a manner that is 
apparently correct from a three-dimensional perspective of 
the user, with respect to one or more nearby Sources of light, 
which may be physical or virtual in nature. 
More specifically, the systems and methods disclosed 

herein display any information in a manner that provides a 
user with a sense of depth and three-dimensionality, e.g., by 
presenting the information with senses of not only length 
and width but also depth, and enriches the effectiveness of 
the information being provided. Some Such information may 
include arrows, markers, text, characters, numbers or other 
indicators which may be projected onto a flat surface with 
shading, markings or other graphical enhancements which 
make Such indicators appear to float or otherwise remain 
visible in a temporary, untethered manner or state with 
reference to one or more aspects of the flat surface or a 
station or location in which the surface is provided. For 
example, where an indicator is a digital arrow or like feature, 
a projector may cause the digital arrow to appear as if it is 
literally sticking out of or into a Surface, and with one or 
more virtual shadows or other depth elements or features 
provided with respect to a location of one or more light 
sources, in order to identify or reference objects that are 
located above or below the surface. 
The locations or orientations of the indicators or other 

information that is to be provided upon the flat surfaces of 
the present disclosure may be selected on any basis. For 
example, according to some embodiments of the present 
disclosure, such indicators or information may be presented 
with regard to a coordinate system defined by a vantage 
point of the user, e.g., an actual or estimated position of a 
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8 
user's eyes. The sizing and placement of Such indicators or 
information may be determined in order to cause Such 
indicators or information to appear within a virtual plane 
perpendicular to a perspective of the user and having a 
discrete distance from the user's eyes. As a result, despite the 
fact that the indicators or information are actually presented 
in a distorted fashion upon an oblique Surface, the indicators 
or information appear correct and in a virtual plane within 
the perspective of the user. According to other embodiments 
of the present disclosure, the various elements of the indi 
cators or information may be expressed differently based on 
a level of interactivity associated with one or more tools, 
materials or other objects with which the indicators or 
information is associated. For example, where information 
regarding steps of a process that are to be performed by a 
user is presented on a working Surface, information regard 
ing a step that is currently being performed or due may be 
shown in an enhanced manner or with two-dimensional 
features which provide a synthetic three-dimensional look 
and feel to the information regarding the step, such as a false 
shadow or other like element, which may be projected upon 
the working Surface with respect to a location of one or more 
light Sources, while information regarding other steps (e.g., 
steps that were previously performed or are not yet due) may 
be shown in an unenhanced manner or without Such features. 

Those of ordinary skill in the pertinent arts will recognize 
that indicators or other information may be displayed with 
three-dimensionality in an animated fashion, or with one or 
more cartoon-like features. For example, in order to distin 
guish an indicator, such as an arrow, that is projected upon 
a working Surface from one or more aspects or Surroundings 
of the working surface, the indicator may be displayed in the 
form of imperfect sketches or drawings, rather than with 
straight lines or specially formed curves, or with characters 
in a casual font Such as Comic Sans, which may cause the 
indicator to appear as a caricature or in a satirical manner. 
Likewise, an indicator may be displayed in a manner that 
evokes humor or sarcasm. Specially selected text or other 
characters (e.g., “Hey! Look over here!” or “It’s under the 
desk, silly.) may be provided alongside indicators that are 
displayed in Such a manner. 

Those of ordinary skill in the pertinent arts will also 
recognize that displaying an indicator or other feature with 
three-dimensionality using one or more projectors may be 
accomplished in any number of ways. For example, as is 
discussed above, one or more false shadows or other depth 
elements may be displayed in conjunction with, or in asso 
ciation with, one or more indicators or other information 
(e.g., arrows, symbols, alphanumeric characters) upon a 
Surface in a manner that causes such indicators or informa 
tion to appear in a three-dimensional manner from a per 
spective of a user. Such false shadows or other depth 
elements may comprise projections or illuminations in col 
ors that are substantially darker than the indicators or other 
information with which they are associated, in order to cause 
the indicators or information to appear as if illuminated by 
an actual light source within a workstation or other envi 
ronment, or a virtual light source intended to achieve a 
desired effect within the environment. 

Alternatively, displaying indicators or other information 
with three-dimensionality may be accomplished by includ 
ing one or more synthetic specularities or points of specular 
reflection upon Such indicators or information. Specular 
reflection is a photographic phenomenon that occurs when 
light is reflected from a particularly Smooth surface, and 
results in a concentration of reflected light at one or more 
points of a subject. Therefore, an arrow or other indicator 
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may include a small and Substantially white portion that 
simulates a mirror-like reflection of light from an actual light 
Source within a workstation or other environment at a 
position corresponding to a simulated point of reflection. 
Further, when a position of a user's head or eyes changes, 
indicators or other information may be displayed with 
three-dimensionality by simulating parallax, or a displace 
ment or difference in appearances of the indicators or 
information as represented by a finite angle between Such 
appearances. The indicators or information may thus appear 
to move as a user changes a position of his or her head or 
eyes, where an angle or alignment of the indicators or the 
information may twist, pivot or translate with respect to Such 
changes in position, or appear to be accompanied by one or 
more effects of parallax. 

In some embodiments, the information displayed on one 
Surface (e.g., a desk or table top within a working area or at 
a workstation) may include a representation of any tools, 
materials or other objects on another side of the surface. For 
example, in addition to a projection of an indicator which 
references a location of a desired tool, material or other 
object beneath a Surface, along with any two-dimensional 
depth elements or other visible features that synthesize a 
three-dimensional view of the tool, the projection may 
further include an actual or simulated image simulating the 
locations of tools, materials or other objects beneath the 
Surface, including but not limited to the desired tool, mate 
rial or other object, thereby providing a real or conceptual 
account of the arrangement of Such tools, materials or 
objects that is invisible or at least partially obscured to the 
user and beneath the Surface, in addition to an indicator 
referencing the location of the desired tool, material or other 
object. 

Accordingly, Some embodiments of the present disclosure 
may determine a position of a head and/or eyes of a user at 
a workstation, thereby defining a vantage point of the user, 
and generate a perspective of the user from the vantage 
point. The position of the head or eyes may be actual or 
estimated, and may be determined by any head-tracking or 
eye-tracking means in accordance with the present disclo 
Sure. For example, a position of a user's head may be 
determined by generating a depth profile or range informa 
tion from imaging data captured from an imaging device 
Such as a depth sensor or range camera. A position of the 
user's eyes may be approximated, and the Vantage point of 
the user may be defined, based on the position of the user's 
head. Alternatively, positions of one or more of the user's 
eyes may be determined directly, e.g., by one or more 
eye-tracking methods. 

Next, the physical locations of the various elements or 
other features at the workstation, including a working Sur 
face and one or more tools, materials or other objects, may 
be determined. For example, a depth profile or a set of range 
information from which a location of a user's head or eyes 
is determined, or another depth profile or another set of 
range information, may be evaluated to determine the loca 
tions of elements or features of the workstation. The loca 
tions of the tools, materials or other objects may be identi 
fied by resort to a look-up table or other record maintained 
in a database or other data store, as well. 
Where information regarding a task to be performed at the 

workstation is to be presented to the user, e.g., upon the 
working Surface, a location on the working Surface may be 
selected for the presentation of the information based on the 
availability of space on the working Surface. Such informa 
tion is preferably presented on a flat surface, rather than a 
curved or faceted surface. Once the location on the working 
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10 
surface has been selected, the manner in which the infor 
mation is to be rendered may be selected based on a 
perspective of the user and his or her vantage point. For 
example, as is shown in FIG. 1B, where the information to 
be presented includes an indicator (e.g., an arrow) or alpha 
numeric characters (e.g., text or numbers), an orientation of 
the indicator or the characters may be selected, and an 
appropriate false shadow or other like element may be 
projected upon a working Surface in a location which causes 
the indicator or the characters to appear in a three-dimen 
sional manner to the user, and in an orientation or configu 
ration selected based on a position of one or more physical 
or virtual light sources. The position of the head and/or eyes 
of the user may be continuously and/or regularly tracked 
Such that the location and/or presentation of the indicator or 
the characters may be updated based on changes in the user's 
perspective. 

Referring to FIG. 2, a block diagram of components of 
one system 200 for displaying perspective-aware projected 
user interfaces in accordance with embodiments of the 
present disclosure is shown. The system 200 includes a 
marketplace 210, a vendor 220, a fulfillment center 230 and 
a customer 270 that are connected to one another across a 
network 280, such as the Internet. 
The marketplace 210 may be any entity or individual that 

wishes to make items from a variety of sources available for 
download, purchase, rent, lease or borrowing by customers 
using a networked computer infrastructure, including one or 
more physical computer servers 212 and data stores (e.g., 
databases) 214 for hosting a network site 216. The market 
place 210 may be physically or virtually associated with one 
or more storage or distribution facilities, such as the fulfill 
ment center 230. The network site 216 may be implemented 
using the one or more servers 212, which connect or 
otherwise communicate with the one or more data stores 214 
as well as the network 280, as indicated by line 218, through 
the sending and receiving of digital data. Moreover, the data 
stores 214 may contain any type of information regarding 
items that have been made available for sale through the 
marketplace 210, or ordered by customers from the market 
place 210. 
The vendor 220 may be any entity or individual that 

wishes to make one or more items available to customers, 
such as the customer 270, by way of the marketplace 210. 
The vendor 220 may operate one or more order processing 
and/or communication systems using a computing device 
Such as a laptop computer 222 and/or Software applications 
such as a web browser 224, which may be implemented 
through one or more computing machines that may be 
connected to the network 280, as is indicated by line 228, in 
order to transmit or receive information regarding one or 
more items to be made available at the marketplace 210, in 
the form of digital or analog data, or for any other purpose. 
The vendor 220 may deliver one or more items to one or 

more designated facilities maintained by or on behalf of the 
marketplace 210, such as the fulfillment center 230. Addi 
tionally, the vendor 220 may receive one or more items from 
other vendors, manufacturers or sellers (not shown), and 
may deliver one or more of Such items to locations desig 
nated by the marketplace 210, such as the fulfillment center 
230, for fulfillment and distribution to customers. Further 
more, the vendor 220 may perform multiple functions. For 
example, the vendor 220 may also be a manufacturer and/or 
a seller of one or more other items, and may offer items for 
purchase by customers at venues (not shown) other than the 
marketplace 210. Additionally, items that are made available 
at the marketplace 210 or ordered therefrom by customers 
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may be made by or obtained from one or more third party 
sources, other than the vendor 220, or from any other source 
(not shown). Moreover, the marketplace 210 itself may be a 
vendor, a seller or a manufacturer. 
The fulfillment center 230 may be any facility that is 

adapted to receive, Store, process and/or distribute items. As 
is shown in FIG. 2, the fulfillment center 230 includes a 
networked computer infrastructure for performing various 
computer-related functions associated with the receipt, Stor 
age, processing and distribution of Such items, including one 
or more physical computer servers 232, databases (or other 
data stores) 234 and processors 236. The fulfillment center 
230 may also include stations for receiving, storing and 
distributing items to customers, such as one or more receiv 
ing stations, storage areas and distribution stations. The 
fulfillment center 230 further includes a working area 235 
(or workstation) having one or more imaging devices 240, 
one or more projectors 242, one or more working Surfaces 
244, one or more light sources 246 and one or more workers 
250. 
The imaging device 240 may comprise any form of 

optical recording device that may be used to photograph or 
otherwise record imaging data regarding the various struc 
tures, facilities or other elements within the fulfillment 
center 230, as well as the items within the fulfillment center 
230, or for any other purpose. The imaging device 240 may 
capture one or more still or moving images, or like imaging 
data (e.g., depth or heat information or data) as well as any 
relevant audio signals or other information, within one or 
more designated locations within the fulfillment center 230, 
and may be connected to the server 232 or with one another 
by way of an internal network (not shown). Additionally, the 
imaging device 240 and other devices within the fulfillment 
center 230 may be adapted or otherwise configured to 
communicate with one another, or with the marketplace 210 
or the marketplace server 212, the vendor 220 or the vendor 
laptop 222 or the customer 270 or customersmartphone 272, 
or to access one or more other computer devices by way of 
the external network 280. Although the working area 235 of 
FIG. 2 includes a single imaging device 240, any number or 
type of imaging devices may be provided in accordance with 
the present disclosure, including but not limited to digital 
cameras or other optical sensors. 
The projector 242 may be configured to generate and 

project an image onto one or more surfaces, such as a surface 
of or near a workstation associated with the preparation of 
one or more items for delivery, e.g., the working Surface 244 
at the working area 235 of the fulfillment center 230. The 
projector 242 may be configured to generate and/or project 
full color or black and white single images or, alternatively, 
full motion video images based on information received 
from one or more computer devices, such as the server 212, 
the laptop 222, the server 232 or the smartphone 272, or any 
other computer devices that may be utilized or provided 
within the fulfillment center 230 or the working area 235 
(not shown) or otherwise accessible over the network 280. 
The projector 242 may comprise a liquid crystal display 
(“LCD) projector, a liquid crystal on silicon (“LCOS) 
projector, a digital light processing (“DLP) projector, a 
cathode ray tube (“CRT) projector, a laser projector, a laser 
scanning projector, a digital micromirror device, or other 
like devices for projecting one or more images. The projec 
tor 242 may be provided alongside or within a vicinity of the 
imaging device 240, and with a similar orientation, or may, 
alternatively, be provided as a discrete component with no 
relation to the imaging device 240 or with a unique orien 
tation. 
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The working Surface 244 may be a table, a desk, a 

platform, an easel or any other Surface upon which one or 
more tasks associated with the execution of a task may be 
performed. The working Surface 244 may be consistently 
planar, or may be formed with one or more breaks or one or 
more curved portions or sections. As is shown in FIG. 2, the 
working surface 244 may have one or more tools 260 or 
other implements, one or more materials 262 or other 
Supplies or one or more 264 objects of any type, kind or form 
provided thereon, or one or more other articles or other 
matter (not shown). 
The light source 246 may include one or more individual 

physical or virtual sources of natural or artificial light. For 
example, the light source 246 may be one or more lightbulbs 
or other light-emitting devices, e.g., incandescent light 
bulbs, fluorescent light bulbs (linear or compact), halogen 
lightbulbs or LEDs. Alternatively, the light source 246 may 
include natural light provided by the Sun or one or more 
other celestial Sources, e.g., light reflected from the moon or 
one or more planets, or beamed from one or more stars other 
than the Sun, as well as one or more means for providing or 
channeling Such natural light, including windows, skylights, 
portholes or other openings through which light may pass. 
The light source 246 may further be one or more virtual 
lights or virtual light sources that may emulate one or more 
physical lights in the working area 235, and may be placed 
and parameterized in order to achieve a desired effect. 
The fulfillment center 230 may further include one or 

more workers 250 or staff members within the working area 
235 who may handle or transport items or conduct any other 
relevant operations within the working area 235 or the 
fulfillment center 230. The worker 250 may include a head 
252 and eyes 254, and may operate one or more computing 
devices or machines for registering the receipt, retrieval, 
transportation or storage of items within the fulfillment 
center, e.g., a general purpose device such a personal digital 
assistant, a digital media player, a Smartphone, a tablet 
computer, a desktop computer or a laptop computer, which 
may include any form of input and/or output peripherals 
Such as Scanners, readers, keyboards, keypads, touchscreens 
or like devices. Additionally, the worker 250 may handle or 
transport items within the working area 235, such as by 
removing the items from a car, truck, ship or aircraft, placing 
the items onto a crane, jack, belt or another conveying 
apparatus at a receiving station, transporting the items to a 
shelf, bin, rack, tier, bar, hook or other storage means within 
a storage area, retrieving the items from Such a storage 
means within the storage area, transporting the items to a 
defined region within a distribution station, and preparing 
the items for delivery to one or more customers. Alterna 
tively, the worker 250 may also transport, or "cross-dock.” 
items directly from a receiving station to a distribution 
station. 
The tool 260 may be any type or number of implements 

for performing any number of actions with regard to the 
execution of one or more tasks at the workstation 235. For 
example, in a fulfillment center environment, the tools 260 
may include any number of cutting implements for slicing 
open boxes or packages, adhesives for sealing boxes or 
packages, Scanners or readers for optically recognizing one 
or more markings (e.g., bar codes and the like). Alterna 
tively, the tools 260 may include any other static or dynamic 
tools that may be required based on general or specific 
criteria for executing one or more actions associated with a 
task to be performed within a given environment, including 
but not limited to hammers, screwdrivers, drills, Sanders, or 
wrenches, or any other type of tool. 
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The materials 262 may be any type or number of supplies, 
parts or raw materials required for the performance of one or 
more actions with regard to the execution of one or more 
tasks at the workstation 235. In a fulfillment center envi 
ronment, the materials 262 may include containers (e.g., 
boxes, envelopes, tubes or bags), dunnage (e.g., paper, 
plastic, foam materials or “bubble wrap"), labels (e.g., 
address labels, shipping labels or postage labels such as 
stamps) or any other accessories required in order to prepare 
an item for delivery, including but not limited to adhesive 
tapes, glues, Sealants or the like. Alternatively, the materials 
262 may include any other materials that may be required 
based on general or specific criteria for executing one or 
more actions associated with a task to be performed within 
a given environment, including but not limited to hammers, 
screwdrivers, drills, Sanders, or wrenches, or any other type 
of tool. 
The objects 264 may be any items, structural features, 

facilities, vehicles, implements, Surfaces, pieces of equip 
ment or any other objects in addition to the tools 260 or the 
materials 262 within the working area 235. For example, 
referring again to the work center 130 of FIG. 1A, the 
objects 264 may include one or more components of the 
workstation 135, or any other environment. The objects 264 
may have any size, shape, mass, Volume, Surface area, 
texture, color, reflectance, silhouette, Surface contour or 
variations, or any other qualities in accordance with the 
present disclosure, and may be provided for a general 
purpose, or for one or more specific purposes. 
The fulfillment center 230 may further operate one or 

more order processing and/or communication systems using 
computer devices in communication with one or more of the 
server 232, the database 234 and/or the processor 236, or 
through one or more other computing devices or machines 
that may be connected to the network 280, as is indicated by 
line 238, in order to transmit or receive information in the 
form of digital or analog data, or for any other purpose. Such 
computer devices may also operate or provide access to one 
or more reporting systems for receiving or displaying infor 
mation or data regarding workflow operations, and may 
provide one or more interfaces for receiving interactions 
(e.g., text, numeric entries or selections) from one or more 
operators, users or workers in response to Such information 
or data. Such computer devices may be general purpose 
devices or machines, or dedicated devices or machines that 
feature any form of input and/or output peripherals such as 
scanners, readers, keyboards, keypads, touchscreens or like 
devices, and may further operate or provide access to one or 
more engines for analyzing the information or data regard 
ing the workflow operations, or the interactions received 
from the one or more operators, users or workers. 

Additionally, as is discussed above, the fulfillment center 
230 may include one or more receiving stations featuring 
any apparatuses that may be required in order to receive 
shipments of items at the fulfillment center 230 from one or 
more sources and/or through one or more channels, includ 
ing but not limited to docks, lifts, cranes, jacks, belts or other 
conveying apparatuses for obtaining items and/or shipments 
of items from carriers such as cars, trucks, trailers, freight 
cars, container ships or cargo aircraft (e.g., manned aircraft 
or unmanned aircraft, such as drones), and preparing Such 
items for storage or distribution to customers. The fulfill 
ment center 230 may also include one or more predefined 
two-dimensional or three-dimensional storage areas includ 
ing facilities for accommodating items and/or containers of 
Such items, such as aisles, rows, bays, shelves, slots, bins, 
racks, tiers, bars, hooks, cubbies or other like storage means, 
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or any other appropriate regions or stations. The fulfillment 
center 230 may further include one or more distribution 
stations where items that have been retrieved from a desig 
nated storage area may be evaluated, prepared and packed 
for delivery from the fulfillment center 230 to addresses, 
locations or destinations specified by customers, also by way 
of carriers such as cars, trucks, trailers, freight cars, con 
tainer ships or cargo aircraft (e. g., manned aircraft or 
unmanned aircraft, such as drones). 

Moreover, the fulfillment center 230 may further include 
one or more control systems that may generate instructions 
for conducting operations at the fulfillment center 230, and 
may be in communication with the imaging device 240, the 
projector 242, the worker 250 or one or more of the tools 
260, the materials 262 or the objects 264. Such control 
systems may also be associated with one or more other 
computing devices or machines, and may communicate with 
the marketplace 210, the vendor 220, the worker 250 or the 
customer 270 over the network 280, as indicated by line 238, 
through the sending and receiving of digital data. 
The customer 270 may be any entity or individual that 

wishes to download, purchase, rent, lease, borrow or other 
wise obtain items (e.g., goods, products, services or infor 
mation of any type or form) from the marketplace 210. The 
customer 270 may utilize one or more computing devices, 
Such as a Smartphone 272 or any other like machine that may 
operate or access one or more software applications, such as 
a web browser (not shown) or a shopping application 274, 
and may be connected to or otherwise communicate with the 
marketplace 210, the vendor 220 or the fulfillment center 
230 through the network 280, as indicated by line 278, by 
the transmission and receipt of digital data. Moreover, the 
customer 270 may also receive deliveries or shipments of 
one or more items from facilities maintained by or on behalf 
of the marketplace 210, such as the fulfillment center 230, or 
from the vendor 220. 
The computers, servers, devices and the like described 

herein have the necessary electronics, software, memory, 
storage, databases, firmware, logic/state machines, micro 
processors, communication links, displays or other visual or 
audio user interfaces, printing devices, and any other input/ 
output interfaces to provide any of the functions or services 
described herein and/or achieve the results described herein. 
Also, those of ordinary skill in the pertinent art will recog 
nize that users of Such computers, servers, devices and the 
like may operate a keyboard, keypad, mouse, stylus, touch 
screen, or other device (not shown) or method to interact 
with the computers, servers, devices and the like, or to 
“select an item, link, node, hub or any other aspect of the 
present disclosure. 

Those of ordinary skill in the pertinent arts will under 
stand that process steps described herein as being performed 
by a “marketplace,” a “vendor,” a “fulfillment center,” a 
“worker” or a “customer,” or like terms, may be automated 
steps performed by their respective computer systems, or 
implemented within Software modules (or computer pro 
grams) executed by one or more general purpose computers. 
Moreover, process steps described as being performed by a 
“marketplace,” a “vendor,” a “fulfillment center, a 
“worker” or a “customer may be typically performed by a 
human operator, but could, alternatively, be performed by an 
automated agent. 
The marketplace 210, the vendor 220, the fulfillment 

center 230 and/or the customer 270 may use any web 
enabled or Internet applications or features, or any other 
client-server applications or features including E-mail or 
other messaging techniques, to connect to the network 280 
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or to communicate with one another, such as through short 
or multimedia messaging service (SMS or MMS) text mes 
sages. For example, the server 232 may be adapted to 
transmit information or data in the form of synchronous or 
asynchronous messages from the fulfillment center 230 to 
the server 212, the laptop computer 222, the smartphone 272 
or any other computer device in real time or in near-real 
time, or in one or more offline processes, via the network 
280. Those of ordinary skill in the pertinent art would 
recognize that the marketplace 210, the vendor 220, the 
fulfillment center 230 or the customer 270 may operate any 
of a number of computing devices that are capable of 
communicating over the network, including but not limited 
to set-top boxes, personal digital assistants, digital media 
players, web pads, laptop computers, desktop computers, 
electronic book readers, and the like. The protocols and 
components for providing communication between Such 
devices are well known to those skilled in the art of 
computer communications and need not be described in 
more detail herein. 
The data and/or computer executable instructions, pro 

grams, firmware, software and the like (also referred to 
herein as “computer executable' components) described 
herein may be stored on a computer-readable medium that is 
within or accessible by computers or computer components 
such as the server 212, the laptop computer 222, the server 
232 or the Smartphone 272, or any other computers or 
control systems utilized by the marketplace 210, the vendor 
220, the fulfillment center 230 or the customer 270 and 
having sequences of instructions which, when executed by 
a processor (e.g., a central processing unit, or “CPU”), cause 
the processor to perform all or a portion of the functions, 
services and/or methods described herein. Such computer 
executable instructions, programs, software and the like may 
be loaded into the memory of one or more computers using 
a drive mechanism associated with the computer readable 
medium, such as a floppy drive, CD-ROM drive, DVD 
ROM drive, network interface, or the like, or via external 
connections. 
Some embodiments of the systems and methods of the 

present disclosure may also be provided as a computer 
executable program product including a non-transitory 
machine-readable storage medium having stored thereon 
instructions (in compressed or uncompressed form) that may 
be used to program a computer (or other electronic device) 
to perform processes or methods described herein. The 
machine-readable storage medium may include, but is not 
limited to, hard drives, floppy diskettes, optical disks, CD 
ROMs, DVDs, ROMs, RAMs, erasable programmable 
ROMs (“EPROM), electrically erasable programmable 
ROMs (“EEPROM), flash memory, magnetic or optical 
cards, Solid-state memory devices, or other types of media/ 
machine-readable medium that may be Suitable for storing 
electronic instructions. Further, embodiments may also be 
provided as a computer executable program product that 
includes a transitory machine-readable signal (in com 
pressed or uncompressed form). Examples of machine 
readable signals, whether modulated using a carrier or not, 
may include, but are not limited to, signals that a computer 
system or machine hosting or running a computer program 
can be configured to access, or including signals that may be 
downloaded through the Internet or other networks. 

Although some of the embodiments disclosed herein 
reference the use of projectors for presenting projections 
including identifiers in apparent two-dimensional and/or 
three-dimensional orientations onto working Surfaces within 
a fulfillment center, Such as the projector 242, the working 
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surface 244 within the working area 235 of FIG. 2 or another 
fulfillment center environment, those of ordinary skill in the 
pertinent arts will recognize that the systems and methods 
are not so limited. Rather, the systems and methods dis 
closed herein may be utilized in any environment in which 
the presenting information or data, which need not include 
any specific type or form of identifier, onto one or more 
Surfaces. 
As is discussed above, the systems and methods of the 

present disclosure may be directed to projecting one or more 
perspective aware user interfaces onto a working Surface of 
a workstation. Referring to FIG. 3, a flow chart 300 repre 
senting one embodiment of a process for displaying per 
spective-aware projected user interfaces in accordance with 
embodiments of the present disclosure is shown. At box 310, 
a geometric arrangement of the workstation is determined. 
For example, a depth profile of the workstation and any 
components or features therein may be obtained using an 
imaging device Such as a depth sensor or a range camera, 
and the layout or configuration of the various components or 
features within the workstation (e.g., the respective positions 
of Such components or features within three-dimensional 
space) may be determined from the depth profile. 
At box 320, information that is to be presented to the 

worker on a working Surface of the workstation regarding an 
aspect of the workstation is identified. For example, where 
the worker is charged with performing a specific task (e.g., 
retrieving an item from a container included in an inbound 
shipment, or packing the item into a container to be included 
in an outbound shipment, information regarding the item, 
the container, a source of the item or the container, a 
recipient of the item or container, or any other contents of 
the inbound shipment container or any dunnage or other 
items to be included in the outbound shipment container 
may be identified. The type of information that is to be 
presented to workers on working Surfaces of the present 
disclosure is not limited. 
At box 330, a location of the aspect relating to the 

information identified at box 330 is determined. The aspect 
may include a tool, a material or any other relevant object 
associated with the workstation, and the location may be an 
area on a shelf or within a slot, a portion of a working 
Surface, or a region below the working Surface, or any other 
location within the workstation, in accordance with the 
present disclosure. 
At box 340, the position of a worker's eyes may be 

determined. An actual or an estimated position of the eyes 
may be determined on any basis, such as by one or more 
eye-tracking techniques or, alternatively, by identifying a 
position of the worker's head and estimating that his or her 
eyes are provided on an upper anterior portion of the head. 
The position of the eyes may define a vantage point of the 
worker, and may be used to further define a perspective of 
the user with respect to one or more portions of the work 
station. 
At box 350, an optimal position for the placement of the 

information on the working surface is identified. The opti 
mal position may be identified based on a position of the 
worker, a location of the aspect, one or more characteristics 
of the aspect (e.g., an intended use of a tool, a size of a 
portion of material, or a type of object), as well as any steps 
of a process or method that are to be performed prior to or 
after placing the information on the working Surface. For 
example, where one or more objects are known to be resting 
on the working Surface, e.g., based on a depth profile used 
to determine the geographical arrangement of the worksta 
tion at box 310 or a position of the worker's eyes at box 320, 
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the optimal position may be determined based on the respec 
tive positions of Such objects on the working Surface. 
Additionally, where the information regarding the aspect 
involves the execution of a task, the optimal position may be 
selected based on one or more steps preceding or following 
the presentation of the information, particularly where one 
or more of such steps would require the use of dedicated 
portions of the working Surface. 

At box 360, a desired rendering of the information is 
selected based at least in part on the position of the worker's 
eyes, the attributes of the information to be presented, the 
location of the aspect at the workstation or the optimal 
position identified at box 350. The rendering may be 
selected according to a vantage point or perspective of the 
worker, as determined from the position of the worker's eyes 
determined at box 310, or on any other basis. Where the 
information includes an indicator Such as an arrow or other 
element referencing the aspect or one or more features of the 
workstation, the desired rendering may include a false 
shadow or other representation associated with the arrow or 
other element which causes the arrow or other element to 
appear in a three-dimensional manner from the vantage 
point or the perspective of the user. The locations of the false 
shadows or other representations may be defined with 
respect to the arrow or the other element, and the vantage 
point or perspective of the user, as well as the available area 
on the working Surface and any other relevant intrinsic or 
extrinsic factor. 

At box 370, the information is projected onto the optimal 
position on the working Surface in accordance with the 
desired rendering. A projector, such as the projector 142 
provided in the work center 130 of the system 100 of FIG. 
1A and FIG. 1B, may cause such information to be projected 
upon the optimal location in a specific manner which causes 
the information to appear in a desired format to the worker, 
e.g., within a virtual plane perpendicular to the perspective 
of the user. For example, where information is to appear as 
a desired rectangle to the worker, a projector may cause the 
information to appear on the working Surface in the shape of 
a trapezoid or other sector having points, angles and dimen 
sions selected on a geometric basis for the express purpose 
of causing the information to appear in the shape of the 
desired rectangle. Additionally, where the information 
includes an arrow or other indicator, projecting the infor 
mation in accordance with the desired rendering may appro 
priately place the indicator and any false shadows or other 
elements in locations which cause the indicator to appear in 
a three-dimensional fashion to the worker. 

At box 380, if the display of the information is no longer 
desired, the process ends. If the continued display of the 
information is desired, however, then the process advances 
to box 390, where it is determined whether a position of the 
worker's eyes has changed. For example, where an actual 
position of the worker's eyes is determined based on the 
locations of one or more reference spots or points of light 
projected upon specific portions of the eyes according to one 
or more eye-tracking techniques, changes in the actual 
position may be determined based on changes in the reflec 
tion of light from one or more portions of the eye, e.g., the 
pupil. Where an estimated position of the worker's eyes is 
determined based on an actual position of the worker's head 
as determined by any means, e.g., a depth profile obtained 
using an imaging device Such as a range camera or depth 
sensor, however, a change in the position of the workers 
head may be interpreted as being accompanied by a corre 
sponding change in the position of the worker's eyes. 
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If the position of the worker's eyes has changed then the 

process returns to box 320, where the new position of the 
worker's eyes is determined. If the position of the workers 
eyes has not changed, then the process returns to box 370, 
where the information remains projected onto the optimal 
position on the working Surface in accordance with the 
desired rendering, until the display of the indicator is no 
longer desired. 
As is discussed above, a change in a position of a worker's 

head or eyes may lead to a change in a preferred or desired 
rendering of an indicator or other relevant information on a 
working Surface, as the new position of the head or the eyes 
may call for a better or more appropriate optimal position for 
the information, or a more appropriate rendering of Such 
information in a manner that best accentuates a message to 
be conveyed by Such information, or presents such infor 
mation in a more favorable manner to users. Based on the 
change in the position of the worker's head or eyes, the 
manner in which the information is rendered by the projector 
may require changing, in order to ensure that the information 
may be viewed by the user in the desired manner from his 
or her new perspective. Referring to FIGS. 4A, 4B and 4C, 
views of aspects of one system 400 for displaying perspec 
tive-aware projected user interfaces in accordance with 
embodiments of the present disclosure are shown. Except 
where otherwise noted, reference numerals preceded by the 
number “4” shown in FIG. 4A, 4B or 4C indicate compo 
nents or features that are similar to components or features 
having reference numerals preceded by the number “1” 
shown in the system 100 of FIGS. 1A and 1B. 
As is shown in FIG. 4A, the system 400 includes a 

workstation 435 having a projector 442, a working Surface 
444 and a light source 446. A worker 450 having a head 452 
is shown in different positions with respect to the worksta 
tion 435 and the working surface 444 at two different times 
t1, t2. 

In accordance with the present disclosure, a change in a 
position of a user's head and/or eyes may result in a different 
optimal or preferred location for an indicator or other 
information to be projected upon a working Surface, or a 
different optimal or preferred rendering for presenting the 
indicator or other information in an enhanced context, e.g., 
with one or more false shadows or other depth elements 
which cause the indicator or other information to appear in 
a three-dimensional manner from the changed vantage point 
or perspective of the user. Referring to FIGS. 4B and 4C, 
projections 448-1 and 448-2 presented on the working 
surface 444 at times t and t, respectively, are shown. As is 
shown in FIG. 4B, the projection 448-1 includes a projected 
indicator 448-I, a projected false shadow 448-S and a 
projected set of text 448-T at time t. As is shown in FIG. 4C, 
the projection 448-2 also includes the projected indicator 
448-I, the projected false shadow 448-S and the projected set 
of text 448-T at time t. 

Referring to FIG. 4B, from a perspective of the worker 
450 at time t, the projected indicator 448-I shown in the 
projection 448-1 is angled upward from a center of the 
working Surface 444 from left to right, toward the Supplies 
462 shown in FIG. 4A. Also from the perspective of the 
worker 450 at time t, the projected false shadow 448-S is 
angled Substantially downward and slightly to the right, 
based on the position of the light source 446, which causes 
the projected indicator 448-I to appear in a three-dimen 
sional configuration to the worker 450 in his or her position 
at time t. Additionally, the projected set of text 448-T is 
shown in an upper left portion of the working Surface 444, 
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in an easy-to-read format from the vantage point or perspec 
tive of the worker 450 at time t. 

In order to cause the projected indicator 448-I to appear 
in the three-dimensional configuration to the worker 450 in 
his or her position at time t, the projection 448-1 must be 
distorted such that aspects of the projected indicator 448-I, 
the projected false shadow 448-S and the projected set of 
text 448-T appear narrower nearest a left edge of the 
working Surface 444, e.g., an edge closest to the worker 150 
at time t, and broader away from the left edge of the 
working Surface 444, as viewed from a perspective of a third 
party or another stationary point at time t. Rather, the 
projection 448-1 at time t is specifically selected to present 
the projected indicator 448-I and the projected set of text 
448-T to the worker 150 from his or her perspective, defined 
by a three-dimensional position of his or her eyes at time t. 
Furthermore, the placement of the projected false shadow 
448-S on the working surface 444 at time t is further 
selected to cause the projected indicator 448-I to appear with 
three-dimensionality based on the position of the eyes of the 
worker at time t and the position of the light source 446. 

Referring to FIG. 4C, the projection 448-2 at time t also 
includes the projected indicator 448-I, the projected false 
shadow 448-S and the projected set of text 448-T. The 
projected indicator 448-I shown in the projection 448-2 of 
FIG. 4C is also angled upward from the center of the 
working Surface 444 from left to right, toward the Supplies 
462 shown in FIG. 4A, in a substantially identical location 
and with substantially identical three-dimensionality of the 
projected indicator 448-I shown in the projection 448-1 at 
time t based on the location of the projected false shadow 
448-S, as viewed from the perspective of the worker 450 at 
time t. 

However, in order to cause the projected indicator 448-I 
to appear in the same three-dimensional configuration to the 
worker 450 in his or her position at time t as at time t, the 
projection 448-2 onto the working surface must be distorted, 
from the perspective of a third party, in a manner that differs 
from the projection 448-1. For example, referring to FIG. 
4C, aspects of the projected indicator 448-I, the projected 
false shadow 448-S and the projected set of text 448-T 
appear broader nearest the left edge of the working Surface 
444, e.g., an edge farthest from the worker 150 at time t. 
and narrower away from the left edge of the working Surface 
444, from a perspective of a third party at time t. Rather, the 
projection 448-2 at time t is specifically selected to present 
the projected indicator 448-I and the projected set of text 
448-T to the worker 150 from his or her perspective, defined 
by a three-dimensional position of his or her eyes at time t. 
Furthermore, the placement of the projected false shadow 
448-S on the working surface 444 at time t is further 
selected to cause the projected indicator 448-I to appear with 
three-dimensionality based on the position of the eyes of the 
worker at time t and the position of the light source 446. 

Accordingly, the systems and methods of the present 
disclosure may reposition or reconfigure information pre 
sented by a projector onto one or more portions of a working 
surface based on a position of a user, such as the worker 450 
of FIGS. 4A-4C, in a manner that enhances the presentation 
of the information from the Vantage point or perspective of 
the user. For example, as is shown in FIGS. 4B and 4C, 
distorting the projections 448-1, 448-2 in different manners 
at time t and time t causes the projected indicator 448-I and 
the projected set of text 448-T to appear consistently from 
the perspectives of the worker 150 at time t and time t. 
despite his or her change in position. Likewise, distorting the 
projected set of text 448-T enables the worker 450 to most 
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easily read and understand the message conveyed thereby in 
a consistent manner regardless of his or her position. 
As is discussed above, the systems and methods of the 

present disclosure may be used to present information 
regarding one or more steps to be performed when com 
pleting a task or set of tasks. The information presented may 
be shown in a serial manner, Such that indicators, characters 
or other information are presented differently based on the 
respective actions or activities required to perform each task. 
For example, where a process includes two steps requiring 
the use of a first tool and a second tool, respectively, a first 
arrow or other indicator may be displayed to the user in 
order to reference a location of the first tool before a second 
arrow or other indicator is displayed to the user in order to 
reference a location of the second tool. The first arrow or 
other indicator may be presented in a three-dimensional 
manner, e.g., with one or more false shadows or like 
elements, which causes the first arrow to appear as if it is 
floating or otherwise Superimposed above a working Sur 
face. The second arrow or other indicator may be subse 
quently presented in a different three-dimensional manner, 
with one or more other false shadows or other like elements, 
as well. 

Referring to FIG. 5, a flow chart 500 representing one 
embodiment of a process for displaying perspective-aware 
projected user interfaces in accordance with embodiments of 
the present disclosure is shown. At box 510, the physical 
locations of a working Surface and tools, materials or objects 
at a workstation are determined. The working Surface may 
be a table, a desk, a platform, an easel or any other Surface 
upon which any type or actions or activities may be under 
taken in furtherance of a task. At box 520, a procedure to be 
performed at the workstation is identified. For example, 
where the workstation or working Surface is associated with 
a machine shop, a type of maintenance evolution to be 
performed on an automobile alternator may be identified. 
Where the workstation or working surface is associated with 
a carpenter's shop, a procedure for constructing a birdhouse 
may be identified. 
At box 530, a position of a tool, a material or an object 

(e.g., implements, ingredients, spare parts) required to com 
plete a first step of the procedure identified at box 520 is 
identified. The tool, the material or the object may be located 
on a shelf, in a drawer, behind a door, within a locker, below 
a countertop or in any other location within a vicinity of the 
workstation and/or the working surface. At box 540, a 
position of the worker's eyes is determined. The position 
may be determined in real-time or in near-real time using 
one or more eye-tracking techniques or methods, or esti 
mated based on a position of the worker's head. 
At box 550, a location on the working surface where an 

indicator pointing to the tool, the material or the object is to 
be displayed is selected. The location may be selected on any 
basis, including the extent of the space not occupied by one 
or more tools, materials or other objects on the working 
surface, the position of the tool, the material or the object 
identified at box 530, or any relevant requirements associ 
ated with a given step of the procedure. At box 560, a 
manner for rendering the indicator to simulate a three 
dimensional reference to the location of the tool, the material 
or the object from a perspective of the worker's eyes is 
selected. The manner may include not only an extent or 
location of a false shadow or other like element for enhanc 
ing the three-dimensional appearance of the indicator but 
also a color, shape, size, type or other attribute of the 
indicator, which may be selected in any manner or on any 
basis to accentuate the appearance of the indicator on the 
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working Surface. For example, a bright lime green or blaze 
orange color may be selected for presenting an arrow or 
other indicator on a white or black working surface, while a 
curved or otherwise arcuate shape may be selected for 
presenting an arrow on a table or countertop having an oval 
or round shape. 

At box 570, the indicator is projected at the selected 
location onto the working Surface in the selected manner. 
For example, a projector may be configured to cause light of 
various colors, hues and intensities to be projected upon the 
working Surface in a manner that simulates a three-dimen 
sional appearance or otherwise clearly references the posi 
tion of the tool, the material or the object required in order 
to perform the current step of the procedure. At box 580, 
whether the procedure is complete is determined. If the 
procedure is complete, then the process ends. If the proce 
dure is not complete, e.g., if the procedure includes two or 
more steps, and the current step is not the final step, then the 
process advances to box 590, where a position of a tool, a 
material or an object required to complete a next step of the 
procedure, before returning to box 540, where a position of 
the worker's eyes is determined again. 

The rendering of information regarding the execution of 
one or more actions associated with a task may be shown 
with regard to FIGS. 6A through 6E. Referring to FIG. 6A 
through 6E, views of aspects of one system 600 for display 
ing perspective-aware projected user interfaces in accor 
dance with embodiments of the present disclosure are 
shown. Except where otherwise noted, reference numerals 
preceded by the number “6” shown in FIGS. 6A through 6E 
indicate components or features that are similar to compo 
nents or features having reference numerals preceded by the 
number “4” shown in FIG. 4A, 4B or 4C, or by the number 
“1” shown in the system 100 of FIGS. 1A and 1B. 
As is shown in FIG. 6A, the system 600 includes a work 

center 630 having a workstation 635 including an imaging 
device 640, a projector 642, a working surface 644 and a 
light source 646. The workstation 635 is manned by a 
worker 650 having a head 652, and includes a variety of 
tools 660-1, 660-2 placed therein. The workstation 635 
further includes a plurality of materials 662-1, 662-2, 662-3, 
662-4, 662-5, 662-6 for executing tasks at the workstation 
635. 

In accordance with the present disclosure, a perspective of 
a user may be derived based on a position of a head or eyes 
of the user with respect to available portions of a workstation 
or working Surface upon which information may be pro 
jected. Referring to FIG. 6B, a functional view of the system 
600 is shown, with a perspective P defined by a vantage 
point, e.g., a position of the eyes 654 of the worker 650, and 
a centroid of an available area of the working surface 644. 
The available area may be determined on any basis, e.g., a 
depth profile or set of ranging information obtained from the 
imaging device 640, which may be used to determine that 
tools, materials or objects should not be placed in restricted 
areas associated with the tools 660-1, 660-2. Moreover, with 
regard to a given step of a procedure or method, the locations 
of one or more mandatory or preferred tools, materials or 
objects, e.g., the materials 662-5, or of one or more prohib 
ited or disfavored tools, materials or objects, e.g., the 
materials 662-1, may also be determined. 
Once the perspective P of the worker 650 is determined, 

the manner in which indicators or information are to be 
presented to the worker 650 may be selected on any basis, 
including the locations of the aspects of the workstation 635 
that are to be referenced by such indicators or information, 
as well as a level of interactivity associated with one or more 
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of such aspects. Referring to FIG. 6C, a top view of the 
working surface 644 is shown. The working surface 644 
includes a pair of projections 648-1, 648-2. First, the pro 
jection 648-1 includes a projected indicator 648-I1, a pro 
jected false shadow 648-S1 and a projected set of text 
648-T1. Second, the projection 648-2 includes a projected 
indicator 648-I2 and a projected set of text 648-T2. Addi 
tionally, as is shown in FIG. 6C, the projection 648-1, which 
directly references the desired tools or materials 662-5. 
includes the projected false shadow 648-S1 which provides 
visible three-dimensionality to the projected indicator 648 
I1 from the perspective of the worker 650. Conversely, 
because the projection 648-2 directly references the tools or 
materials that are prohibited from use, the projected indica 
tor 648-I2 does not include any false shadow or like ele 
ments for indicating three-dimensionality or an otherwise 
enhanced appurtenance thereof. 
As is also discussed above, the presentation of informa 

tion may be customized based on a virtual plane located 
between a user's eyes and a working Surface. Referring to 
FIG. 6D, a virtual plane corresponding to a shape of the 
available area of the working surface 644 is shown. The 
virtual plane may be defined based on the vantage point of 
the Worker 650, e.g., a position (Xesa, yesa Zsa) of his or her 
eyes 654, as well as a position (x, y, Zaa) of a centroid 
of the available area on the working surface 644. Addition 
ally, a rendering of an indicator or other like information, 
such as the projected indicator 648-I1 of the projection 
648-1 of FIG. 6C, may be selected based on a position of a 
specific aspect of the workstation 635, e.g., a position 
(Xogos, yogos, Zogos) of the desired tools or materials 660-5, 
as well as a position of the light source 646. Finally, the false 
shadow or other elements for accentuating an indicator or 
otherwise indicating three-dimensionality may also be 
defined based on the position (Xogos, yogos, Zogos) of the 
desired tools or materials 660-5 and the position (x, y, 
Zeal) of the working Surface 644. For example, as is shown 
in FIG. 6D, a tip of a false shadow may be provided at a 
position (X660-s, yoga, Zogo-s). 

Finally, once the various perspectives of the indicators or 
other information to be shown on the working Surface are 
determined, projections including Such indicators or infor 
mation may be projected upon a working Surface. Referring 
to FIG. 6E, the system 600 of FIG. 6A is shown, with the 
projections 648-1, 648-2 of the one or more projected 
indicators 648-I1, 648-I2, the projected sets of text 648-T1, 
648-T2 and the projected false shadow 648S-1 are shown as 
projected upon the working surface 644 by the projector 642 
in a warped or distorted manner that appears theoretically 
correct to the worker 650 within the virtual plane defined as 
shown in FIG. 6D. 
The systems and methods of the present disclosure may 

be further utilized to provide indicators or other information 
regarding locations of tools, materials or other objects that 
are located beneath working Surfaces or are otherwise 
obscured from view. Such other information may further 
include one or more images representing the contents and/or 
the positions of Such contents that are beneath a given 
working surface or otherwise obscured from view. Referring 
to FIG. 7, a flow chart 700 representing one embodiment of 
a process for displaying perspective-aware projected user 
interfaces in accordance with embodiments of the present 
disclosure is shown. At box 710, an action to be performed 
on a working Surface at a workstation by a worker is 
identified, and at box. 720, a position of the worker's eyes is 
determined. At box 730, a location of material required to 
perform an action on the working Surface at the workstation 
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is identified. For example, at a packing station, the material 
may include not only containers but also dunnage, adhesives 
or like materials, in addition to tools or other objects, for 
packing or unpacking containers at the packing station. 

At box. 740, whether the material is located above the 
working surface is determined. If the material is located 
above the working Surface, e.g., within one or more of the 
slots or shelves of the workstation 135 of FIGS. 1A and 1B, 
then the process advances to box. 745, where information 
regarding the location of the material above the working 
Surface is displayed, e.g., in accordance with one or more 
methods of the present disclosure, such as one or more of the 
processes represented by the flow chart 300 of FIG.3 or the 
flow chart 500 of FIG. 5. 

If the material is not located above the working surface, 
e.g., if the material is located beneath the working Surface, 
then the process advances to box 750, where an image 
referencing the contents of the storage area including the 
material beneath the working surface is identified. Such an 
image may be updated immediately based on changes to 
Such contents, or on a regular basis or at regular intervals, or 
in any other manner. Additionally, the image may be a 
high-resolution image of the actual contents of the storage 
area and their actual locations beneath the working Surface 
or, alternatively, a lower-resolution image which simulates 
the appearance of the contents beneath the working Surface 
and their respective locations. 

At box 760, an indicator for referencing the location of the 
material beneath the working surface is selected. The indi 
cator may be chosen on any basis, including but not limited 
to the type of material, the actual or the estimated location 
of the material, or any other intrinsic or extrinsic factor 
relating to the purpose of the action. At box 770, a manner 
in which the indicator is to be rendered for referencing the 
location of the material beneath the working surface is 
selected. The manner may include or incorporate one or 
more false shadows or other elements for simulating three 
dimensionality of the indicator, or otherwise specify one or 
more attributes of the indicators, e.g., colors, shapes, sizes or 
types thereof, which are to be displayed on the working 
Surface. 
At box. 780, the image identified at box 750 is projected 

onto the working surface with the indicator selected at box 
760 Superimposed thereon and rendered in accordance with 
the manner selected at box 770, and the process ends. For 
example, an image of tools, materials or objects at one or 
more levels beneath a surface may be projected onto the 
Surface along with an arrow or other indicator specifically 
referencing one Such tool, material or object, and the arrow 
or indicator may be rendered in particular manner that 
accentuates the appearance thereof on the image. 
The projection of an arrow or indicator referencing a 

location beneath a working Surface onto the working Surface 
along with an image of a current status or condition of the 
location beneath the working Surface is shown with regard 
to FIGS. 8A, 8B and 8C. Referring to FIGS. 8A, 8B and 8C, 
views of aspects of one system 800 for displaying perspec 
tive-aware projected user interfaces in accordance with 
embodiments of the present disclosure are shown. Except 
where otherwise noted, reference numerals preceded by the 
number “8” shown in FIG. 8A, 8B or 8C indicate compo 
nents or features that are similar to components or features 
having reference numerals preceded by the number “6” 
shown in FIGS. 6A through 6E, by the number “4” shown 
in FIG. 4A, 4B or 4C, or by the number “1” shown in the 
system 100 of FIGS. 1A and 1B. 
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As is shown in FIG. 8A, the system 800 includes a 

workstation 835 having an imaging device 840, a projector 
842, a working surface 844 and a light source 846. A worker 
850 having a head 852 is staffing the workstation 835, which 
includes a plurality of materials 862-1, 862-2, 862-3 and 
objects 864-1, 864-2, 864-3 disposed beneath the working 
surface 844. 

In accordance with the present disclosure, an image 
corresponding to a real time, near-real time or Substantially 
recent status of an environment beneath a working Surface 
may be identified and projected upon the working Surface 
along with one or more indicators or other information. 
Referring to FIG. 8B, an image 845 having a projection 848 
superimposed thereon is shown. The projection 848 includes 
a projected indicator 848-I specifically configured to appear 
to reference one or more regions beneath a surface of the 
working Surface 844, as well as a projected false shadow 
848-S and a projected set of text 848-T (“Red Wrapping 
Paper Below Desk') to accompany the projected indicator 
848-I. For example, the projected indicator 848-I comprises 
an arrow that is intended to appear as originating above the 
image 845, and intersecting with the image 845 at a single 
point. The projected false shadow 848-S is intended to 
appear within or coplanar to the image 845, and meets the 
projected indicator 848-I at the point at which the projected 
indicator 848-I appears to meet the image 845. 
Once an image of the contents beneath a working Surface 

and indicators or other information for referencing one or 
more tools, materials or other objects included in Such 
contents are identified, the image and the indicators or other 
information may be projected upon the working Surface 
using one or more projectors. Referring to FIG. 8C, a view 
of the system 800 of FIG. 8A is shown, with the image 845 
and the projection 848 of FIG. 8B projected upon the 
working Surface 844. Thus, a worker performing a given 
task at the workstation 835, e.g., wrapping a gift, may view 
the projected set of text 848-T and the projected indicator 
848-I, and understand that the desired materials are located 
beneath the working surface 844 based on the three-dimen 
sionality provided to the projected indicator 848-I by the 
projected false shadow 848-S. More specifically, because the 
projected indicator 848-I appears to originate above the 
working surface 844 from a perspective of the worker 850, 
meeting the working Surface 844 at a point thereon, and to 
reference a specific one of the materials 862-1, the worker 
850 may be prompted to peer beneath the working surface 
844 and to retrieve the materials 862-1 therefrom. Moreover, 
as the worker 850 moves his or her head 852 to look beneath 
the working Surface 844. Such movements may be recog 
nized, e.g., using imaging data captured by the imaging 
device 840, and the projection 848 may be adjusted accord 
ingly to account for the new perspective of the worker 850. 

Although the disclosure has been described herein using 
exemplary techniques, components, and/or processes for 
implementing the systems and methods of the present dis 
closure, it should be understood by those skilled in the art 
that other techniques, components, and/or processes or other 
combinations and sequences of the techniques, components, 
and/or processes described herein may be used or performed 
that achieve the same function(s) and/or result(s) described 
herein and which are included within the scope of the 
present disclosure. For example, although some of the 
embodiments described herein or shown in the accompany 
ing figures refer to the use of digital cameras and the like 
posted in fulfillment centers, the systems and methods 
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disclosed herein are not so limited, and utilize any type of 
imaging device applied in any environment and for any 
purpose. 

Moreover, as is discussed above, although some of the 
embodiments described herein or shown in the accompany 
ing figures refer to the use of false shadows or other depth 
elements for the purpose of synthesizing a three-dimensional 
view or otherwise displaying an indicator or other informa 
tion with three-dimensionality, those of ordinary skill in the 
pertinent arts will recognize that any other system or method 
for displaying indicators or other information in a three 
dimensional manner, e.g., by displaying Such indicators or 
other information with one or more simulated specularities 
or points of specular reflection, or with simulated parallax 
effects, may be applied in accordance with the present 
disclosure. Additionally, although some of the embodiments 
disclosed herein reference actual, physical light sources 
within an environment, the systems and methods disclosed 
herein are not so limited. For example, Such systems and 
methods may be used in connection with any type or form 
of light source, including but not limited to virtual lights or 
virtual light sources which can emulate any physical lights 
in an environment, or placed and parameterized in order to 
achieve a desired effect. 

It should be understood that, unless otherwise explicitly 
or implicitly indicated herein, any of the features, charac 
teristics, alternatives or modifications described regarding a 
particular embodiment herein may also be applied, used, or 
incorporated with any other embodiment described herein, 
and that the drawings and detailed description of the present 
disclosure are intended to cover all modifications, equiva 
lents and alternatives to the various embodiments as defined 
by the appended claims. Moreover, with respect to the one 
or more methods or processes of the present disclosure 
described herein, including but not limited to the flow charts 
shown in FIGS. 3, 5 and 7, orders in which such methods or 
processes are presented are not intended to be construed as 
any limitation on the claimed inventions, and any number of 
the method or process steps or boxes described herein can be 
combined in any order and/or in parallel to implement the 
methods or processes described herein. Also, the drawings 
herein are not drawn to scale. 

Conditional language, such as, among others, “can.” 
“could,” “might,” or “may, unless specifically stated oth 
erwise, or otherwise understood within the context as used, 
is generally intended to convey in a permissive manner that 
certain embodiments could include, or have the potential to 
include, but do not mandate or require, certain features, 
elements and/or steps. In a similar manner, terms such as 
“include,” “including and “includes are generally intended 
to mean “including, but not limited to.” Thus, such condi 
tional language is not generally intended to imply that 
features, elements and/or steps are in any way required for 
one or more embodiments or that one or more embodiments 
necessarily include logic for deciding, with or without user 
input or prompting, whether these features, elements and/or 
steps are included or are to be performed in any particular 
embodiment. 
The elements of a method, process, or algorithm 

described in connection with the embodiments disclosed 
herein can be embodied directly in hardware, in a software 
module stored in one or more memory devices and executed 
by one or more processors, or in a combination of the two. 
A software module can reside in RAM, flash memory, ROM, 
EPROM, EEPROM, registers, a hard disk, a removable disk, 
a CD-ROM, a DVD-ROM or any other form of non 
transitory computer-readable storage medium, media, or 
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physical computer storage known in the art. An example 
storage medium can be coupled to the processor Such that 
the processor can read information from, and write infor 
mation to, the storage medium. In the alternative, the storage 
medium can be integral to the processor. The storage 
medium can be volatile or nonvolatile. The processor and 
the storage medium can reside in an ASIC. The ASIC can 
reside in a user terminal. In the alternative, the processor and 
the storage medium can reside as discrete components in a 
user terminal. 

Disjunctive language such as the phrase “at least one of X, 
Y, or Z.” or “at least one of X, Y and Z. unless specifically 
stated otherwise, is otherwise understood with the context as 
used in general to present that an item, term, etc., may be 
either X, Y, or Z, or any combination thereof (e.g., X, Y, 
and/or Z). Thus, such disjunctive language is not generally 
intended to, and should not, imply that certain embodiments 
require at least one of X, at least one of Y, or at least one of 
Z to each be present. 

Unless otherwise explicitly stated, articles such as “a” or 
“an should generally be interpreted to include one or more 
described items. Accordingly, phrases such as “a device 
configured to are intended to include one or more recited 
devices. Such one or more recited devices can also be 
collectively configured to carry out the stated recitations. 
For example, "a processor configured to carry out recitations 
A, B and C can include a first processor configured to carry 
out recitation A working in conjunction with a second 
processor configured to carry out recitations B and C. 

Language of degree used herein, such as the terms 
“about.” “approximately,” “generally,” “nearly” or “substan 
tially as used herein, represent a value, amount, or char 
acteristic close to the stated value, amount, or characteristic 
that still performs a desired function or achieves a desired 
result. For example, the terms “about,” “approximately, 
“generally,” “nearly” or “substantially” may refer to an 
amount that is within less than 10% of within less than 5% 
of, within less than 1% of, within less than 0.1% of, and 
within less than 0.01% of the stated amount. 

Although the invention has been described and illustrated 
with respect to illustrative embodiments thereof, the fore 
going and various other additions and omissions may be 
made therein and thereto without departing from the spirit 
and scope of the present disclosure. 
What is claimed is: 
1. A workstation comprising: 
a working Surface; 
a projector configured to project light upon at least a 

portion of the working Surface; 
an imaging device; and 
a computing device in communication with the imaging 

device and the projector, 
wherein the computing device is configured to implement 

one or more services, and 
wherein the one or more services are configured to: 

capture imaging data of at least a portion of the 
workstation; 

determine a vantage point of a user based at least in part 
on the imaging data; 

identify information regarding a task to be performed 
by the user, wherein the information relates to at least 
one object maintained in a storage area; 

determine a position of at least one light source pro 
vided within the workstation; 

determine a position of the storage area in which the at 
least one object is maintained based at least in part on 
the imaging data; 
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determine a location on the portion of the working 
Surface for projecting an indicator associated with 
the at least one object based at least in part on the 
imaging data; 

Select a rendering for the indicator based at least in part 
on at least one of the vantage point of the user, the 
position of the at least one light Source or the location 
on the portion of the working surface, wherein the 
selected rendering for the indicator comprises a 
synthetic three-dimensional view of the indicator; 

define a projection to be projected upon the portion of 
the working Surface at the location in accordance 
with the selected rendering of the indicator; and 

project the projection upon the portion of the working 
Surface at the location using the projector. 

2. The workstation of claim 1, wherein the one or more 
services are further configured to: 

Select a virtual plane based at least in part on the vantage 
point of the user and the location on the portion of the 
working Surface for projecting the indicator, 

wherein the rendering for the indicator is selected such 
that the indicator appears in the synthetic three-dimen 
sional view within the selected virtual plane. 

3. The workstation of claim 1, wherein the one or more 
services are further configured to: 

determine at least one of a location or an orientation of a 
shadow element associated with the indicator based at 
least in part on the at least one of the vantage point of 
the user, the position of the at least one light Source or 
the location on the portion of the working Surface, 

wherein the projection further comprises the shadow 
element. 

4. A computer-implemented method comprising: 
identifying information regarding at least one action asso 

ciated with a task to be performed on a surface of a 
workstation; 

identifying a position of at least one light Source associ 
ated with the workstation; 

identifying at least one aspect of the workstation associ 
ated with the at least one action; 

identifying an indicator of the at least one aspect of the 
workstation; 

defining a first manner in which the indicator is to be 
projected upon the Surface with three-dimensionality, 
wherein the first manner is defined based at least in part 
on the position of the at least one light Source; and 

causing, by at least one computer processor, at least one 
projector to project at least the indicator upon the 
Surface in accordance with the first manner. 

5. The computer-implemented method of claim 4, further 
comprising: 

determining a first perspective of a user at the worksta 
tion; and 

determining a location of the at least one aspect of the 
workstation, 

wherein the first manner is defined based at least in part 
on the first perspective of the user and the location of 
the at least one aspect of the workstation. 

6. The computer-implemented method of claim 5, 
wherein determining the first perspective of the user at the 
workstation further comprises: 

determining a position of at least one eye of the user, 
wherein the first perspective is determined based at least 

in part on the position of the at least one eye of the user. 
7. The computer-implemented method of claim 6, 

wherein determining the position of the at least one eye of 
the user comprises: 

5 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

28 
determining a position of a head of the user, 
wherein the position of the at least one eye of the user is 

determined based at least in part on the position of the 
head of the user. 

8. The computer-implemented method of claim 5, 
wherein defining the first manner in which the indicator is to 
be projected upon the surface with three-dimensionality 
further comprises: 

defining at least one shadow element corresponding to the 
indicator of the at least one aspect of the workstation, 

selecting at least one of a location of the at least one 
shadow element or an orientation of the at least one 
shadow element based at least in part on at least one of: 

at least one attribute of the indicator; or 
the first perspective of the user at the workstation, 
wherein the first manner presents the at least one shadow 

element in the selected location or the selected orien 
tation with respect to the indicator. 

9. The computer-implemented method of claim 5, 
wherein defining the first manner in which the indicator is to 
be projected upon the surface with three-dimensionality 
further comprises: 

determining at least one attribute of the indicator; and 
selecting a location on the Surface for the indicator based 

at least in part on the at least one attribute and the 
location of the at least one aspect of the workstation. 

10. The computer-implemented method of claim 9. 
wherein defining the first manner in which the indicator is to 
be projected upon the surface with three-dimensionality 
further comprises: 

selecting a virtual plane within which the indicator of the 
at least one aspect of the workstation is to appear to the 
user based at least in part on the first perspective of the 
user and the selected location on the surface for the 
indicator; and 

defining a projection onto the Surface, wherein the pro 
jection onto the Surface comprises the indicator, and 
wherein the projection onto the Surface corresponds to 
the virtual plane, 

wherein causing the at least one projector to project at 
least the indicator upon the Surface in accordance with 
the first manner comprises: 

causing the at least one projector to project the projection 
onto the Surface. 

11. The computer-implemented method of claim 10, fur 
ther comprising: 

deriving a depth profile of at least a portion of the 
workstation using imaging data captured by at least one 
imaging device; and 

selecting at least one of the location of the at least one 
aspect of the workstation or the location on the Surface 
for the indicator based at least in part on the depth 
profile. 

12. The computer-implemented method of claim 9. 
wherein the location of the at least one aspect of the 
workstation is within at least one region beneath the Surface. 

13. The computer-implemented method of claim 12, 
wherein defining the first manner in which the indicator is to 
be projected upon the surface with three-dimensionality 
further comprises: 

identifying an image of the at least one region beneath the 
Surface, and 

wherein causing the at least one projector to project at 
least the indicator upon the Surface in accordance with 
the first manner further comprises: 
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causing, by the at least one computer processor, the at 
least one projector to project at least the image of the 
at least one region onto at least a portion of the surface. 

14. The computer-implemented method of claim 5, fur 
ther comprising: 

determining a second perspective of the user at the 
workstation; and 

defining a second manner in which the indicator is to be 
projected upon the surface based at least in part on the 
second perspective of the user; and 

causing, by the at least one computer processor, the at 
least one projector to project at least the indicator upon 
the surface in accordance with the second manner. 

15. The computer-implemented method of claim 4, 
wherein causing the at least one projector to project at least 
the indicator upon the surface in accordance with the first 
manner further comprises: 

causing, by the at least one computer processor, the at 
least one projector to project a set of text associated 
with the indicator upon the surface. 

16. The computer-implemented method of claim 4, 
wherein the at least one aspect of the workstation comprises 
at least one of: 

a tool associated with the at least one action and located 
within a vicinity of the workstation; 

a material associated with the at least one action and 
located within the vicinity of the workstation; or 

an object associated with the at least one action and 
located within the vicinity of the workstation. 

17. A non-transitory computer-readable medium having 
computer-executable instructions stored thereon, 

wherein the instructions, when executed, cause a com 
puter system having at least one computer processor 
and at least one data store to perform a method com 
prising: 

identifying a process to be performed at a workstation, 
wherein the process comprises a plurality of steps: 

determining a first location of at least one aspect of the 
workstation corresponding to a first one of the plurality 
of steps; 

determining a location of a light source at the workstation; 
determining a first perspective of a user, wherein the first 

perspective is based at least in part on a first position of 
an eye of the user; 

selecting a first rendering of a first indicator of the firs 
location of the at least one aspect of the workstation 
corresponding to the first one of the plurality of steps, 
wherein the first rendering simulates a three-dimen 
sional view of the first indicator, and wherein the first 
rendering is selected based at least in part on at least 
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one of the first perspective of the user, the first location 
of the at least one aspect of the workstation correspond 
ing to the first one of the plurality of steps or the 
location of the light source at the workstation; 

causing a projection of the first rendering of the first 
indicator on at least a portion of a working surface of 
the workstation; 

receiving an indication that the first one of the plurality of 
steps is complete; 

determining a second location of at least one aspect of the 
Workstation corresponding to a second one of the 
plurality of steps; 

selecting a second rendering of a second indicator of the 
second location of the at least one aspect of the work 
station corresponding to the second one of the plurality 
of steps, wherein the second rendering simulates a 
three-dimensional view of the second indicator, and 
wherein the second rendering is selected based at least 
in part on at least one of the second location of the at 
least one aspect of the workstation corresponding to the 
second one of the plurality of steps or the location of 
the light source at the workstation; and 

causing a projection of the second rendering of the second 
indicator on at least the portion of the working surface 
of the workstation. 

18. The non-transitory computer-readable medium of 
claim 17, wherein the method further comprises: 

determining a second perspective of the user, wherein the 
second perspective is determined based at least in part 
on a second position of the eye of the user; 

wherein the second rendering is selected based at least in 
part on the second perspective of the user. 

19. The non-transitory computer-readable medium of 
claim 17, wherein the method further comprises: 

capturing imaging data regarding at least a portion of the 
workstation, 

wherein at least one of the first location of the at least one 
aspect of the workstation corresponding to the first one 
of the plurality of steps or the second location of the at 
least one aspect of the workstation corresponding to the 
second one of the plurality of steps is determined based 
at least in part on the imaging data regarding at least the 
portion of the workstation. 

20. The non-transitory computer-readable medium of 
t 45 claim 19, wherein the method further comprises: 

determining a first position of a head of the user based at 
least in part on the imaging data; and 

estimating the first position of the eye of the user based at 
least in part on the first position of the head of the user. 
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