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A method for indicating one-way latency in a data network, 
with continuous clock synchronization, between first and 
second node having clocks that are not synchronized with 
each other includes a continuous synchronization session 
and a measurement session. The method repetitively sends 
predetermined synchronization messages from the first node 
to the second node and from the second node to the first 
node, calculates a round trip time for each message at the 
first node, updates a synchronization point if the calculated 
round trip time is Smaller than a previously calculated round 
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the updated synchronization points of the synchronization 
window. The measurement session collects multiple mea 
Surements of one-way latency between the first and second 
nodes using the virtual clock, and generates a latency profile 
by interpolating the multiple measurements. 
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SYSTEM FORESTABLISHING AND 
MANTAINING ACLOCK REFERENCE 
INDICATING ONE-WAY LATENCY IN A 

DATANETWORK 

This application is a continuation of and claims priority to 
U.S. patent application Ser. No. 14/817,398, filed Aug. 4. 
2015, now allowed, which is a continuation of U.S. patent 
application Ser. No. 14/305,244, filed Jun. 16, 2014, now 
U.S. Pat. No. 9,130,703, which is a continuation of U.S. 
patent application Ser. No. 13/593,888, filed Aug. 24, 2012, 
now U.S. Pat. No. 8,792.380, each of which is hereby 
incorporated by reference herein in its entirety. 

10 

FIELD OF THE INVENTION 
15 

A method for indicating one-way latency in a data net 
work. 

BACKGROUND OF THE INVENTION 
2O 

Latency is a measure of time delay experienced in a 
system. Network latency in a packet-switched network is 
measured either one-way (the time from the Source sending 
a packet to the destination receiving it), or two-way (the 
one-way latency from source to destination plus the one-way 
latency from the destination back to the source). Where 
precision is important, one-way latency for a link can be 
more strictly defined as the time from the start of packet 
transmission to the start of packet reception. 

There are many possible techniques to synchronize time 
between a source and a destination. It is possible to achieve 
time synchronization by using synchronized clocks that use 
Global Positioning System (GPS) technology. GPS consid 
ers a satellite environment as reference time for the Syn 
chronization of the source and the destination. The synchro 
nization accuracy depends on the precision with which the 35 
Source and destination hosts are able to synchronize their 
internal clock to the GPS signal. Using GPS for synchro 
nizing has several drawbacks: 

the synchronization of several devices, each of which is 
equipped with a GPS receiver, can be expensive 40 

the GPS antenna has to be located within a specific 
distance from the receiver, limiting the positioning of 
monitoring devices 

Another synchronization system that can be used is Net 
work Time Protocol (NTP) servers. The synchronization is 
obtained through the time reference offered by public NTP 
servers located across the Internet. This is the cheapest 
synchronization technique, but it does not provide as accu 
rate results as GPS does; the accuracy depends on the 
characteristics of the paths followed by the NTP synchro 
nization messages and on the distance between the NTP 
server and the source and destination that must be synchro 
nized. 

U.S. Pat. No. 7,283,568, with the title “Methods, systems 
and computer program products for synchronizing clocks of 
nodes on a computer network', discloses an algorithm for 55 
clock synchronization between two nodes using virtual 
clocks, a generalization of the clock synchronization for 
many nodes, and using many round-trip-delays to compute 
an average one-trip delay. A key feature of the embodiment 
described is that each node manages a virtual clock relying 60 
on average measurements for every other node it synchro 
nizes with. 

25 

30 

45 

50 

SUMMARY OF THE INVENTION 
65 

In accordance with one embodiment, a method is pro 
vided for indicating one-way latency in a data network, with 

2 
continuous clock synchronization, between first and second 
node having clocks that are not synchronized with each 
other. The method executes a continuous synchronisation 
session by repetitively sending predetermined synchroniza 
tion messages from the first node to the second node and 
from the second node to the first node, calculating a round 
trip time for each message at the first node, updating a 
synchronization point if the calculated round trip time is 
Smaller than a previously calculated round trip time, storing 
the updated synchronization points of a synchronization 
window, and calculating a virtual clock from the updated 
synchronization points of the synchronization window. In 
addition, the method executes a measurement session to 
determine the one-way latency of the network between the 
first node and the second node by collecting multiple mea 
Surements of one-way latency between the first and second 
nodes using the virtual clock, and generating a latency 
profile by interpolating the multiple measurements. A plu 
rality of the second nodes may be utilized. 

In one implementation, a round trip time RT is calculated 
according to RT-T4-T1-(T3-T2), where T1 is the sending 
time from the first node, T2 is the receiving time at the 
second node, T3 is the sending time at the second node, and 
T4 is the receiving time at the first node. The updating of a 
synchronization point may include comparing the calculated 
round trip time with the stored minimum round trip time for 
the current synchronization point and, if less, updating the 
stored minimum round trip time with the calculated round 
trip time for the current synchronization point, and calcu 
lating an offset CDIFF according to CDIFF=(T2-T1+T3 
T4)/2, where T1 is the sending time at the first node, T2 is 
the receiving time at the second node, T3 is the sending time 
at the second node, and T4 is the receiving time at the first 
node, and setting the absolute clock (CABS) value for the 
current synchronization point to T4. The storing of a new 
synchronization point in a synchronization window may 
include storing the minimum round trip time value (RTT 
MIN), storing the calculated offset (CDIFF), and storing the 
absolute clock value (CABS). 
The calculating of a virtual clock may use the Sum of least 

square method, comprising calculating the mean value for 
the absolute clock value (CABSmean) and the mean value 
for the offset (CDIFFmean) for each synchronization point 
in the synchronization window, calculating the Sum of 
differences above the slope of the synchronization window 
for each synchronization point (ABOVE) as the sum of 
(CABS-CABSmean)xCDIFF, calculating the sum of differ 
ences below the slope of the synchronization window for 
each synchronization point (BELOW) as the sum of 
(CABS-CABSmean)x(CABS-CABSmean), calculating a 
skew value (SKEW) as the sum (ABOVE) divided by the 
sum (BELOW), calculating a new offset CDIFF as CDIFF 
mean-(SKEWXCABSmean), setting the new absolute clock 
value CABS for the virtual clock to CABSmean, and com 
puting the clock difference CDIFF from Time Zero to the 
current reference point by adding the product of the absolute 
clock value and the skew to the previously calculated value 
of the offset CDIFF. 

In one embodiment, for each of a plurality of messages 
received at the second node, the method sends the prede 
termined synchronization message N times from the first 
node to the second node chronologically equidistantly, 
receives the predetermined synchronization message at the 
second node, stores the sending time value for the first node, 
stores the receiving time value for the second node, and 
stores a validity indicator for each valid message. This 
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method may include measuring the overhead for making 
measurements at the first and/or the second node. 
The interpolating may comprise calculating the one-way 

latency in the data network between a first node and a second 
node according to: T2-T1+CDIFF. In one implementation, 
the interpolating comprises calculating the one-way latency 
in the data network between a first node and a second node, 
for each of a plurality of messages received at the second 
node, by calculating the one-way latency in the data network 
between a first node and a second node according to: 
T2-T1-CDIFF. 
The above embodiments present a number of advantages, 

including increased accuracy of the measurements, and 
enabling one-way real-time latency measurements to be 
made with a high precision between nodes connected by a 
message-based network where clock synchronization of 
GPS precision is otherwise not available. These embodi 
ments also provide individual per-packet latency values and 
perform high precision latency measurements of packets 
travelling between two nodes over a period of time. Since 
latencies may be asymmetric, round-trip estimation may not 
be used. Latency measurements must rely on absolute and 
synchronous time. The above embodiments preserve the 
accuracy of the virtual clock synchronization between 
Source and destination for each measurement session to 
avoid the need for a lengthier synchronization phase before 
each measurement session. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The invention may best be understood by reference to the 
following description taken in conjunction with the accom 
panying drawings. 

FIG. 1 depicts two nodes interconnected by a network and 
the various components and sessions involved. 

FIG. 2 depicts more details for a synchronization session 
between two nodes. 

FIG. 3 shows the makeup of synchronization bursts and 
synchronization windows. 

FIG. 4 a network module is schematically depicted. 
FIG. 5 shows possible programmable data structures for 

the system. 
FIG. 6 is a synchronization session flowchart for the 

measurement responding node in a 1-way measurement 
session. 

FIG. 7 shows the handling of a new Synchronization Point 
for a new synchronization window. 

FIG. 8 depicts the calculation of a new virtual clock. 
FIG. 9 depicts more details for a measurement session 

between two nodes. 
FIG. 10 is a flowchart of the measurement requesting 

node in the measurement phase. 
FIG. 11 is of a flowchart of the measurement responding 

node in the measurement phase. 
FIG. 12 is a flowchart of the measurement responding 

node in the interpolation phase. 

DETAILED DESCRIPTION OF ILLUSTRATED 
EMBODIMENTS 

Although the invention will be described in connection 
with certain preferred embodiments, it will be understood 
that the invention is not limited to those particular embodi 
ments. On the contrary, the invention is intended to cover all 
alternatives, modifications, and equivalent arrangements as 
may be included within the spirit and scope of the invention 
as defined by the appended claims. 
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4 
A method for indicating one-way latency in a data net 

work, with continuous clock synchronization between a first 
node and a second node is disclosed. The method comprises 
the exchange of clock synchronization information between 
a pair of network nodes via a synchronization session. This 
synchronization session sends synchronization messages at 
regular intervals and is separate from other management, 
measurement or user traffic. Synchronization messages do 
not need to use the same path as other traffic between the pair 
of nodes. The network node is equipped with a network 
interface card that can communicate using the Internet 
Protocol (IP). Such a node has a CPU, memory buses, disks, 
etc. that enable it to operate as a computer. The node runs an 
operating system, in which the system Software can be 
implemented. This embodiment is implemented as a soft 
ware module running in an operating system of such a node. 

FIG. 1 depicts a system with a measurement requesting 
node 102 and a measurement responding node 100, inter 
connected by a communication network 101. The nodes 100, 
102 communicate by sending messages (packets) over the 
network 101. A software module 107 is used to implement 
the embodiment in the measurement requesting node 102. 
and another software module 108 is used to implement the 
embodiment in the measurement responding node 100. A 
measurement is performed from a measurement requesting 
node 102 to a measurement responding node 100. A mea 
Surement requesting node 102 can also perform measure 
ments with more than one other node at the same time. The 
network 101 may be LAN (Local Area Network) or WAN 
(Wide Area Network) running the IP protocol. This enables 
any nodes 100, 102 with an IP-interface and an IP protocol 
stack to communicate with each other over the network 101. 
The nodes 100, 102 communicate with messages over the 

network 101. There are two kinds of messages: 
Synchronization messages 
Measurement messages 
Both types of messages may be encapsulated over the IP 

protocol using the UDP/IP transport protocol or another 
datagram service. In an embodiment, both types of messages 
are encoded with the RTP protocol. 
Measurement sessions 103 use a synchronized virtual 

clock 104 by measurement responding node 100 to time 
stamp the measurement packets received from measurement 
requesting node 102. The virtual clock 104 between the two 
nodes needs to be established and maintained by the mea 
Surement responding node 100 of a measurement session. A 
measurement responding node 100 will maintain a separate 
virtual clock for each measurement requesting node 102. 
A synchronization session 106 comprises sending a num 

ber of times a predetermined message sequence from the 
measurement responding node 100 to the measurement 
requesting node 102 which then sends a response message 
back to the measurement responding node 100. 

FIG. 2 is a more detailed description of the synchroniza 
tion session 106. Both nodes 100, 102 have high accuracy 
clocks 201, 200 that are not synchronized with each other. 
High accuracy means that they are linear with respect to 
each other over a limited time period on the order of 
minutes, and that they have high resolution, at least to the 
level of 1 microsecond. That is, the clocks have different 
rates, but the rate difference is constant over time. 
A synchronization message is either a synch request 202 

or synch response 203. The synch request 202 is sent by the 
measurement responding node 100 and received by a mea 
Surement requesting node 102. A synch response 203 is sent 
by a measurement requesting node 102 in response to a 
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synch request 202. The synch response 203 is received by 
the measurement responding node 100. 

The synch request 202 message contains the following 
fields: a sequence number and a time-stamp T1 204. 
The synch response 203 contains the following fields: a 

sequence number and three timestamps: T1204, T2 205, and 
T3 206. The semantics of the message fields are as follows: 

Sequence number The measurement responding node 
100 sets the sequence number incrementally (for example: 0, 
1, 2, etc). The measurement requesting node 102 copies the 
sequence number from a synch request 202 to the synch 
response 203. The sequence number is used by the nodes 
100, 102 to detect packet loss, reordering or duplication on 
the network. 

Timestamp T1204. The time when the synch request 202 
was sent by the measurement responding node 100. 

Timestamp T2 205. The time when the synch request 202 
was received by the measurement requesting node 102. 

Timestamp T3 206. The time the synch response 203 was 
sent by the measurement requesting node 102. 
The next step is for the measurement responding node 100 

to calculate an offset item 208 according to (T2-T1)+(T3 
T4))/2, where T1 204 is the sending time of the synch 
request 202 from the measurement responding node 100, T2 
205 is the receiving time of the synch request 202 at the 
measurement requesting node 102, T3 206 is the sending 
time of the synch response 203 at the measurement request 
ing node 102, and T4 207 is the receiving time of the synch 
response 203 at the measurement responding node 100. The 
time T4 207 is set to the current time of the high accuracy 
clock 200. 

FIG. 3 details how the offset for virtual clock 104 is set. 
The synchronization session 106 comprises sending at regu 
lar intervals the synch request 202 and synch response 203 
in bursts of N messages 300. However, there may be cases 
where not all of the N messages in a burst 300 are received. 
In Such cases, there will be gaps in the correspondence of the 
data sent and received. This may be handled by not using the 
measured values associated to the missing messages. Then N 
or a number less than N. round-trip-time times 305 are 
generated. This is done according to T,4-T,1-(T3-T2), 
where i is in the interval 1 . . . N. N offset items 208, or a 
number of offset items 208 less than N, as described above 
are generated. The offset item 208 with the minimum 
round-trip-time 305 is retrieved and is used as the next 
synchronization point 301 in the synchronization window 
3O2. 
Once the synchronization window 302 includes a mini 

mum number of synchronization points 301, 304 (experi 
mentation indicates that 4 entries are a good minimum 
number of entries), the offset for the virtual clock 104 for the 
measurement responding node 100 can be calculated using 
the least Square method applied to the most recent V 
synchronization points 301, 304 (where V is typically set to 
a value between 4 and 12) in the synchronization window 
302. Using the least square method yields better results than 
simply computing an average value. Once an initial value for 
the offset for the virtual clock 104 of the measurement 
responding node 100 is calculated, the synchronization 
session 106 remains active to obtain other values for the 
offset for the virtual clock 104 and refreshing the offset for 
the virtual clock 104 using the V most recent values (or less 
than V if not enough synchronization points 301, 304 have 
been established to date) to recalculate the offset for the 
virtual clock 104 using the least square method. 
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6 
Measurement messages are sent from the measurement 

requesting node 102 to the measurement responding node 
100. The measurement messages contain a sequence field 
and a timestamp field T1. 
The semantic of the message fields are as follows: 
Sequence number. The measurement requesting node 102 

sets the sequence number incrementally (for example: 
0, 1, 2, etc). 

Timestamp T1. The time (from the high accuracy clock 
200) when the measurement message was sent by the 
measurement requesting node 102. 

The measurement step comprises calculating the one-way 
latency in the network 101 between a measurement request 
ing node 102 and a measurement responding node 100 
according to the following relations: 

latency=the time at which the measurement respond 
ing node 100 received the measurement mes 
sage-(T1--(the offset for the virtual clock 104 
calculated for the measurement responding node 
100xcalculated skew)). 

An overhead amount corresponding to the overhead for 
making measurements at one of the nodes 100, 102 can be 
subtracted from the above amount. 

It is possible to operate in relation to more nodes than a 
single one. The present embodiment may be used to operate 
against a plurality of nodes by maintaining a synchroniza 
tion window 302 and an associated virtual clock 104 at a 
measurement responding node 100 for each measurement 
requesting node 102 via synchronization sessions 106 with 
each of a plurality of measurement requesting nodes 102. 

In FIG. 4, an incarnation of a network module 400 is 
shown. The software modules 107, 108 implementing the 
embodiment need to have access to a network module 400. 
The network module 400 typically consists of a network 
interface card 404, a device driver 403, an IP stack 402 and 
a socket API 401. The network interface card 404 enables 
the node 405 to physically connect to an access network. The 
device driver 403 contains software enabling the IP stack 
402 to access the network services on the network interface 
card 404. The IP stack 402 contains a full implementation of 
the communication protocols that enables the node 405 to 
communicate over the internet. This may be the set of 
protocols referred to as TCP/IP. The socket API 401 is a 
functional interface that the software module can access in 
order to send and receive packets to and from the network. 
The software module implementing the embodiment may 

be implemented as a user application in an operating system. 
It requires a socket API to access the network in order to 
send and receive packets over the network. In another 
embodiment, the Software module may be implemented as a 
kernel application. 
The method is divided into two steps: 
On-going Clock Synchronization 
Measurement: requires that clock synchronization has 

been achieved between the measurement responding 
node 100 and the measurement requesting node 102. 

FIG. 5 is a table of constants used to parameterise the 
software modules 107, 108. The values given to the con 
stants are merely an example. 

In FIG. 6, an on-going synchronization session 106 is 
schematically depicted. A synchronization session is estab 
lished between each pair of nodes 100, 102. The synchro 
nization session 106 is used to initially build a synchroni 
zation window 302 of at least 4 entries and up to 12 entries 
in order to hold synchronization points 301 to be used in the 
calculation of the synchronization line representing the 
virtual clock 104. At regular intervals, a burst 300 of 
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synchronization requests are sent from the measurement 
responding node 100 that needs to setup a virtual clock 104 
since it will handle measurement requests in measurement 
sessions 103 (once a virtual clock 104 is synchronized on the 
measurement responding node 100) for a measurement 5 
requesting node 102 (this is the node that will initiate a 
measurement session). 

Each burst 300 of synch requests 202 (SyncReq) starts by 
resetting the number of synch request and number of synch 
response (NSREQ and NSRSP) counters to a default value 10 
of Zero (0) and setting the round trip time minimum (RTT 
MIN) value to a high value 600. For the duration of a 
synchronization burst 300, the sending node will send Syn 
cReq messages 601 and will wait for a SyncRSP reply 602. 
Each Syncked message includes a T1 timestamp 204 and the 15 
SyncRsp repeats the original T1 timestamp and adds the T2 
205 and T3 206 timestamps. The T4 timestamp 207 is set 
internally for each SyncRsp received back at the sending 
node. 

If a timeout is received, processing goes to 601 (see 20 
ahead). 
Whenever a valid SyncRsp is received 603, the Round 

Trip-Time (RTT) 305 is calculated by subtracting T1 204 
from T4207 and further subtracting the delay to prepare the 
SyncRsp reply represented by the difference between T3 206 25 
and T2 205. This yields the current RTT 305 value 604. 

If this RTT 305 value is Smaller than the current RTTMIN 
value 605, the RTTMIN candidate value for the current 
synchronization point (SyncPoint) 301 is updated to reflect 
the current RTT 305. 30 

The Clock Difference (CDIFF) for the candidate Syn 
cPoint 301 is calculated as the sum of the delay in each 
direction divided by 2. This is represented by the formula: 
CDIFF=(T2-T1+T3–T4)/2. The absolute value of the vir 
tual clock 104 (CABS) for the candidate SyncPoint 301 is 35 
set to the time when the current SyncRsp 203 was received 
(T4207). This is represented by the formula CABS-T4. 

If the RTT value 305 is not Smaller than the current 
RTTMIN. Processing goes to 606 (see ahead). 
The number of sent synchronization requests NSREQ in 40 

the current burst 300 is then checked 606. If the value of 
NSREQ has not yet reached the maximum defined for the 
SyncBurst, another Syncreq is sent 601. 

Otherwise, the desired number of Syncksp messages has 
been received 607 and the Virtual Clock 104 can be updated 45 
taking into account the most recent Sync’oint 301. The 
update of the Virtual Clock 104 is discussed in more details 
below as per FIG. 7. 
Once a SyncPoint 301 is established, the NSREQ and 

NSRSP counters and RTTMIN are reset in order to allow for 50 
another SynchBurst to take place 608. 
The SynchBurst will be delayed for a longer period (in the 

order of 6 seconds in this embodiment) once a valid Virtual 
Clock 104 has been established. Otherwise, a more aggres 
sive SynchBurst period (set to 2 seconds in this embodiment) 55 
will be used 609. 
As per FIG. 7, the update of the Virtual Clock 104 takes 

place when a new Synchoint has been obtained 700. 
The size of the SyncWindow is checked 701. If it is not 

full processing goes to 703 (see ahead). 60 
Otherwise the maximum size of the Sync Window has 

been reached 702 and, the oldest Synchoint shall be 
removed from the Sync Window and no longer used when 
calculating the Virtual Clock 104. 

The number of Syncksp NSRP is checked 703. If none 65 
have been received, the new Synchoint is not valid and the 
processing goes to 705 (see ahead). 

8 
A Synchoint will be declared valid as long as at least one 

(1) Syncksp has been received 703 and the sync Window is 
updated 704. 
The number of Synchoints in the SyncWindow SyncWin 

dowSize is checked 705. If it is not at least 4 then the process 
reverts back to the steps in FIG. 6 with a new SyncBurst. 
Once the Sync Window includes at least four (4) Syn 

cPoint, the Virtual Clock 104 representing the Virtual Clock 
can be computed 706. This is covered in more details in FIG. 
8. Once the updating of the Virtual Clock 104 is completed, 
the process reverts back to the steps in FIG. 6 with a new 
SyncBurst. 
As per FIG. 8, the calculation of the Virtual Clock 104 

tuple relies on the Sum of Least Square Method to smooth 
out the variations in the SyncPoint value in the Sync Win 
dow. The virtual clock 104 for a specific measurement 
requesting node 102 is defined by the following tuple: 
SKEW: this is the variation (sometimes referred to as the 

jitter) of the clock between the measurement responding 
node 100 and the measurement requesting node 102 
CABS: this is the absolute value or wall clock value of the 

measurement requesting node 102 
CDIFF: difference (or offset) between the clock of the 

measurement responding node 100 and the clock of the 
measurement requesting node 102. 
The calculation of the virtual clock 104 involves the steps 

defined in FIG. 8 and are discussed in further details below: 
Step 1800: in order to obtain the Sum of the Least Square 

value for the virtual clock 104, a mean CABS value is 
obtained using each valid SyncPoint in the SyncWindow and 
a mean CDIFF value is obtained using each valid Synchoint 
in the SyncWindow as follows: 

CABSmean=SUM(CABS for each valid SyncPoint)/ 
Number of valid SyncPoint 

CDIFFmean=SUM(CDIFF for each valid Syn 
cPoint). Number of valid SyncPoint 

Step 2 801: Calculate the sum of differences above and 
below the slope of the Sync Window as follows: 

For each valid Synchoint in the SyncWindow, 

ABOVE=SUM((CABS-CABSmean)xCDIFF) 

BELOW=SUM((CABS-CABSmean)x(CABS-CAB 
Smean) 

Using the mean value for CABS and CDIFF and the 
ABOVE and BELOW values, it is now possible to update 
the tuples making up the Virtual Clock 104 per these 
remaining steps. 

Step 3 802: the updated SKEW is obtained by dividing the 
value of ABOVE by the value of BELOW: 

SKEW=ABOVEBELOW 

Step 4803: the new difference between the clocks of the 
measurement responding node 100 and of the measurement 
requesting node 102 involved in this Synchronization Ses 
sion is obtained by subtracting the mean value of the CABS 
multiplied by the SKEW from the mean CDIFF value 
calculated in step 1. 

CDIFF=CDIFFmean-(SKEW*CABSmean) 

Step 5804: the new wall clock value of the measurement 
requesting node 102 is set to the mean value of the wall 
clock value of each valid Synchoint in the Sync Window 
calculated in step 1 above: 

CABS=CABSmean 
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Finally, in step 6805, the clock difference from the initial 
reference point for the Synchronization Session (also called 
time zero) is obtained by adding the product of the new 
CABS value multiplied by the SKEW to the value of CDIFF 
obtained in Step 4803 above. 

In summary, the process illustrated by FIG. 8 updates the 
virtual clock 104 tuple made up of the CABS, CDIFF and 
SKEW value obtained from the valid SyncPoints in the 
current SyncWindow. 

FIG. 9 depicts a measurement session 103. A measure 
ment session 103 consists of the measurement requesting 
node 102 periodically sending measurement request mes 
sages 901 to the measurement responding node 100. T1902 
is the timestamp when the message leaves the measurement 
requesting node 102. T2 904 is the timestamp for when the 
measurement request 901 message is received by the mea 
surement responding node 100. In the case of a two-way 
measurement request, a measurement response 902 is 
needed. If so, T3 is the timestamp for when the measurement 
response 902 message leaves the measurement responding 
node 100. The virtual clock 104 is used in these timestamps 
to synchronize the times between the two nodes. T4 is the 
timestamp for the measurement requesting node 102 receiv 
ing the measurement response 902. 

FIG. 10 is a flowchart of a measurement session 103. The 
measurement responding node 100 records the timestamps 
T1 903 of the time of sending stored in a measurement 
request 901 message in the vector AI and the timestamp T2 
904 of receiving of the measurement request 901 in vector 
B. The size of the vectors is equal to the number of 
measurement messages 901 sent, NM. The two vectors A 
and B are later used in the interpolation phase. 
The measurement requesting node 102 sends NM mes 

sages (for example 10000) with interval DT between each 
packet (for example 20s). Each measurement request 901 
message will contain SEQ (the sequence number) initially 
set to 0 1000 and the time T1903 the measurement request 
901 was sent as per the measurement requesting node 102 
high accuracy clock 200. The overhead of sending a mea 
surement request 901 Ks is computed initially 1001. This is 
the difference in time from when the timestamp T1903 was 
taken and when the measurement request 901 was actually 
sent. KS may be set to 0 if the measurement requesting node 
102 lacks the capability to compute this time. The next 
measurement request 901 is sent after the appropriate period 
of time and the sequence number SEQ is incremented 1002. 
The measurement requesting node 102 then checks to see if 
the sequence number SEQ is less than the number of 
measurement request 901 NM to be sent 1003. If it is, then 
it goes back around to 1002. Once the sequence number 
SEQ and number of messages to be sent NM are the same, 
all of the measurement requests 901 for a measurement 
session 103 have been sent and the processing on the 
measurement requesting node 102 is complete. 

FIG. 11 shows a flowchart of the handling of a measure 
ment session by the measurement responding node 100. The 
measurement responding node 100 stores the sending time 
stamp T1903 in a vector A for each measurement request 
901 it receives, and the receiving timestamp T2 904 in a 
vector B. A flag in the vector VALID is set to indicate that 
the collected metrics (T1903 and T2904) collected for this 
measurement request can be used to calculate the latency 
profile of this measurement session 103. The sequence 
number SEQ is used as an index in the vectors A, B and 
VALID and is initially set to 0 1100. Kr, the overhead of 
receiving a measurement request 901 is computed initially 
1101. This is the difference in time from when the T2 
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10 
timestamp 904 was taken and when the measurement 
request 901 was actually received. Kr may be set to 0 if the 
measurement responding node 100 lacks the capability to 
compute this time. The measurement responding node 100 
waits 1102 for the next measurement request 901. After 
receiving 1103 a measurement request 901, the value of the 
sending timestamp T1903 is extracted from the measure 
ment request 901 and stored in vector A and the timestamp 
T2 904 for the received measurement request 901 is stored 
in vector B. The corresponding VALID flag is set to indicate 
that the measurement request is valid and the SEQ value is 
incremented. At 1104, a check is made to determine if there 
are more measurement requests to be received. If this is the 
case, the processing resumes at 1102, otherwise the last 
measurement request 901 in the measurement session 103 
has been received and the latency profile can now be 
measured during the interpolation phase. 

FIG. 12 is a flowchart describing the interpolation phase. 
The measurements collected during the measurement phase 
1102 in the vectors A and B along with the value of 
CABS and CDIFF for the current virtual clock 104 are used 
to interpolate a sequence of one-way latency values 1103. 
The method itself can be performed on the measurement 
requesting node 102, the measurement responding node 100, 
or some other node, and can be performed at any time after 
a measurement session 103 is completed. For example, the 
interpolation phase can take place as a post processing stage 
in a server. However, the measurements collected during the 
measurement phase 1102 must be transferred to the device 
where the interpolation phase is implemented. The end result 
of the interpolation phase is a latency profile (vector L II), 
with NM entries containing the precise one-way latency 
values of the measurements requests 901 between the mea 
Surement requesting node 102 and measurement responding 
node 100. A latency profile is calculated by analysing the 
measurement information collected during the measurement 
session 103. A loop is used to iterate through all of the 
collected measurements in vectors A and B. In 1200, the 
validity of the measurement metric is verified. If they are 
valid, then a latency profile is calculated and stored in vector 
L in 1201 as follows: Li-Bi-Ai-CDIFF-Ks-Krand 
the index used to cycle through the collected measurements 
is incremented in 1202. In 1203, a check is made to 
determine if the entire set of collected measurements has 
been analysed or not. If there is more measurement to 
analyse, processing resumed at step 1200. Otherwise, the 
latency profile L II is available. 

While particular embodiments and applications of the 
present invention have been illustrated and described, it is to 
be understood that the invention is not limited to the precise 
construction and compositions disclosed herein and that 
various modifications, changes, and variations may be 
apparent from the foregoing descriptions without departing 
from the spirit and scope of the invention as defined in the 
appended claims. 

The invention claimed is: 
1. A method of adapting to clock offsets in a network, the 

method comprising: 
establishing a plurality of virtual clocks at a responding 

node, each of the plurality of virtual clocks associated 
with one of a plurality of requesting nodes; 

transmitting a plurality of synchronization requests from 
the responding node to each of the plurality of request 
ing nodes: 
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responding to each of the plurality of synchronization 
requests received by each of the plurality of requesting 
nodes by transmitting a synchronization response back 
to the responding node: 

for each of the plurality of synchronization responses 5 
received by the responding node, calculating a plurality 
of round trip delay measurements at the responding 
node, utilizing the plurality of round trip delay mea 
Surements to produce a plurality of synchronization 
points for each of the plurality of requesting nodes; and 10 

and utilizing the round trip delay to determine a latency 
profile for each of the plurality of requesting nodes. 

2. The method of claim 1 wherein each of the plurality of 
synchronization points associated with each of the plurality 
of requesting nodes is produced using the minimum of the 15 
plurality of round trip delay measurements between the 
responding node and the associated one of the plurality of 
requesting nodes. 

3. The method of claim 1 wherein the plurality of syn 
chronization points are periodically updated using an addi- 20 
tional plurality of round trip delay measurements. 

4. The method of claim 1 wherein the number of the 
plurality of synchronization requests is predetermined. 

5. The method of claim 1 wherein the plurality of syn 
chronization points is produced by calculating a Sum of 25 
least-squared method. 

k k k k k 


