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(57) ABSTRACT 
An information processing apparatus includes an acquiring 
unit and a classification-proportion calculating unit. The 
acquiring unit acquires a granularity and network informa 
tion that includes multiple nodes and multiple links con 
necting the multiple nodes, the granularity being used to 
classify the multiple nodes into multiple components. The 
classification-proportion calculating unit calculates a classi 
fication proportion in which each of the multiple nodes is 
classified as one of the components. The classification 
proportion calculating unit calculates the classification pro 
portion for each of the multiple components by using values 
of a first contribution and a second contribution. The first 
contribution takes on a high value as the classification 
proportion becomes high in which one of the nodes having 
a corresponding one of the links is classified as the compo 
nent. The second contribution takes on a high value as a 
proportion of the component to the multiple components 
becomes high. 

10 Claims, 7 Drawing Sheets 
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INFORMATION PROCESSINGAPPARATUS, 
NON-TRANSITORY COMPUTER READABLE 

MEDIUM, AND INFORMATION 
PROCESSING METHOD 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application is based on and claims priority under 35 
USC 119 from Japanese Patent Application No. 2014 
151512 filed Jul 25, 2014. 

BACKGROUND 

(i) Technical Field 
The present invention relates to an information processing 

apparatus, a non-transitory computer readable medium, and 
an information processing method. 

(ii) Related Art 
To date, so-called clustering has been sometimes per 

formed in order to grasp global characteristics of vector data 
Such as a set of data points. The clustering that is a data-point 
classification technique includes hard clustering in which 
one data point belongs to one cluster and Soft clustering in 
which one data point belongs to multiple clusters. 

SUMMARY 

According to an aspect of the invention, there is provided 
an information processing apparatus including an acquiring 
unit and a classification-proportion calculating unit. The 
acquiring unit acquires a granularity and network informa 
tion that includes multiple nodes and multiple links con 
necting the multiple nodes, the granularity being used to 
classify the multiple nodes into multiple components. The 
classification-proportion calculating unit calculates a classi 
fication proportion in which each of the multiple nodes is 
classified as one of the components. The classification 
proportion calculating unit calculates the classification pro 
portion for each of the multiple components by using values 
of a first contribution and a second contribution. The first 
contribution takes on a high value as the classification 
proportion becomes high in which one of the nodes having 
a corresponding one of the links is classified as the compo 
nent. The second contribution takes on a high value as a 
proportion of the component to the multiple components 
becomes high. 

BRIEF DESCRIPTION OF THE DRAWINGS 

An exemplary embodiment of the present invention will 
be described in detail based on the following figures, 
wherein: 

FIG. 1 is a diagram of a configuration of an information 
processing apparatus according to the exemplary embodi 
ment of the invention; 

FIG. 2 is a diagram illustrating network information; 
FIG. 3 is a flowchart of a decomposition process executed 

by the information processing apparatus according to the 
exemplary embodiment of the invention; 

FIG. 4 is a chart illustrating a classification proportion and 
a degree of importance calculated by the information pro 
cessing apparatus according to the exemplary embodiment 
of the invention; 

FIG. 5 is a chart illustrating a degree of belonging 
calculated by the information processing apparatus accord 
ing to the exemplary embodiment of the invention; 
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2 
FIG. 6 is a graph representing degrees of belonging of 

nodes calculated by the information processing apparatus 
according to the exemplary embodiment of the invention; 

FIG. 7 is a chart illustrating an acquired interest vector 
and a calculated personalized ranking in the information 
processing apparatus according to the exemplary embodi 
ment of the invention; 

FIG. 8 is a graph representing the personalized ranking of 
each node calculated by the information processing appara 
tus according to the exemplary embodiment of the inven 
tion; and 

FIG. 9 is a diagram illustrating a relationship between the 
number of components and a granularity acquired by the 
information processing apparatus according to the exem 
plary embodiment of the invention. 

DETAILED DESCRIPTION 

Hereinafter, an exemplary embodiment of the invention 
will be described with reference to the drawings. 

FIG. 1 is a diagram of a configuration of an information 
processing apparatus 1 according to the exemplary embodi 
ment of the invention. The information processing apparatus 
1 includes a memory 10, an input unit 11, a controller 12, 
and a display 13. 
The memory 10 includes, for example, a random access 

memory (RAM) and a read only memory (ROM). The 
memory 10 is used to store a program executed by the 
controller 12 and also functions as a work memory of the 
controller 12. Note that the program executed by the con 
troller 12 and stored in the memory 10 may be provided 
through a telecommunication network or through a com 
puter readable information storage medium, Such as a semi 
conductor memory, storing the program therein. 
The memory 10 of the information processing apparatus 

1 according to the present exemplary embodiment is used to 
store network information 100, a granularity O. 101, and an 
interest vector I 102. The network information 100 is 
network information including multiple nodes and multiple 
links connecting the multiple nodes. The network informa 
tion 100 may be, for example, HTML data and friendship 
data including cross reference. The network information 100 
may at least represent a linkage relationship between nodes 
(relationship between nodes and links) and does not have to 
specifically represent the content of each node (such as the 
content of HTML data). 
The granularity C. 101 is expressed by using a positive real 

number and is a parameter for determining the size of a 
cluster in soft clustering performed on the network infor 
mation 100 by the information processing apparatus 1. The 
interest vector I 102 is a vector with the same number of 
dimensions as the number of nodes included in the network 
information 100. Elements of the interest vector I 102 are 
each expressed by using a positive real number, and the total 
sum of the real numbers of the elements is 1. The interest 
vector I 102 is used to calculate personalized rankings of the 
nodes. 
The input unit 11 is, for example, a keyboard or a mouse 

and transfers an instruction from a user to the controller 12. 
The granularity O. 101 and the interest vector I 102 have been 
stored in the memory 10 in the present exemplary embodi 
ment, but may be input by the user by using the input unit 
11. 
The controller 12 includes, for example, a central pro 

cessing unit (CPU) and executes the program stored in the 
memory 10 to thereby perform overall control over the 
information processing apparatus 1. The controller 12 
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includes an acquiring unit 120, a calculating unit 121, a 
degree-of-belonging calculating unit 122, and a personal 
ized-ranking calculating unit 123 in a functional configura 
tion. The calculating unit 121 includes a classification 
proportion calculating unit 1210 and a degree-of-importance 
calculating unit 1211. The control performed by the con 
troller 12 will be described in detail later. 

The display 13 presents information processed by the 
controller 12 to the user and is, for example, a liquid crystal 
display. 

FIG. 2 is a diagram illustrating the network information 
100. The network information 100 includes information 
regarding seven nodes and nine links in the present exem 
plary embodiment. The nodes are respectively assigned 
node numbers of 1 to 7. For example, the node assigned 
node No. 1 (hereinafter, the node 1) has links with the node 
2 and the node 4, respectively. The present exemplary 
embodiment describes the case of the network having the 
seven nodes for simplicity, but the number of nodes and the 
number of links may be more than these and may be, for 
example, about 100,000. In the present exemplary embodi 
ment, each link between the nodes is not a directed link, but 
may be a one-way link. 
A matrix T represents transition probabilities in the case 

of random transitions between the nodes through the links. 
For example, in a case of a random transition from the node 
1 to another node through a link, probabilities of the 
transitions to the node 2 and the node 4 are /2 and /2, 
respectively. A first column of the matrix T represents the 
transition probabilities of these transitions. The other ele 
ments of the matrix T are also arranged in the same manner. 
Suppose a case where a matrix A is used in which A-1 
holds true in the presence of a linkage between a node n 
and a nodem through a link and in which Al-O holds true 
in the absence of the linkage, and where the total number of 
nodes is N. In this case, the matrix T is generally defined in 
accordance with Formula (1) below. Since the total sum of 
the transition probabilities is 1, XT-1 holds true for any 
node Im. 

(1) 

FIG. 3 is a flowchart of a decomposition process executed 
by the information processing apparatus 1 according to the 
exemplary embodiment of the invention. In the decompo 
sition process, the network information 100 and the granu 
larity C. 101 are input, and then soft clustering is performed 
on a network by classifying the N nodes included in the 
network into K components. Note that N and K are positive 
integers. A total number K of components is a parameter that 
the user may temporarily determine, while the total number 
of clusters is automatically determined by executing the 
decomposition process. In the decomposition process, a 
classification proportion in which each of multiple nodes is 
classified as one of the multiple components is obtained for 
each of the multiple components, and a degree of importance 
of each component is obtained. Specifically, for a compo 
nent k, a classification proportion p(nk) in which the node 
n is classified as the component k is obtained, and a 
degree of importance L(k) of the component k is obtained. 
When the classification proportion p(nk) and the degree of 
importance L(k) are obtained, a proportion y(k) represent 
ing a proportion of the component k to the total compo 
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4 
nents is obtained, the proportion y'(k) being calculated on 
the basis of the d-th transit information t'. The d-th transit 
information t' is an N-dimensional vector, and has D 
pieces of data that are t', t’, . . . t' (D is a positive 
integer). 

In the decomposition process, a stationary probability 
distribution p(n) is first calculated, the stationary probabil 
ity distribution p(n) being observed in the case of random 
transitions among the nodes of the network represented by 
the network information 100 (S1). The stationary probability 
distribution p(n) is obtained by simultaneous N-th degree 
equations defined by Formula (2) below. The stationary 
probability distribution p(n) is an eigenvector of the matrix 
T and has an eigenvalue of 1. 

W (2) 
p(n) =X Top" (m) 

n=1 

In a case of a network having one-way links, for example, 
a so-called rank Sink occurs, and only a node in specific 
stationary probability distribution might have a value. In 
Such a case, Formula (2) may be transformed to have, for 
example, a relation of p(n)=(1-r)XT,p'(m)+r. The sta 
tionary probability distribution p(n) may be obtained in 
accordance with the relation. Note that r is a real number 
from 0 to 1 inclusive and represents a probability of a 
random transition between nodes without passing through a 
link. 

Next, multiple transit information piecest,' represent 
ing transit nodes in random transitions between the multiple 
nodes through the multiple links are generated (S2). In the 
present exemplary embodiment, the transit information 
pieces T, are generated on the basis of t,’’=1 defined for 
the node Inland t,'=1 defined for the node m), the node 
In being selected in accordance with the stationary prob 
ability distribution p(n), the node m being selected in 
accordance with T. denoting a probability of a transition 
from the node n to the nodem. Such an N-dimensional 
vector is generated D times. The transit information pieces 
t,' is provided as an amount satisfying X,t'=2. The 
transit information piecest,' are provided on the assump 
tion that a virtual agent is found on a link between the node 
In and the node m when the virtual agent randomly 
transitions between nodes through links. 
The classification-proportion calculating unit 1210 and 

the degree-of-importance calculating unit 1211 according to 
the present exemplary embodiment respectively calculate 
the classification proportion p(nk) and the degree of impor 
tance L(k) through sequential computation. In the decom 
position process, po(nk), To(k), and Yo'(k) are temporarily 
determined before the sequential computation is started 
(S3). Values satisfying Xpo(nk)=1 and XI to(k)=1 are pro 
vided. Since p(nk) denotes the possibility proportion in 
which a node denoted by n (n=1 to N) is classified as one of 
the components that is denoted by k (k=1 to K), positive real 
numbers the number of which is KxN-1 are provided in the 
temporary determination. Note that -1 is provided because 
of Xp(nk) 1. Since to(k) denotes the degree of impor 
tance of a component denoted by k (k=1 to K) of the 
network, positive real numbers the number of which is K-1 
are provided in the temporary determination. Since Yo'(k) 
is a coefficient that represents a proportion of the component 
k to the total components and that is determined in 
accordance with the transit information t' (d=1 to D), 
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positive real numbers the number of which is KxD are 
provided in the temporary determination. 
A classification proportion p(nk) is first calculated in the 

sequential computation in a t-th sequential computation 
(S4). Note that t is expressed by using a positive integer and 
denotes the sequential computation count. The classification 
proportion p(nk) is calculated from p (nk). It (k), and 
Y'(k) that are obtained in a sequential computation 
preceding the t-th sequential computation. For example, 
p(nk) is obtained by using po(nk), Jo(k), and Yo'(k) in the 
first sequential computation performed after the temporary 
determination (S3). 
The classification-proportion calculating unit 1210 

according to the present exemplary embodiment calculates 
the classification proportion p(nk) in the t-th sequential 
computation in accordance with the relation defined by 
using Formula (3) below (S4). 

p(nk) = (3) 

W 
C 1 D 

T. D, 1 (nik (k)(d) a top (62. in P-1 (m ". . ), (6): ): 

Note that C. denotes the granularity C. 101 stored in the 
memory 10 and is expressed by using a positive real number. 
In the present exemplary embodiment, the granularity C. 101 
is a parameter. The decomposition granularity becomes finer 
as C. approaches 0. The decomposition granularity becomes 
coarser, as C. approaches infinity. In addition, D. (k) is a 
coefficient determined in accordance with Y, '(k), and 
D-1(k) XA'(k). 
The classification proportion p(nk) is calculated from 

values of a first contribution (a first right side term) and a 
second contribution (a second right side term). The value of 
the first contribution becomes high as a classification pro 
portion p (mik) becomes high in which a node (nodem 
with Tz0) having a link with the node n is classified as 
the component k. The value of the second contribution 
becomes high as a proportion Y-1'(k) of the component (k) 
to the total components becomes high. 

The first contribution is defined from a first coefficient 
C/(C+2D (k)) and the preceding classification proportion 
p. (mlk) calculated for the node (node m with Tz0) 
having the link with the node In). The first coefficient 
C/(C+2D (k)) approaches 1 as the granularity C. 101 is 
made coarser (as C. is made closer to infinity). The second 
contribution is defined from a second coefficient 1/(C+2D 
(k)), the multiple transit information pieces t,', and the 
proportion Y, '(k) of the component (k) to the total com 
ponents. The second coefficient 1/(C+2D (k)) approaches 
0 as the granularity C. 101 is made coarser (as C. is made 
closer to infinity). As to be described below, the proportion 
Y'(k) of the component (k) to the total components is 
calculated from the classification proportion P. (nk) and 
the degree of importance at (k) that are obtained in the 
preceding calculation. 

Next, the proportion Y.'(k) of the component (k) to the 
total components is calculated from the classification pro 
portion p (nk), the degree of importance at (k), and the 
multiple transit information pieces T, (S5), the classifica 
tion proportion p (nk) and the degree of importance 
It (k) being obtained in the preceding calculation. In the 
present exemplary embodiment, the proportion Y.'(k) is 
calculated in accordance with Formula (4) below. A com 
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6 
ponent having a relatively high degree of importance among 
the components takes on a high value of the proportion 
Y(k). 

W (4) 

it (k) (p. (nk)'." 
=l 

W 

X. (, or (p, (mij): 
n=1 

Further, the degree of importance L(k) of the component 
k of the network is calculated (S6). The degree of impor 
tance L(k) is calculated in Such a manner as to take on a high 
value as the proportion Y.'(k) of the component (k) to the 
total components becomes high. In the present exemplary 
embodiment, the degree of importance L(k) of the compo 
nent k is calculated in accordance with Formula (5) below. 

(5) 

In accordance with Formulas (3), (4), and (5) above, the 
classification proportion p(nk), the degree of importance 
7,(k), and the proportion Y.'(k) are calculated from the 
classification proportion p (nk), the degree of importance 
7t, (k), the proportion Y, '(k), and the transit information 
pieces t,', the classification proportion p(nk), the 
degree of importance t, (k), and the proportion Y, '(k) 
being obtained in the preceding calculation. 

In the decomposition process, the calculating unit 121 
determines whether an absolute value |Q-Q, I of a differ 
ence between an evaluation value Q, before the most 
recent sequential computation and an evaluation value Q, 
after the sequential computation is Smaller than a predeter 
mined reference value e and thereby determines whether to 
terminate the sequential computation (S7). In the present 
exemplary embodiment, the evaluation value Q, is defined in 
accordance with Formula (6) below. 

(6) 
Q = S. 

K W D W 

y y 3. y”(k)r;” + ay Tip, (mik) log(p,(nik)) 
d=1 n=1 

If IQ,-Q |<e does not hold true, the classification pro 
portion p(nk), the degree of importance L(k), and the 
proportion Y.'(k) that are the most recent are updated as the 
preceding classification proportion, the preceding degree of 
importance, and the preceding proportion (S8). Thereafter, a 
series of steps is repeated, that is, calculating the classifi 
cation proportion p(nk) (S4), calculating the proportion 
Y'(k) (S5), calculating the degree of importance it, (k) 
(S6), and determining whether IQ-Q,<e holds true (S7). 
The classification-proportion calculating unit 1210 and the 
degree-of-importance calculating unit 1211 according to the 
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present exemplary embodiment repeat the aforementioned 
steps until the absolute value of the evaluation value differ 
ence becomes lower than the predetermined value, thus 
calculating the classification proportion and the degree of 
importance through the sequential computations. This leads 5 
to the soft clustering asymptotically performed on the net 
work information 100. 

If |Q-Q |<e holds true, the classification proportion in 
which the node n is classified as the component k and the 
degree of importance of the component k are determined 
in accordance with p(nk) p(nk) and L(k) It,(k), respec 
tively (S9). With the information processing apparatus 1 
according to the present exemplary embodiment, adjustment 
of the predetermined value e enables the classification 
proportion p(nk) and the degree of importance L(k) to be 
obtained with any accuracy, thus enabling the soft clustering 
to be performed on the network with any accuracy. Note that 
the number of times sequential computation is performed 
may be specified in advance. Values of p(nk) and It,(k) 
obtained after the predetermined number of times of the 
sequential computation may be determined as the classifi 
cation proportion p(nk) and the degree of importance L(k), 
respectively. 

FIG. 4 is a chart illustrating a classification proportion and 
a degree of importance calculated by the information pro 
cessing apparatus 1 according to the exemplary embodiment 
of the invention. FIG. 4 illustrates the classification propor 
tion and the degree of importance calculated by the classi 
fication-proportion calculating unit 1210 and the degree-of 
importance calculating unit 1211 according to the present 
exemplary embodiment after the network information 100 in 
FIG. 2 and the granularity c. 101 are input. In the network 
information 100 according to the present exemplary embodi 
ment, the number of nodes is 7 (N=7), and the calculated 
number of components is 2 (K-2). The number K of 
components is a parameter the user is allowed to temporarily 
determine in advance. However, if a sufficiently high value 
is set as K, a component k with L(k)<e appears. In the soft 
clustering performed on the network information 100, the 
component k satisfying L(k)<e is considered to have a 
degree of importance of 0 (the component k is not found). 
Note that a sufficiently high value as K means a value 
approximately equal to or higher than the number N of 
nodes. In other words, in the present exemplary embodi 
ment, setting a Sufficiently high value as K means setting of 45 
Ke7. As a result of the sequential computations performed 
by using a condition of, for example, K=7 by the classifi 
cation-proportion calculating unit 1210 and the degree-of 
importance calculating unit 1211 according to the present 
exemplary embodiment, five components have degrees of 50 
importance with L(k)<e, and two components have degrees 
of importance with L(1)=0.6 and t(2)=0.4, respectively. 
Accordingly, it is said that the network information 100 in 
the present exemplary embodiment has been classified into 
two components in the soft clustering. As to be described 55 
later, the number of components into which the network 
information 100 is classified depends on the size of the 
granularity C. 101. 
As it is understood from Formula (3), the classification 

proportion p(nk) of any component k is provided as an 60 
amount satisfying Xp(nk) 1. Suppose a case where a first 
component (k=1) is taken as an example and classification 
proportions in which the multiple nodes are classified as the 
component 1 are checked. The results are p(11)=0.25, 
p(21)=0.25, p(31)=0.25, p(4|1)=0.15, p(51)=0.05, p(61)= 65 
0.025, and p(71)=0.025. Accordingly, the classification 
proportions in which the nodes 1, 2, and 3 are classified 
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8 
as the component 1 are each /4. In contrast, the classifi 
cation proportion in which the node 4 is classified as the 
component 1 is 0.15, and thus is slightly lower than the 
aforementioned values. The classification proportion in 
which the node 5 is classified as the component 1 is 0.05, 
and the classification proportions in which the nodes 6 and 
7 are classified as the component 1 are each 0.025. These 
values are much lower than the others. 

Also suppose a case where the classification proportions 
in which the multiple nodes are classified as a component 2 
are checked. The classification proportions in which the 
nodes 1, 2, and 3 are classified as the component 2 are 
each 0.03 and are much lower than the others. The classi 
fication proportion in which the node 4 is classified as the 
component 2 is 0.11 and slightly lower than other nodes. 
The classification proportion in which the node 5 is 
classified as the component 2 is 0.2, and the classification 
proportions in which the nodes 6 and 7 are classified as 
the component 2 are each 0.3. 
As being expected from the structure of the network 

information 100 illustrated in FIG. 2, the information pro 
cessing apparatus 1 according to the present exemplary 
embodiment classifies a group of the nodes 1, 2, and 3 
and a group of the nodes 5, 6, and 7 as respective 
different components. The node 4 is an intermediate node, 
and the classification proportions in which the node 4 is 
classified as the component 1 and the component 2 are 
approximately the same. Nevertheless, the classification 
proportions in which the nodes 1, 2, and 3 are classified 
as the component 2 are not 0, and the classification 
proportions in which the nodes 5, 6, and 7 are classified 
as the component 1 are not 0, either. Calculating the 
classification proportions in Such a manner enables nodes in 
a network to be classified as belonging to multiple compo 
nents, thus enabling the Soft clustering to be performed on 
the network. 
The degree of importance L(k) is provided as an amount 

satisfying XTC(k) 1. The degree of importance L(k) repre 
sents a degree of importance of the component k relative 
to the entire network. The degree of importance of the 
component k is determined, depending on the number of 
nodes classified as the component k. Among the classifi 
cation proportions obtained in the present exemplary 
embodiment, the nodes 1, 2, and 3 particularly have the 
high classification proportions regarding the component 1. 
the nodes 5, 6, and 7 particularly have the high clas 
sification proportions regarding the component 2, and the 
node 4 has the higher classification proportion in which the 
node 4 is classified as the component 1 than the classi 
fication proportion in which the node 4 is classified as the 
component 2. Accordingly, there are more nodes classified 
as the component 1 than nodes classified as the component 
2, thus resulting in L(1)>L(2). 
FIG. 5 is a chart illustrating a degree of belonging 

calculated by the information processing apparatus 1 accord 
ing to the exemplary embodiment of the invention. The 
degree of belonging is provided as an amount calculated by 
the degree-of-belonging calculating unit 122 and is calcu 
lated for each of the multiple nodes in Such a manner as to 
take on a high value as the classification proportion p(nk) 
becomes high in which the node n is classified as the 
component k. In the present exemplary embodiment, a 
degree of belonging q(kn) of the node n belonging to the 
component k is obtained in accordance with Formula (7) 
below. 
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As it is understood from Formula (7), the degree of 
belonging q(k|n) satisfies Xq(kln)=1. In other words, the 
total sum of degrees of belonging of a certain node that 
belongs to multiple components is 1. The degree of belong 
ing q(klin) is an amount, relative to the total components, 
measured as a degree of belonging of a certain node n to 
the component k. 

FIG. 6 is a graph representing the degree of belonging of 
each node calculated by the information processing appara 
tus 1 according to the exemplary embodiment of the inven 
tion. The horizontal axis of the graph represents node No. 
and the vertical axis represents the degree of belonging. For 
example, the degree of belonging of each of the nodes 1. 
2, and 3 to the component 1 is q(11)=q(12)=q(113)= 
0.93, and the degree of belonging to the component 2 is 
q(21)=q(22)=q(23)=0.07. Accordingly, the nodes 1, 2. 
and 3 are considered to have a relatively high degree of 
belonging to the component 1. The node 4 has a degree 
of belonging to the component 1 of q(14)=0.67 and a 
degree of belonging to the component 2 of q(24)=0.33, 
and thus has a relatively high degree of belonging to the 
component 1. However, the node 4 has the degree of 
belonging to the component 2 that is not ignorable, and 
thus may be considered to be an intermediate node. The node 
5 is also an intermediate node and has a degree of 
belonging to the component 1 of q(115)=0.27 and a degree 
of belonging to the component 2 of q(25)=0.73. In con 
trast, the nodes 6 and 7 each have a degree of belonging 
to the component 1 of q(16)=q.(117)=0.11 and a degree of 
belonging to the component 2 of q(26)=q(27)=0.89 and 
are each considered to have a relatively high degree of 
belonging to the component 2. 

The information processing apparatus 1 according to the 
present exemplary embodiment assigns each node a calcu 
lated degree of belonging and performs indexing on the 
node. The degree of belonging q(k|n) assigned to the node 
In as an index is a K-dimensional vector and represents a 
characteristic of the noden by using real number values the 
number of which is K. The index may be said to express the 
content of the node that is compressed into the K-dimen 
sional vector. The index may be used not only for calculating 
personalized rankings of the nodes (described below) but 
also for performing a node search. For example, in a case 
where a request to retrieve a node having a particular type 
of characteristic is received from a user, the information 
processing apparatus 1 extracts one or more network com 
ponents included in the user's request and selects a node 
having a high degree of belonging to the extracted compo 
nent, thus using the selected node as a retrieval result. 
Employing such a method enables nodes to be searched at a 
higher speed than in a case where the content of each node 
is directly searched. 

FIG. 7 is a chart illustrating the acquired interest vector I 
102 and a calculated personalized ranking in the information 
processing apparatus 1 according to the exemplary embodi 
ment of the invention. The interest vector I 102 is a vector 
with the same number of dimensions as the total number N 
of nodes, has elements each expressed by using a positive 
real number, and is a normalized vector that satisfies XI, 1. 
Each element has a value representing how much the user is 
interested in a corresponding one of the multiple nodes. The 
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10 
higher the value is, the more the user is interested in the 
node. The lower the value is, the less the user is interested 
in the node. For example, Suppose a case where the multiple 
nodes are document data. In this case, each element of the 
interest vector I 102 may be determined, on the basis of 
words input by the user, in accordance with I,(the number 
ofuser input words included in the noden)/X (the number 
of user input words included in the node m). 

FIG. 7 illustrates an example of the interest vector I 102 
stored in the information processing apparatus 1 according 
to the present exemplary embodiment. The interest vector I 
102 has I 0 (n=0 to 5), I=0.8, and I, 0.2. The example of 
the interest vector I 102 in the present exemplary embodi 
ment illustrates a state in which the user is highly interested 
in the node 6 in particular and slightly interested in the 
node 7. 
The personalized-ranking calculating unit 123 calculates 

the personalized rankings of the multiple nodes by using the 
classification proportion p(nk), the degree of importance 
JL(k), the degree of belonging q(klin), and the interest vector 
I 102. The classification proportion p(nk), the degree of 
importance L(k), and the degree of belonging q(kln) are 
respectively calculated by the classification-proportion cal 
culating unit 1210, the degree-of-importance calculating 
unit 1211, and the degree-of-belonging calculating unit 122. 
The personalized-ranking calculating unit 123 calculates the 
personalized rankings based on the interest vector I 102 with 
respect to a component k that is one of the components to 
which a node n having a relatively high value of the 
interest vector I 102 belongs, the component k exhibiting 
a relatively high degree of belonging q(klin). The calculation 
is performed Such that node having a higher degree of 
belonging q(k|n) to the component k than the other nodes 
is ranked higher. Specifically, in the present exemplary 
embodiment, a node having a higher value of the element I, 
of the interest vector I 102 than other nodes is the node 6. 
and the node 6 has a higher degree of belonging to the 
component 2 than to the other component. The nodes 6 
and 7 have a higher degree of belonging to the component 
2 than other nodes, and the node 5 comes next. 
In the present exemplary embodiment, a personalized 

ranking p(nI), of a node n, based on the interest vector I 
102 is obtained in accordance with Formula (8) below. 

FIG. 8 is a graph representing the personalized ranking of 
each node calculated by the information processing appara 
tus 1 according to the exemplary embodiment of the inven 
tion. In the graph in FIG. 8, the horizontal axis represents 
node No., and the vertical axis represents personalized 
ranking p(nI). The nodes 6 and 7 have a personalized 
ranking of 0.28 that is the highest value among the nodes. 
The node 5 has a personalized ranking of p(5II)=0.18, and 
the node 4 has a personalized ranking of p(4II)=0.11. The 
nodes 5 and 4 are ranked middle. The nodes 1 to 3 
each have a low personalized ranking of 0.05. The total sum 
of these values is 1, that is, (Xp(nI)=1), and thus the 
personalized rankings are determined as relative rankings 
among the multiple nodes. 
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The information processing apparatus 1 according to the 
present exemplary embodiment is enabled to output a per 
Sonalized ranking of a node in real time in response to a 
request from a user for whom the interest vector I 102 has 
been identified. For example, Suppose a case where nodes 
represent document data. In response to input of a search 
string by the user for whom the interest vector I 102 has been 
identified, processing is performed in Such a manner as to 
perform a search based on an index q(klin) and to preferen 
tially present a node having a high personalized ranking 
p(n|I), thus enabling a search to be performed on nodes in 
accordance with the users interest. The information pro 
cessing apparatus 1 according to the present exemplary 
embodiment does not have to in advance calculate the 
personalized rankings of the nodes, and thus enables the 
personalized rankings to be calculated after receiving the 
request from the user. This enables personalized rankings to 
be provided, with a situation change reflected more favor 
ably than in the case where the personalized rankings is in 
advance calculated. 

FIG. 9 is a diagram illustrating a relationship between the 
number K of components and a granularity 101 acquired by 
the information processing apparatus 1 according to the 
exemplary embodiment of the invention. In the information 
processing apparatus 1 according to the present exemplary 
embodiment, the granularity 101 in the case of classifying 
nodes in the network into components is parameterized by 
using a positive real number C. In the parameterization in the 
present exemplary embodiment, the larger C. is, the coarser 
the classification granularity is. The Smaller C. is, the finer 
the classification granularity is. FIG. 9 does not accurately 
illustrate how the soft clustering is performed on the net 
work and is provided to illustrate a relationship between the 
granularity 101 and the number K of components. In FIG. 9. 
broken-line ellipses represent components in the network, 
and each broken line Surrounds a group of nodes having 
higher degrees of belonging to one of the components than 
to the other components. 
A component 2 in a first example represents a component 

observed in a case where the granularity 101 is relatively 
coarse. In the first example, the granularity 101 is relatively 
coarse, and thus calculation results in a single component to 
which all the nodes in the network belong. In this case, the 
number of components having a degree of importance that 
is not 0 (that does not satisfy the degree of importances.the 
predetermined reference value e) is 1, and the total number 
of components is 1. 
The broken-line ellipses represent components 3a and 3b 

in a second example that are calculated in the second 
example and that exhibit a finer granularity 101 than in the 
first example. Four nodes belong to the component 3a in the 
second example, and three nodes belong to the component 
3b in the second example. Nodes 1 to 4 have relatively 
high degrees of belonging to the component 3a in the second 
example, and nodes 5 to 7 have relatively high degrees 
of belonging to the component 3b in the second example. 
Note that each node has degrees of belonging to the respec 
tive components, and the degrees of belonging might not be 
0. In particular, nodes such as the nodes 4 and 5 each 
might have approximately the same degrees of belonging to 
two respective components. In the second example, calcu 
lation results in two components to which the nodes in the 
network belong. In this case, the number of components 
having a degree of importance that is not 0 is 2, and the total 
number of components is 2. 
The broken-line ellipses represent components 4a, 4b, and 

4c in a third example that are calculated in the third example 
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12 
and that exhibit a finer granularity 101 than in the second 
example. Two nodes belong to the components 4a and 4b in 
the third example, and three nodes belong to the component 
4c in the third example. Nodes 2 and 3 have relatively 
high degrees of belonging to the component 4a in the third 
example. Nodes 1 and 4 have relatively high degrees of 
belonging to the component 4b in the third example. Nodes 
5 to 7 have relatively high degrees of belonging to the 
component 4c in the third example. Since a Small number of 
nodes belong to one component in the third example, the 
components are likely to overlap with each other. Accord 
ingly, each node might have approximately the same degrees 
of belonging to respective components. In the third example, 
calculation results in three components to which the nodes 
in the network belong. In this case, the number of compo 
nents having a degree of importance that is not 0 is 3, and 
the total number of components is 3. 
As described above, a coarser granularity C. 101 leads to 

a Smaller number of found components in the information 
processing apparatus 1 according to the present exemplary 
embodiment. The user of the information processing appa 
ratus 1 may use different granularities C. 101 to perform soft 
clustering on the same network information 100 of a net 
work and thus may discompose the network into various 
layers. 

Hereinafter, the meaning of the classification proportion, 
the degree of importance, the granularity C, the degree of 
belonging, and the personalized ranking in the present 
exemplary embodiment will be described based on the 
theoretical background. Suppose a case where a virtual agent 
randomly transitions in the network represented by the 
network information 100. In a case where a probability of 
finding the virtual agent in a node n is p(n), p(n) may be 
expressed as p(n) Xp(nk)p(k) by using a certain probabil 
ity p(k) and a conditional probability p(nk). In the present 
exemplary embodiment, the classification proportion p(nk) 
in which the node n is classified as a component k is 
considered to be the conditional probability p(nk), and the 
degree of importance L(k) of the component k is consid 
ered to be the probability p(k). The classification proportion 
p(nk) and the degree of importance L(k) are also considered 
to be parameters 0 that are to be set. The parameters 0 are 
real numbers and the number of real numbers is (N+1)xK-2. 
The classification proportion p(nk) is a probability at which 
the virtual agent is found in the noden in a case where the 
virtual agent is found in the component k. The degree of 
importance L(k) is a probability at which the virtual agent is 
found in the component k. 

Each parameter 0 is determined under the condition that 
data X is obtained in observation of the network. In the 
present exemplary embodiment, the data X is the transit 
information T,'. The transit information T, represents 
which link the virtual agent is passing through in the d-th 
observation. The data X has NXD pieces of values of 0 and 
1. 

In the present exemplary embodiment, each parameter 0 
(the classification proportion and the degree of importance) 
is determined by maximizing a likelihood p(x|0) at which 
the data X (transit information) is obtained in a case where 
the parameter 0 is assumed. In other words, a maximum 
likelihood estimation method is used in which the parameter 
0 is estimated by maximizing a likelihood function p(x0). 

In the present exemplary embodiment, maximum likeli 
hood estimation is performed on the parameter 0 by using an 
expectation-maximization (EM) algorithm. The maximum 
likelihood estimation thus uses a latent variable Z." for 
satisfying p(x0) Xp(X, Z10). In the present exemplary 



US 9,690,969 B2 
13 

embodiment, the latent variable Z, is a vector with the 
same number of dimensions as the total number K of 
components. The latent variable Z, is a unit vector that 
satisfies Z=1 and the other elements=0 in a case where the 
virtual agent is located in the component c. The latent 
variable Z.' represents a variable obtained in the d-th trial. 
The latent variable Z has KxD pieces of values of 0 and 1. 
The EM algorithm determines the parameter 0 by maxi 

mizing an evaluation value QXp(ZIX, 0)log(P(X, Z10)) that 
facilitates calculation, instead of directly maximizing the 
likelihood function p(x|0). Even though the evaluation value 
Q is maximized, instead of the likelihood function p(x0), 
the same result as in the case of maximizing the likelihood 
function p(x|0) is obtained. 

In the present exemplary embodiment, Formula (9) below 
is provided to assume each parameter 0 (the classification 
proportion and the degree of importance). In other words, it 
is assumed that the parameter 0 is subject to probability 
distribution expressed by Formula (9). This means that prior 
probability distribution of the parameter 0 is assumed to be 
Dirichlet distribution. 

W W (9) 

P(0) & (p(nk) 2-1 innP-1. 

Note that p(nk) and p (mlk) are each a classification 
proportion in the sequential computation in the decomposi 
tion process, C. is the granularity 101, and T is a transition 
probability determined from the structure of the network 
information 100. 
The probability distribution p(0) to which the parameter 

0 is subject may also be considered to represent a probability 
P(p(nk) lp (nk)) of a transition from p (nk) to p, (nk). 
At a limit of C->OO, P(p(nk)|p (nk))->ö(p(nk)- 
XTp (mik)) holds true. Note that Ö represents a so 
called delta function. Specifically, as the granularity 101 
becomes coarser, a relation describing development of 
p(nk) in the sequential computation asymptotically 
approaches a relation p(nk) XTp (mlk) that holds 
true in a case of random transitions in the network. In the 
present exemplary embodiment, it may be said that C. is a 
parameter representing a deviation from the relation p(nk) 
XTp (milk). As C. approaches 0, the deviation from the 
deterministic relation p(nk) XTp (mik) becomes 
larger. 

In the EM algorithm, the evaluation value Q, in Formula 
(6) is partially differentiated by using p(nk) and L(k) that 
are the parameters 0, and the parameters 0 leading to the 
maximum value of the evaluation value Q, are thereby 
determined. This results in Formula (3) regarding the clas 
sification proportion p(nk) and Formula (5) regarding the 
degree of importance L(k). Thereafter, if an absolute value 
of a difference in maximum value between the evaluation 
value Q, and the evaluation value Q, becomes lower than 
the predetermined reference value e, the sequential compu 
tation is terminated, and p(nk) and L(k) are determined. 

In a case where the evaluation value is maximized, 
constraints that are Xp,(nk) 1 and XII,(k) 1 are required 
to be considered. The constraints may be included in a list 
of the evaluation values Q by using Lagrange's method of 
undetermined multiplier, or calculations may be performed 
with the constraints being released, that is, for example, with 
p(n=NIk) being defined as p(n=NIk)=1-p,(n=1|k)-p, 
(n=2|k) ... -p(n=N-1|k). 
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14 
The degree of belonging q(kln) is obtained in accordance 

with Formula (7). Formula (7) is a relation known as Bayes’ 
theorem, and the degree of belonging q(k|n) is equivalent to 
a conditional probability p(kin). The degree of belonging 
q(klin) represents a probability at which the virtual agent 
belongs to the component k in a case where the virtual 
agent is found in the node n. 
A personalized ranking p(n) is a conditional probability 

and obtained in accordance with Formula (8). The person 
alized ranking p(nI) represents a probability at which the 
virtual agent is found in the noden under the condition that 
an interest vector I of a user is provided. 
The foregoing description of the exemplary embodiment 

of the present invention has been provided for the purposes 
of illustration and description. It is not intended to be 
exhaustive or to limit the invention to the precise forms 
disclosed. Obviously, many modifications and variations 
will be apparent to practitioners skilled in the art. The 
embodiment was chosen and described in order to best 
explain the principles of the invention and its practical 
applications, thereby enabling others skilled in the art to 
understand the invention for various embodiments and with 
the various modifications as are Suited to the particular use 
contemplated. It is intended that the scope of the invention 
be defined by the following claims and their equivalents. 
What is claimed is: 
1. An information processing apparatus comprising: 
an acquiring unit that acquires a granularity and network 

information that includes a plurality of nodes and a 
plurality of links connecting the plurality of nodes, the 
granularity being used to classify the plurality of nodes 
into a plurality of components; and 

a classification-proportion calculating unit that calculates 
a classification proportion in which each of the plurality 
of nodes is classified as one of the components, the 
classification-proportion calculating unit calculating 
the classification proportion for each of the plurality of 
components by using values of a first contribution and 
a second contribution, the first contribution taking on a 
high value as the classification proportion becomes 
high in which one of the nodes having a corresponding 
one of the links is classified as the component, the 
second contribution taking on a high value as a pro 
portion of the component to the plurality of compo 
nents becomes high. 

2. The information processing apparatus according to 
claim 1, further comprising: 

a degree-of-belonging calculating unit that calculates, for 
each of the plurality of nodes, a degree of belonging of 
the node to each of the plurality of components such 
that the degree of belonging takes on a high value as the 
classification proportion becomes high in which the 
node is classified as the component. 

3. The information processing apparatus according to 
claim 2, further comprising: 

a degree-of-importance calculating unit that calculates, 
for each of the plurality of components, a degree of 
importance of the component Such that the degree of 
importance takes on a high value as the proportion of 
the component to the plurality of components becomes 
high, 

wherein the degree-of-belonging calculating unit calcu 
lates, for each of the plurality of nodes, the degree of 
belonging of the node to each of the plurality of 
components such that the degree of belonging takes on 
a high value as the degree of importance of the com 
ponent becomes high. 
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4. The information processing apparatus according to 
claim 3, 

wherein the acquiring unit further acquires, for each of the 
plurality of nodes, a value representing how much a 
user is interested in the node, 

the information processing apparatus further comprising 
a personalized-ranking calculating unit that calculates a 

personalized ranking based on the value for each of the 
plurality of nodes with respect to one of the compo 
nents to which one of the nodes that has a relatively 
high value belongs, the component exhibiting a rela 
tively high degree of belonging, the personalized 
ranking calculating unit calculating the personalized 
ranking such that one of the nodes that has a higher 
degree of belonging to the component than other nodes 
is ranked higher. 

5. The information processing apparatus according to 
claim 1, 

wherein the classification-proportion calculating unit and 
a degree-of-importance calculating unit calculate the 
classification proportion and a degree of importance, 
respectively, in sequential computation, 

wherein the first contribution is determined from a first 
coefficient and a preceding classification proportion 
calculated for the one of the nodes having the corre 
sponding one of the links, the first coefficient approach 
ing 1 as the granularity is made coarser, and 

wherein the second contribution is determined from a 
second coefficient, a plurality of pieces of transit infor 
mation, and the proportion of the component to the 
plurality of components, the second coefficient 
approaching 0 as the granularity is made coarser, the 
plurality of pieces of transit information indicating 
nodes passed through in a case of random transitions 
between the plurality of nodes through the plurality of 
links, the proportion of the component to the plurality 
of components being calculated from the preceding 
calculated classification proportion and a preceding 
calculated degree of importance. 

6. The information processing apparatus according to 
claim 5, 

wherein in a case where 
in denotes one of the plurality of nodes, k denotes one of 

the plurality of components, p (nk) denotes the pre 
ceding calculated classification proportion among the 
classification proportions in which a node n is classified 
as a component k, C. denotes the granularity, T, 
denotes information regarding a link connecting the 
node n and a node m, t, denotes the plurality of 
pieces of transit information indicating transit through 
the node n, and t (k) denotes the preceding calculated 
degree of importance among the degrees of importance 
of the component k, 

where a proportion Y.'(k) of the component k to the 
plurality of components is calculated from the preced 
ing calculated classification proportion p (nk), the 
degree of importance at Sk), and the plurality of pieces 
of transit information t' and is determined in accor 
dance with 

and 
where D-1(k) XA', '(k) is determined, 
the classification-proportion calculating unit performs the 

sequential computation to obtain the classification pro 
portion in accordance with a relation 
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16 
the degree-of-importance calculating unit performs the 

sequential computation to obtain the degree of impor 
tance in accordance with a relation 

wherein in a case where a determination value Q, deter 
mined in accordance with 

satisfies a relation with a predetermined value e 
Q-9, Ise, 

the degree-of-importance calculating unit determines the 
classification proportion in which the node n is classi 
fied as the component k to be p(nk) p(nk) and the 
degree of importance of the component k to be JLCk)= 
I,(k). 

7. The information processing apparatus according to 
claim 6, 

wherein in a case where q(kn) denotes a degree of 
belonging of the node n to the component k, 

a degree-of-belonging calculating unit calculates the 
degree of belonging in accordance with a relation 

8. The information processing apparatus according to 
claim 7. 

wherein in a case where I, denotes a value representing 
how much a user is interested in the node n, and where 
p(n|I) denotes a personalized ranking of the node n 
calculated for the user, 

a personalized-ranking calculating unit calculates the per 
Sonalized ranking in accordance with a relation 

9. A non-transitory computer readable medium storing a 
program causing a computer to execute a process compris 
1ng: 

acquiring a granularity and network information that 
includes a plurality of nodes and a plurality of links 
connecting the plurality of nodes, the granularity being 
used to classify the plurality of nodes into a plurality of 
components; and 

calculating a classification proportion in which each of the 
plurality of nodes is classified as one of the compo 
nents, the classification proportion being calculated for 
each of the plurality of components by using values of 
a first contribution and a second contribution, the first 
contribution taking on a high value as the classification 
proportion becomes high in which one of the nodes 
having a corresponding one of the links is classified as 
the component, the second contribution taking on a 
high value as a proportion of the component to the 
plurality of components becomes high. 

10. An information processing method comprising: 
acquiring a granularity and network information that 

includes a plurality of nodes and a plurality of links 
connecting the plurality of nodes, the granularity being 
used to classify the plurality of nodes into a plurality of 
components; and 

calculating a classification proportion in which each of the 
plurality of nodes is classified as one of the compo 
nents, the classification proportion being calculated for 
each of the plurality of components by using values of 
a first contribution and a second contribution, the first 
contribution taking on a high value as the classification 
proportion becomes high in which one of the nodes 
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having a corresponding one of the links is classified as 
the component, the second contribution taking on a 
high value as a proportion of the component to the 
plurality of components becomes high. 
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