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ELECTRONIC DEVICE AND EYE REGION 
DETECTION METHOD IN ELECTRONIC 

DEVICE 

PRIORITY 

This application claims priority under 35 U.S.C. S 119(a) 
to Korean Patent Application Serial No. 10-2013-0078407, 
which was filed in the Korean Intellectual Property Office on 
Jul. 4, 2013, the entire content of which is incorporated 
herein by reference. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present disclosure relates generally to an electronic 

device and an eye region detecting method. 
2. Description of Related Art 
Recently, technologies based on biometrics have been 

widely applied to electronic devices. The biometric technol 
ogy is a technology that measures physical and behavioral 
characteristics of humans through an automated device, and 
utilizes the measured data for personal identification. The 
biometric technology may recognize physical characteris 
tics, for example, a fingerprint, a palm print, a face, the shape 
of a hand, an iris, a vein, and the like, so as to utilize the 
recognized data as a means of personal identification. 
The iris recognition of the biometric technology is a 

technology that recognizes an iris that has a unique pattern 
for each person. The iris of a person has features that do not 
change over the course of their life and is unique to that 
person, and, thus, iris recognition is an actively conducted 
biometric technology. Also, the iris recognition has a faster 
processing rate and a higher reliability and recognition rate 
than other biometric technologies and, thus, may be 
acknowledged as an important branch of biometric technol 
Ogy. 

In order to apply iris recognition to a portable electronic 
device such as a mobile phone and the like, there is a need 
for a technology which can detect an eye region from a 
high-definition facial image in real time. 

However, the conventional method of detecting the eye 
region from the high-definition facial image in real-time, 
requires the use of expensive equipment and it is further 
inconvenient to obtain an image. As a result, the technology 
has not been widely utilized for portable electronic devices 
but has been frequently used for a field that requires security. 

Examples of the conventional eye region detection tech 
nologies include an eye region detection technology using 
the AdaBoost algorithm, a rapid eye detection that uses the 
brightness of an eye region and the Surrounding region, and 
the like. However, the conventional eye region detection 
technologies require a great amount of algorithm operation 
and thus, have difficulty in detecting an eye from a high 
definition facial image in a mobile environment in real time. 

SUMMARY 

The present disclosure has been made to address at least 
the problems and disadvantages described above, and to 
provide at least the advantages described below. Accord 
ingly, an aspect of the present disclosure is to provide an 
electronic device that detects, with a few operations, an eye 
region from a high-definition facial image in real time in a 
mobile environment, and an eye region detection method 
implemented in an electronic device. 
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2 
In accordance with an aspect of the present disclosure, 

there is provided an electronic device. The electronic device 
includes a camera module that obtains a Near-Infrared Ray 
(NIR) image, and a controller that converts the NIR image 
into an integral image, detects at least one candidate eye 
region from the integral image using at least one mask, 
detects a pupil region and an eyebrow region from the at 
least one candidate eye region, and to detect an eye region 
based on the pupil region. 

In accordance with another aspect of the present disclo 
Sure, there is provided a method of detecting an eye region 
in an electronic device. The method includes obtaining a 
Near-Infrared Ray (NIR) image, converting the NIR image 
into an integral image, detecting at least one candidate eye 
region from the integral image using at least one mask, 
detecting a pupil region and an eyebrow region from the 
candidate eye region, and detecting an eye region based on 
the pupil region. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The above and other aspects, features, and advantages of 
the present disclosure will be more apparent from the 
following detailed description taken in conjunction with the 
accompanying drawings, in which: 

FIG. 1 is a block diagram of a portable terminal according 
to an embodiment of the present disclosure; 

FIG. 2 is a flowchart of an eye region detection method in 
a portable terminal according to an embodiment of the 
present disclosure; 

FIGS. 3A-3D are examples of a mask for detecting a 
candidate eye region according to an embodiment of the 
present disclosure; 

FIGS. 4A and 4B are diagrams illustrating a method of 
detecting a first candidate eye region using a first mask 
according to an embodiment of the present disclosure; 

FIGS. 5A and 5B are diagrams illustrating a method of 
detecting a second candidate eye region using a second mask 
according to an embodiment of the present disclosure; 

FIGS. 6A and 6B are diagrams illustrating a method of 
detecting a third candidate eye region using a third mask 
according to an embodiment of the present disclosure; 

FIGS. 7A and 7B are diagrams illustrating a method of 
detecting a fourth candidate eye region using a fourth mask 
according to an embodiment of the present disclosure; 

FIG. 8 is a diagram illustrating a histogram of eye images 
according to an embodiment of the present disclosure; and 

FIG. 9 is a diagram illustrating a method of detecting an 
eye region based on a pupil region according to an embodi 
ment of the present disclosure. 

DETAILED DESCRIPTION OF EMBODIMENTS 
OF THE PRESENT INVENTION 

Hereinafter, various embodiments of the present disclo 
sure will be described in detail. First, terms used in the 
various embodiments of the present disclosure will be 
briefly described. 

With respect to the terms in the various embodiments of 
the present disclosure, the general terms which are currently 
and widely used are selected in consideration of functions of 
structural elements in the various embodiments of the pres 
ent disclosure. However, meanings of the terms may be 
changed according to intention, a judicial precedent, appear 
ance of a new technology, and the like. In addition, in certain 
cases, a term which is not commonly used may be selected. 
In such a case, the meaning of the term will be described in 
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detail at the corresponding part in the description of the 
present disclosure. Therefore, the terms used in the various 
embodiments of the present disclosure should be defined 
based on the meanings of the terms and the descriptions 
provided herein. 

In various embodiments of the present disclosure, when a 
part “includes a component element, it does not mean 
excluding other component elements but it shall be con 
Strued that one or more other components can be included 
unless they are specifically described to the contrary. Also, 
terms, such as “unit, "module', or the like, mean a unit for 
processing at least a function or an operation, and may be 
embodied through hardware, Software, or a combination 
hardware and software. 

Hereinafter, the various embodiments of the present dis 
closure will be described in detail with reference to accom 
panying drawings. However, the present disclosure is not 
restricted by the various embodiments, and is not limited to 
the embodiments. The same reference numerals represented 
in each of the drawings indicate elements that perform 
Substantially the same functions. 

According to an embodiment of the present disclosure, an 
electronic device is a portable terminal Such as a Smart 
phone, and the like. 

FIG. 1 is a block diagram of the portable terminal 
according to an embodiment of the present disclosure. 

Referring to FIG. 1, a portable terminal 100 (hereinafter, 
also referred to as a device’) includes a controller 110, a 
communication unit 120, an audio signal processing unit 
130, a key input unit 140, a camera module 150, a memory 
160, and a display unit 170. 
The controller 110 may be a Central Processor Unit 

(CPU). The controller 110 may include a Digital Signal 
Processor (DSP), and includes a Read Only Memory (ROM) 
in which a control program for a control of the portable 
terminal 100 is stored, and a Random Access Memory 
(RAM) which stores a signal or data input from the outside 
of the portable terminal 100 or is used as a storage area for 
a task executed in the portable terminal 100. The CPU may 
include a single core type CPU, a dual core type CPU, a 
triple core type CPU, or a quad core type CPU. The CPU, the 
RAM and the ROM are connected with each other through 
internal buses. 
The controller 110 controls the communication unit 120, 

the audio signal processing unit 130, the key input unit 140, 
the memory 160, and the display unit 170. That is, the 
controller 110 executes a general control function associated 
with the portable terminal 100, and controls a signaling flow 
among components. 

In particular, according to an embodiment of the present 
disclosure, the controller 110 obtains a Near-Infrared Ray 
(NIR) image, and executes a control for detecting an eye 
region using the obtained NIR image. In particular, the 
controller 110 includes an image converting module 112, a 
candidate eye region determining module 114, a candidate 
eye region selecting module 116, and an eye region detecting 
module 118, and executes a control for detecting an eye 
region using the image converting module 112, the candi 
date eye region determining module 114, the candidate eye 
region selecting module 116, and the eye region detecting 
module 118. 
The image converting module 112 reduces the obtained 

NIR image, and converts the reduced NIR image into an 
integral image. 
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4 
The candidate eye region determining module 114 detects 

at least one candidate eye region from the integral image 
using at least one predetermined mask, for example, a first 
mask through a fourth mask. 
The candidate eye region selecting module 116 detects a 

part that is relatively darker than the other parts from the at 
least one candidate eye region as a pupil region and an 
eyebrow region, and selects a final candidate eye region 
from the at least one candidate eye region using a geometric 
relation between the pupil region and the eyebrow region. 
The eye region detecting module 118 detects a pupil 

region from the final candidate eye region, and detects an 
eye region by enlarging a detected eye region area based on 
the pupil region. 
The communication unit 120 connects the portable ter 

minal 100 with an external device. The external device 
includes a different device from the display device 100, a 
portable phone, a smartphone, a tablet PC, and a server. The 
communication unit 120 enables the portable terminal 100 to 
be connected with the external device through mobile com 
munication by using one antenna or a plurality of antennas 
according to a control of the controller 110. The mobile 
communication module 120 transmits/receives a wireless 
signal for voice communication, image communication, text 
message (SMS), or multimedia message (MMS) to/from a 
portable phone of which the phone number is input to the 
portable terminal 100, a smart phone, a tablet PC, or other 
devices. The communication unit 120 may further include at 
least one of a wireless LAN module and a short-range 
communication module. The wireless LAN module is con 
nected to the Internet according to a control of the controller 
110 in a place where a wireless Access Point (AP) is 
installed. The wireless LAN module supports the wireless 
LAN standard (IEEE802.11x) of the Institute of Electrical 
and Electronic Engineers (IEEE). The short-range commu 
nication module performs short range communication wire 
lessly between the portable terminal 100 and an image 
forming apparatus according to a control of the controller 
110. The short range communication scheme may include, 
for example, Bluetooth and Infrared Data Association 
(IrDA) communication, and the like. 
The audio signal processing unit 130 converts a digital 

audio signal into an analog audio signal, and outputs the 
analog audio signal through the speaker 132, and receives an 
analog audio signal through a microphone 134 and converts 
the analog audio signal into a digital audio signal. 
The speaker 132 outputs various sounds corresponding to 

various signals (for example, a wireless signal, a digital 
audio file, a digital video file, or a file photographing signal, 
and the like) of the communication unit 120 or the camera 
module 150, based on a control of the controller 110. The 
speaker 132 outputs Sounds (for example, a button control 
Sound or a ring back tone corresponding to phone commu 
nication) corresponding to functions executed by the por 
table terminal 100. One or more speakers 132 may be 
formed at an appropriate position or positions of the housing 
of the portable terminal 100. The microphone 134 is capable 
of receiving an input of Voice or Sound to generate electric 
signals under a control of the controller 110. 
The key input unit 140 includes at least one key including 

a power key, a home key, a Volume key, a camera key, and 
the like, and receives a key input from a user to control the 
portable terminal 100. The key input unit 140 includes a 
physical keypad formed in the portable terminal 100 and a 
virtual keypad displayed on the display unit 170. 
The camera module 150 photographs a still image or a 

video based on a control of the controller 110. The camera 



US 9,684.828 B2 
5 

module 150 may include a plurality of cameras. An embodi 
ment of the present disclosure will be described for a case in 
which a single camera is used. 

The camera module 150 includes a lens unit 152, a 
visible-light lighting 154, a Near-Infrared Ray (NIR) light 
156, an NIR filter, and an image sensor 159. 
The lens unit 152 adjusts the focus of the lens to a 

predetermined setting value, and transmits an optical signal 
reflected from a subject, in response to a photographing 
control signal from the controller 110. 
The visible-light lighting 154 is formed of a visible-light 

Light Emitting Diode (LED), and the like, and is turned on 
or offin response to a general photographing control signal 
from the controller 110. The visible-light lighting 154 emits 
light of a visual-light band with respect to a Subject, when 
it is turned on. The general photographing control signal is 
a signal for general photographing. For example, the visual 
light band may be a predetermined wavelength band, for 
example, a wavelength band of 380 nm through 750 nm. 

The NIR light 156 is formed of an NIR Light Emitting 
Diode (LED) and the like, and is turned on or offin response 
to an NIR photographing control signal from the controller 
110. The NIR light 156 emits light of an NIR band with 
respect to a subject, when it is turned on. The NIR photo 
graphing control signal is a signal for NIR photographing. 
For example, the NIR band may be a predetermined wave 
length band, for example, a wavelength band of 750 nm 
through 1000 nm. 

The NIR filter 158 passes an optical signal of the NIR 
band among optical signals that are incident through the lens 
unit 152 after being reflected from a subject. 

The image sensor 159 converts, into image signals, opti 
cal signals that are received after being transmitted through 
the lens unit 152, and output the image signals for general 
photographing. For NIR photographing, the image sensor 
159 converts, into NIR image signals, optical signals of the 
NIR band that pass through the NIR filter 158 among optical 
signals that are received after being transmitted through the 
lens unit 152, and outputs the NIR image signals. The 
camera module 150 may be disposed on a front side or a 
back side of the portable terminal 100. 

The memory unit 160 stores input/output signals or data 
to correspond to the operations of the communication unit 
120, the audio signal processing unit 130, the key input unit 
140, the camera module 150, and the display unit 170, based 
on a control of the controller 110. 
The term memory includes the memory 160, a ROM or 

a RAM included in the controller 110, or a memory card 
installed in the portable terminal 100, for example, an SD 
card and a memory Stick. The memory may include a 
non-volatile memory, a volatile memory, a Hard Disc Drive 
(HDD) or a Solid State Drive (SSD). 
The display unit 170 includes a touch screen or the like, 

and provides a user with user interfaces corresponding to 
various services (for example, calling, data transmission, 
broadcasting, photographing). When the display unit 170 is 
a touch screen, the display unit 170 receives at least one 
touch through a body part (for example, a finger including 
a thumb) or a touchable input device (for example, a stylus 
pen). Also, the display unit 170 displays a preview screen 
based on a control of the controller 110, and displays an eye 
region detection result Screen based on a control of the 
controller 110, according to an embodiment of the present 
disclosure. Also, the display unit 170 displays an iris 
recognition execution screen using an eye region detection 
result, based on a control of the controller 110. 
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FIG. 2 is a flowchart of an eye region detection method in 

a portable terminal according to an embodiment of the 
present disclosure. 

Referring to FIG. 2, the portable terminal 100 drives the 
camera module 150 so as to obtain an NIR image in step 
202. 

For example, the portable terminal 100 turns on the NIR 
light 156 so as to emit light of an NIR band with respect to 
a Subject, for example, a face, and receives an input of an 
optical signal reflected from the face through the lens unit 
152. Also, the portable terminal 100 converts, into an NIR 
image signal through the image sensor 159, an optical signal 
of the NIR band that passes through the NIR filter 158, 
among optical signals that are incident through the lens unit 
152, after being reflected from the face, and obtains an NIR 
facial image signal. 

In this example, when a resolution of the camera module 
150 is 1280x960 pixels, the NIR image is photographed at 
a predetermined distance between the face and the camera, 
for example, 20 cm, so as to photograph the best image of 
the face. In the case when the resolution of the camera 
module 150 is 1280x960 pixels, when the face is photo 
graphed at a distance of 20 cm, a diameter of an iris included 
in the face has a value of 170 through 200 pixels. The iris 
diameter of 170 through 200 pixels is a minimum size that 
allows for iris recognition. In addition, the distance between 
the face and the camera may vary based on the resolution of 
the camera module 150, and the minimum iris diameter may 
have a different value. 
When the NIR image is obtained, the portable terminal 

100 reduces the obtained NIR image in step 204, and 
converts the reduced NIR image into an integral image in 
step 206. 

For example, the portable terminal 100 executes a sam 
pling of 1 pixel per 3 pixels, vertically and horizontally, with 
respect to the obtained NIR image, so as to reduce the 
obtained NIR image to an /6 sized NIR image, and converts 
the reduced NIR image into an integral image in which 
values corresponding to a predetermined region of the 
reduced NIR image become coordinate values. 

In this example, a total amount of algorithm operation is 
reduced through use of the integral image, since it is efficient 
to obtain a sum of pixel values of a predetermined region. 
Also, as the obtained NIR image has a higher resolution, the 
number of operations associated with the process of con 
verting the NIR image into an integral image increases. 
Therefore, when the NIR image is reduced before being 
converted into an integral image, the number of operations 
associated with the conversion is decreased. 

After the conversion into the integral image, the portable 
terminal 100 determines whether a first candidate eye region 
is detected from the integral image using a first mask in step 
208. If the first candidate eye region is detected using the 
first mask, then the portable terminal 100 determines 
whether a second candidate eye region is detected from the 
integral image using a second mask in step 210. If the second 
candidate eye region is detected using the second mask, then 
the portable terminal 100 determines whether a third can 
didate eye region is detected from the integral image using 
a third mask in step 212. If the third candidate eye region is 
detected using the third mask, then the portable terminal 100 
determines whether a fourth candidate eye region is detected 
from the integral image using a fourth mask in step 210. If 
any of the first through candidate eye regions is not detected, 
the portable terminal 100 returns to step 202 to obtain an 
NIR image. 



US 9,684.828 B2 
7 

When the fourth candidate eye region is detected, the 
portable terminal 100 detects a pupil region and an eyebrow 
region from the fourth candidate eye region in step 216. For 
example, a part that is relatively darker than the other parts 
in the fourth candidate eye region is detected as the pupil 
region and the eyebrow region. 

In step 218, the portable terminal 100 selects a final 
candidate eye region, from the fourth candidate eye region, 
based on a geometric relation between the pupil region and 
the eyebrow region in step 218. For example, an eyebrow is 
positioned on an upper side of a pupil, and has a low distance 
difference in a horizontal axis and has a high distance 
difference in a vertical axis, and thus, the portable terminal 
100 detects an eyebrow region and a pupil region having the 
above mentioned features from each fourth candidate eye 
region and selects a candidate eye region in which a pupil 
region exists under an eyebrow region as the final candidate 
eye region. 

In step 220, the portable terminal 100 detects a pupil 
region from the final candidate eye region. Also, when the 
pupil region is detected, the portable terminal 100 detects 
and enlarges an eye region based on the detected pupil 
region in step 222. 

FIGS. 3A-3D are examples of a mask for detecting a 
candidate eye region according to an embodiment of the 
present disclosure. 

Referring to FIGS. 3A-3D, the mask for detecting a 
candidate eye region according to an embodiment of the 
present disclosure includes first through fourth masks. 

FIG. 3A is a first mask 310. The first mask 310 includes 
three blocks in a horizontal direction, and the three blocks 
include a main block in the center, a first sub-block on the 
left side of the main block, and a second sub-block on the 
right side. 

FIG. 3B is a second mask 320. The second mask 320 
include three blocks in a vertical direction, and the three 
blocks include a main block in the center, a first sub-block 
above the main block, and a second sub-block below the 
main block. 

FIG. 3C is a third mask 330. The third mask 330 includes 
three blocks in a diagonal direction, and the three blocks 
include a main block in the center, a first sub-block on the 
upper left side of the main block, and a second sub-block on 
the lower right side. 

FIG. 3D is a fourth mask 340. The fourth mask 340 
include three blocks in a diagonal direction, and the three 
blocks include a main block in the center, a first sub-block 
on the upper right side of the main block, and a second 
sub-block on the lower left side. 

According to an embodiment of the present disclosure, 
and as described above, the portable terminal 100 detects a 
first candidate eye region from an integral image using the 
first mask 310 in step 208 of FIG. 2. 

FIGS. 4A-4B 4B are diagrams illustrating a method of 
detecting a first candidate eye region using the first mask310 
according to an embodiment of the present disclosure. 

Referring to FIG. 4A, the portable terminal 100 searches 
the entire region of an integral image 410 using the first 
mask 310 (as shown in FIG. 3A). 

Referring to FIG. 4B, the portable terminal 100 detects, 
from the integral image region, a first candidate eye region 
based on a difference value between an average brightness 
value of pixels corresponding to a main block B of the first 
mask 310 and an average brightness value of pixels corre 
sponding to each of a first Sub-block A and a second 
sub-block C of the first mask 310. 
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For example, in the integral image region, a region of 

which a sum of the difference value between the average 
brightness value of pixels of the first sub-block A and the 
average brightness value of pixels of the main block B, that 
is A-B, and the difference value between the average 
brightness value of pixels of the second sub-block C and the 
average brightness value of pixels of the main block B, that 
is C-B, is greater than a first threshold value Threshold 1. 
is detected as the first candidate eye region, i.e. (A-B)+ 
(C-B)>Threshold 1. 

In this example, the main block B corresponds to an iris 
region, the first Sub-block A corresponds to a region cor 
responding to a white portion on the left of the iris region, 
and the second sub-block C corresponds to a region corre 
sponding to a white portion on the right of the iris region. 
The iris region frequently appears to be brighter than the 
white of an eye in an NIR image based on the positions of 
a light and a camera and thus, a region of which the sum of 
the difference value between the average brightness value of 
pixels of the first sub-block A and the average brightness 
value of pixels of the main block B and the difference value 
between the average brightness value of pixels of the second 
sub-block C and the average brightness value of pixels of 
the main block B is greater than the predetermined first 
threshold value Threshold 1, is detected as the first candidate 
eye region. Here, the first candidate eye region may be one 
or more regions. 

Referring back to FIG. 2, when the first candidate eye 
region is not detected, the portable terminal 100 returns to 
step 202 and obtains a new NIR facial image. When the first 
candidate eye region is detected, the portable terminal 100 
detects a second candidate eye region from the first candi 
date eye region using the second mask 320 in step 210. 

FIGS. 5A-5B are diagrams illustrating a method of detect 
ing a second candidate eye region using the second mask 
320 according to an embodiment of the present disclosure. 

Referring to FIG. 5A, the portable terminal 100 searches 
a first candidate eye region 510 using the second mask 320, 
as shown in FIG. 3. 

Referring to FIG. 5B, the portable terminal 100 detects, 
from the first candidate eye region 510, a second candidate 
eye region based on a difference value between an average 
brightness value of pixels corresponding to a main block B. 
of the second mask 320 and an average brightness value of 
pixels corresponding to each of a first Sub-block A and a 
second sub-block C of the second mask 320. 

For example, in the first candidate eye region 510, a 
region of which a sum of the difference value between the 
average brightness value of pixels of the first sub-block A. 
and the average brightness value of pixels of the main block 
B, that is (A-B), and the difference value between the 
average brightness value of pixels of the second Sub-block 
C and the average brightness value of pixels of the main 
block B, that is C-B is greater than a predetermined 
second threshold value Threshold 2, is detected as the 
second candidate eye region, i.e. (A-B)+(C-B)>Thresh 
old 2. 

In this example, the main block B corresponds to an iris 
region, the first Sub-block A corresponds to an upper eyelid 
region of the iris region, and the second Sub-block C. 
corresponds to a lower eyelid region of the iris region. The 
iris region frequently appears to be brighter than the upper 
eyelid or the lower eyelid in an NIR image based on the 
positions of a light and a camera and thus, a region of which 
the sum of the difference value between the average bright 
ness value of pixels of the first Sub-block A and the average 
brightness value of pixels of the main block B and the 
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difference value between the average brightness value of 
pixels of the second sub-block C. and the average brightness 
value of pixels of the main block B is greater than the 
predetermined second threshold value Threshold 2 is 
detected as the second candidate eye region. Here, the 
second candidate eye region is one or more regions. 

Referring back to FIG. 2, when the second candidate eye 
region is not detected, the portable terminal 100 returns to 
step 202 and obtains a new NIR facial image. When the 
second candidate eye region is detected, the portable termi 
nal 100 detects a third candidate eye region from the second 
candidate eye region using the third mask 330 in step 212. 

FIGS. 6A-6B are diagrams illustrating a method of detect 
ing a third candidate eye region using the third mask 330 
according to an embodiment of the present disclosure. 

Referring to FIG. 6A, the portable terminal 100 searches 
a second candidate eye region 610 using the third mask 330, 
as shown in FIG. 3. 

Referring to FIG. 6B, the portable terminal 100 detects, 
from the second candidate eye region 610, a third candidate 
eye region based on a difference value between an average 
brightness value of pixels corresponding to a main block B. 
of the third mask 330 and an average brightness value of 
pixels corresponding to each of a first Sub-block A and a 
second sub-block C of the third mask 330. 

For example, in the second candidate eye region 610, a 
region of which a sum of the difference value between the 
average brightness value of pixels of the first sub-block As 
and the average brightness value of pixels of the main block 
B. that is (A-B), and the difference value between the 
average brightness value of pixels of the second Sub-block 
C and the average brightness value of pixels of the main 
block B, that is (C-B), is greater than a predetermined 
third threshold value Threshold 3, is detected as the third 
candidate eye region, i.e. (A-B)+(C-B)>Threshold 3. 

In this example, the main block B corresponds to an iris 
region, the first Sub-block A corresponds to an upper left 
eyelid region of the iris region, and the second Sub-block C. 
corresponds to a lower right eyelid region of the iris region. 
The iris region frequently appears to be brighter than the 
upper left eyelid or the lower right eyelid in an NIR image 
based on the positions of a light and a camera and thus, a 
region of which the sum of the difference value (between the 
average brightness value of pixels of the first sub-block A 
and the average brightness value of pixels of the main block 
B and the difference value between the average brightness 
value of pixels of the second sub-block C. and the average 
brightness value of pixels of the main block B is greater 
than the predetermined third threshold value Threshold 3 is 
detected as the third candidate eye region. Here, the third 
candidate eye region may be one or more regions. 

Referring back to FIG. 2, when the third candidate eye 
region is not detected, the portable terminal 100 returns to 
step 202 and obtain a new NIR facial image. When the third 
candidate eye region is detected, the portable terminal 100 
detects a fourth candidate eye region from the third candi 
date eye region using the fourth mask 330 in step 214. 

FIGS. 7A-7B are diagrams illustrating a method of detect 
ing a fourth candidate eye region using the fourth mask 340 
according to an embodiment of the present disclosure. 

Referring to FIG. 7A, the portable terminal 100 searches 
a third candidate eye region 710 using the fourth mask 340. 

Referring to FIG. 7B, the portable terminal 100 detects, 
from the third candidate eye region 710, a fourth candidate 
eye region based on a difference value between an average 
brightness value of pixels corresponding to a main block B. 
of the fourth mask 340 and an average brightness value of 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

10 
pixels corresponding to each of a first Sub-block A and a 
second sub-block C of the fourth mask 340. 

For example, in the third candidate eye region 710, a 
region of which a sum of the difference value between the 
average brightness value of pixels of the first Sub-block A. 
and the average brightness value of pixels of the main block 
B that is (A-B), and the difference value between the 
average brightness value of pixels of the second Sub-block 
C and the average brightness value of pixels of the main 
block B, that is (C-B), is greater than a predetermined 
fourth threshold value Threshold 4, is detected as the fourth 
candidate eye region, i.e. (A-B)+(C-B)>Threshold 4. 

In this example, the main block B corresponds to an iris 
region, the first Sub-block A. corresponds to an upper right 
eyelid region of the iris region, and the second Sub-block Ca 
corresponds to a lower left eyelid region of the iris region. 
The iris region frequently appears to be brighter than the 
upper right eyelid or the lower left eyelid in an NIR image 
based on the positions of a light and a camera and thus, a 
region of which the sum of the difference value between the 
average brightness value of pixels of the first Sub-block A. 
and the average brightness value of pixels of the main block 
B and the difference value between the average brightness 
value of pixels of the second Sub-block C and the average 
brightness value of pixels of the main block B is greater 
than the predetermined fourth threshold value Threshold 4, 
is detected as the fourth candidate eye region. Here, the 
fourth candidate eye region may be one or more regions. 

Referring back to FIG. 2, when the fourth candidate eye 
region is not detected, the portable terminal 100 returns to 
step 202 and obtains a new NIR facial image. 
The first through fourth threshold values are set based on 

a result of a histogram analysis on plenty of eye images. 
FIG. 8 is a diagram illustrating a histogram of eye images 

according to an embodiment of the present disclosure. 
Referring to FIG. 8, the histogram shows the distribution 

of sums of a difference in average brightness values of pixels 
between a main block and a first sub-block and a difference 
in average brightness values of pixels between a main block 
and a second Sub-block, obtained by applying the first mask 
310 through fourth mask 340 to each of the plurality of eye 
images. 

For example, when the first mask 310 is applied to an 
integral image, the Sum of the differences in the average 
brightness values is relatively densely distributed in a range 
of approximately 50-100 and a range of approximately 
100-130. Therefore, the first threshold value is set within the 
range of approximately 50-100 and the range of approxi 
mately 100-130. 
When the second mask320 is applied to the first candidate 

eye region, the Sum of the differences in the average 
brightness values is relatively densely distributed in a range 
of approximately 190-200 and a range of approximately 
210-240. Therefore, the second threshold value is set within 
the range of approximately 190-200 and the range of 
approximately 210-240. 
When the third mask 330 is applied to the second candi 

date eye region, the Sum of the differences in the average 
brightness values is relatively densely distributed in a range 
of approximately 190-220. Therefore, the third threshold 
value is set within the range of approximately 190-220. 
When the fourth mask340 is applied to the third candidate 

eye region, the Sum of the differences in the average 
brightness values is relatively densely distributed in a range 
of approximately 170-220 and a range of approximately 
230-260. Therefore, the fourth threshold value is set within 
the range of approximately 170-220 and the range of 
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approximately 230-260. The first through fourth threshold 
values are obtained through statistical analysis of the eye 
images and thus, may be set to other values based on various 
statistical values. 

FIG. 9 is a diagram illustrating a method of detecting an 
eye region based on a pupil region according to an embodi 
ment of the present disclosure. 

Referring to FIG.9, a detected pupil region 910 is shown. 
However, in the case of the detected pupil region 910, an iris 
may not be placed in the center of the pupil region 910 or an 
iris may be partially included in the pupil region 910 since 
the size of the iris is large. Therefore, according to an 
embodiment of the present disclosure, the area of a detected 
eye region is enlarged by a predetermined ratio, for example, 
by two-fold, so as to include the entire eye region 920. When 
the area of the detected eye region is enlarged as described 
above, the entire iris is included in the detected region 920. 
Thus, according to an embodiment of the present disclosure, 
the iris is accurately included in the detected eye region and 
thus, iris recognition is accurately executed. 

According to an embodiment of the present disclosure, an 
eye region is promptly detected through only a few opera 
tions by converting an NIR image into an integral image. 
According to an embodiment of the present disclosure, an 
eye region is detected after detecting candidate eye regions 
from an integral image by sequentially applying a plurality 
of predetermined masks and thus, it is quicker and requires 
only a few operations as compared to eye detection through 
analysis on an entire image. Accordingly, this may enable 
eye detection from a high-definition facial image in real time 
in a mobile environment. 
The methods according to the various embodiments of the 

present disclosure may be in a form of program instructions 
executed through various computer means to be recorded in 
a computer readable medium. The computer readable 
medium may include a program command, a data file, a data 
structure, and the like independently or in combination. The 
program instruction recorded in the computer-readable 
medium may be one which is specifically designed and 
configured for the present disclosure, or may be well-known 
to and used by a person ordinarily skilled in the art of 
computer Software. 
An eye region detection method according to an embodi 

ment of the present disclosure may be implemented in a 
form of hardware, software, or a combination of hardware 
and software. Any such software may be stored, for 
example, in a volatile or non-volatile storage device Such as 
a ROM, a memory such as a RAM, a memory chip, a 
memory device, or a memory IC, or a recordable optical or 
magnetic medium Such as a CD, a DVD, a magnetic disk, or 
a magnetic tape, which are machine (computer) readable 
storage media, regardless of its ability to be erased or its 
ability to be re-recorded. It can be also appreciated that the 

10 

15 

25 

30 

35 

40 

45 

50 

memory included in the mobile terminal is one example of 55 
machine-readable devices Suitable for storing a program 
including instructions that are executed by a processor 
device to thereby implement embodiments of the present 
disclosure. Accordingly, the present disclosure includes a 
program for a code implementing the apparatus and method 
described in the appended claims of the specification and a 
machine (a computer or the like) readable storage medium 
for storing the program. Further, the program may be 
electronically transferred by any communication signal 
through a wired or wireless connection, and the present 
disclosure appropriately includes equivalents of the pro 
gram. 

60 

65 

12 
A portable terminal according to the embodiments of the 

present disclosure may receive the program from a program 
providing device that is connected by wire or wirelessly with 
the portable terminal, and may store the program. The 
program providing device may include a memory for storing 
a program including instructions to execute a method asso 
ciated with a recognition operation using iris recognition 
according to the various embodiments of the present disclo 
Sure, a communication unit to perform wired or wireless 
communication with the portable terminal, and a controller 
to transmit the program through the communication unit, 
automatically or in response to the request from the portable 
terminal. 

While the present disclosure has been shown and 
described with reference to certain embodiments thereof, it 
will be understood by those skilled in the art that various 
changes in form and details may be made therein without 
departing from the spirit and scope of the present disclosure 
as defined by the appended claims. 
What is claimed is: 
1. An electronic device, comprising: 
a camera module configured to obtain a Near-Infrared 

Ray (NIR) image; and 
a controller configured to convert the NIR image into an 

integral image, detect at least one candidate eye region 
from the integral image using a plurality of different 
masks, detect a pupil region and an eyebrow region 
from the at least one candidate eye region, detect an eye 
region based on the pupil region, detect a first candidate 
eye region from the integral image using a first mask of 
the plurality of different masks, detect a second candi 
date eye region from the first candidate eye region 
using a second mask of the plurality of different masks, 
detect a third candidate eye region from the second 
candidate eye region using a third mask of the plurality 
of different masks, and detect a fourth candidate eye 
region from the third candidate eye region using a 
fourth mask of the plurality of different masks, and 

wherein the first mask includes, in a horizontal direction, 
a first main block, a first sub-block on the left of the first 
main block, and a second Sub-block on the right of the 
first main block, 

the second mask includes, in a vertical direction, a second 
main block, a first sub-block above the second main 
block, and a second sub-block below the second main 
block, 

the third mask includes, in a diagonal direction, a third 
main block, a first sub-block on the upper left side of 
the third main block, and a second sub-block on the 
lower right side of the third main block, and 

the fourth mask includes, in a diagonal direction, a fourth 
main block, a first sub-block on the upper right side of 
the fourth main block, and a second sub-block on the 
lower left side of the fourth main block. 

2. The electronic device of claim 1, wherein the controller 
detects the pupil region from a final candidate eye region 
selected from the at least one candidate eye region. 

3. The electronic device of claim 1, wherein the camera 
module comprises: 

a lens unit that transmits an optical signal reflected from 
a Subject; 

a Near-Infrared Ray (NIR) light that emits light of a 
Near-Infrared Ray (NIR) band with respect to a subject; 

a Near-Infrared Ray (NIR) filter that passes an optical 
signal of the NIR band among optical signals that are 
incident through the lens unit after being reflected from 
the Subject; and 
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an image sensor that converts, into an NIR image signal, 
an optical signal of the NIR band that passes through 
the NIR filter, and outputs the NIR signal. 

4. The electronic device of claim 1, wherein the controller 
is further configured to searches the integral image using the 
plurality of different masks, calculates a difference value 
between an average brightness value of pixels corresponding 
to at least one of the first main block, the second main block, 
the third main block and the fourth main block and an 
average brightness value of pixels corresponding to each of 
the first sub-block and the second sub-block in at least one 
of the first main block, the second main block, the third main 
block and the fourth main block in the integral image, and 
detects, to be the at least one candidate eye region, a region 
of which the difference value is greater than a predetermined 
threshold value. 

5. The electronic device of claim 1, wherein the controller 
is further configured to: 

detect a pupil region and the eyebrow region from the 
detected fourth candidate eye region; and 

Select a final candidate eye region based on a geometric 
relation between the pupil region and the eyebrow 
region. 

6. The electronic device of claim 5, wherein the controller 
is further configured to enlarges a detected eye region area 
by a predetermined ratio based on the pupil region, and 
detects an eye region based on the enlarged detected eye 
region area. 

7. A method of detecting an eye region in an electronic 
device, the method comprising: 

obtaining a Near-Infrared Ray (NIR) image: 
converting the NIR image into an integral image: 
detecting at least one candidate eye region from the 

integral image using a plurality of different masks, 
wherein a first candidate eye region is detected from the 
integral image using a first mask of the plurality of 
different masks, a second candidate eye region is 
detected from the first candidate eye region using a 
second mask of the plurality of different masks, a third 
candidate eye region is detected from the second can 
didate eye region using a third mask of the plurality of 
different masks, and a fourth candidate eye region is 
detected from the third candidate eye region using a 
fourth mask of the plurality of different masks: 

detecting a pupil region and an eyebrow region from the 
at least one candidate eye region; and 

detecting an eye region based on the pupil region, 
wherein the first mask includes, in a horizontal direction, 

a first main block, a first sub-block on the left of the first 
main block, and a second sub-block on the right of the 
first main block, 
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the second mask includes, in a vertical direction, a second 

main block, a first sub-block above the second main 
block, and a second sub-block below the second main 
block, 

the third mask includes, in a diagonal direction, a third 
main block, a first sub-block on the upper left side of 
the third main block, and a second sub-block on the 
lower right side of the third main block, and 

the fourth mask includes, in a diagonal direction, a fourth 
main block, a first sub-block on the upper right side of 
the fourth main block, and a second sub-block on the 
lower left side of the fourth main block. 

8. The method of claim 7, wherein the pupil region is 
detected from a final candidate eye region selected from the 
at least one candidate eye region. 

9. The method of claim 7, further comprising: 
reducing the obtained NIR image by a predetermined 

rat1O. 

10. The method of claim 7, wherein detecting the at least 
one candidate eye region from the integral image using the 
plurality of different masks comprises: 

searching the integral image using the plurality of differ 
ent masks: 

calculating a difference value between an average bright 
ness value of pixels corresponding to at least one of the 
first main block, the second main block, the third main 
block and the fourth main block and an average bright 
ness value of pixels corresponding to each of the first 
Sub-block and the second sub-block in at least one of 
the first main block, the second main block, the third 
main block and the fourth main block, in the integral 
image; and 

detecting, to be the at least one candidate eye region, a 
region of which the difference value is greater than a 
predetermined threshold value. 

11. The method of claim 7, wherein detecting the pupil 
region and the eyebrow region from the at least one candi 
date eye region comprises: 

detecting the pupil region and the eyebrow region from 
the detected fourth candidate eye region; and 

selecting a final candidate eye region based on a geomet 
ric relation between the pupil region and the eyebrow 
region. 

12. The method of claim 11, wherein detecting the eye 
region based on the pupil region comprises: 

enlarging a detected eye region area by a predetermined 
ratio based on the pupil region; and 

detecting the eye region based on the enlarged detected 
eye region area. 

13. The method of claim 12, wherein the predetermined 
ratio is two-fold. 


