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1
METHOD AND APPARATUS FOR
PERFORMING TIMING ANALYSIS ON
CALIBRATED PATHS

RELATED APPLICATIONS

This application claims priority to provisional U.S. Patent
Application Ser. No. 61/275,194 filed on Aug. 26, 2009
entitled “METHOD AND APPARATUS FOR PERFORM-
ING TIMING ANALYSIS ON CALIBRATED PATHS”, the
full and complete subject matter of which is hereby
expressly incorporated by reference in its entirety.

FIELD

Embodiments of the present invention relate to timing
analysis. Specifically, embodiments of the present invention
relate to performing timing analysis on calibrated paths on
a target device.

BACKGROUND

Static timing analysis (STA) is a method used to compute
the expected timing of a digital circuit without the need to
perform simulation. Computing the expected timing of a
digital circuit is important because it determines if a circuit
can operate at a specific clock frequency. STA is also
conventionally used as part of other algorithms in the digital
circuit design process to help guide design decisions to
produce a design that will work at a specified clock fre-
quency.

STA has typically been used instead of simulation because
the runtime of STA is orders of magnitude smaller compared
to simulation techniques. The runtime is important since
obtaining accurate delay information is required by multiple
other algorithms for which STA is embedded in. STA is
typically used to measure two values for each path that is
being analyzed: the setup margin and the hold margin, which
refer to the margin available on a signal path for which the
signal has to be stable before and after a clock signal arrives.

To account for the operation of the digital design across
different operating conditions which affect delay and to
guarantee that the design will work across various operating
conditions, STA is typically run across many extreme con-
ditions or corners. If the design works at each extreme
condition, then under the assumption of monotonic behav-
ior, the design is also qualified for all intermediate points.

In an effort to increase their bandwidth, many interface
standards, such as DDR3 and RLDRAM II, have been
increasing the data rates that they operate at. To meet the
timing requirements and operate at speed at these high data
rates electronic devices that use the interface standards are
required to calibrate at power-up to reduce skew between
signals, and to centre-align clock signals.

As with all other electronic designs, timing analysis needs
to occur on these interface standards to compute the
expected timing of the interface and determine if the design
can operate at the desired clock frequency. While, STA
works well in defining the expected timing behavior of a
circuit when the topology of the circuit is known, when the
topology of the circuit changes during operation (as in the
calibration and tracking processes described above), the
STA paradigm no longer holds and cannot be used to obtain
accurate delay information. Simulation of the design can be
used to obtain accurate delay information, but simulation
runtimes are orders of magnitude larger than STA. These
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2

larger runtimes make simulation unsuitable for real time
feedback or optimizations for which STA has typically been
used.

One alternative to using simulation to determine the
timing analysis of a calibrated path is to first assume that the
calibration occurs perfectly, and then to remove certain
uncertainties from the analysis. The problem with this
methodology is that not every delay uncertainty can be
specified, and in particular all of the analysis and data that
is performed and used as part of the STA remains unused.
Furthermore, this type of analysis does not consider the
actual operations that occur within the calibration process
and how those affect the delays in the electronic device since
no STA calls are performed to obtain accurate delays.
Furthermore, this type of analysis cannot consider the effects
on timing when the device is operating at multiple operating
conditions.

BRIEF DESCRIPTION OF THE DRAWINGS

The features and advantages of embodiments of the
present invention are illustrated by way of example and are
not intended to limit the scope of the embodiments of the
present invention to the particular embodiments shown.

FIG. 1 is a flow chart illustrating a method for designing
a system on a target device according to an exemplary
embodiment of the present invention.

FIG. 2 is a flow chart illustrating a method for performing
timing analysis that analyzes calibrated paths according to a
first embodiment of the present invention.

FIG. 3 is a flow chart illustrating a method for performing
timing analysis that analyzes calibrated paths according to a
second embodiment of the present invention.

FIG. 4 is a flow chart illustrating a method for performing
timing analysis that analyzes calibrated paths on a plurality
of corners according to a first embodiment of the present
invention.

FIG. 5 is a flaw chart illustrating a method for performing
timing analysis that analyzes calibrated paths on a plurality
of corners according to a second embodiment of the present
invention.

FIG. 6 is a block diagram of a computer system upon
which an embodiment of the present embodiment may be
implemented on.

FIG. 7 is a block diagram of a system designer according
to an embodiment of the present invention.

FIG. 8 is a block diagram of a timing analysis unit
according to an embodiment of the present invention.

FIG. 9 illustrates an exemplary target device according to
an embodiment of the present invention.

SUMMARY

According to an embodiment of the present invention,
timing analysis of calibrated paths uses as much of the STA
methodology as possible since STA engines include accurate
delay information for the IC and know about the relationship
between signals. The STA methodology is augmented with
information about the operations performed in calibration
and tracking as well as the effects of changes in operating
conditions. These types of operation allow for timing analy-
sis to remain both quick (as opposed to simulation) and
accurate (as opposed to assuming perfect calibration and
uncertainty removal), so that it can be used in the optimi-
zation process.

Embodiments of the present invention describe a tech-
nique that allows for STA to be used as part of the timing
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analysis of calibrated or dynamic paths within an electronic
component. STA, in conjunction with the knowledge of the
operations used in the calibration process and along with the
effects of changing operating conditions, is used to provide
quick and accurate timing analysis.

DETAILED DESCRIPTION

In the following description, for purposes of explanation,
specific nomenclature is set forth to provide a thorough
understanding of embodiments of the present invention. It
will be apparent to one skilled in the art that specific details
in the description may not be required to practice the
embodiments of the present invention. In other instances,
well-known circuits, devices, and programs are shown in
block diagram form to avoid obscuring embodiments of the
present invention unnecessarily.

FIG. 1 is a flow chart illustrating a method for designing
a system on a target device according to an exemplary
embodiment of the present invention. The target device may
be an FPGA, ASIC, a structured ASIC, or other device. At
101, the system is synthesized. Synthesis includes generat-
ing a logic design of the system to be implemented. Accord-
ing to an embodiment of the present invention, synthesis
generates an optimized logical representation of the system
from a HDL design definition. The optimized logical rep-
resentation of the system may include a representation that
has a minimized number of functional blocks and registers,
such as logic gates and logic elements, required for the
system. Synthesis also includes mapping the optimized logic
design (technology mapping). Mapping includes determin-
ing how to implement logic gates and logic elements in the
optimized logic representation with resources (components)
available on the target device. According to an embodiment
of'the present invention, a netlist is generated from mapping.
This netlist may be an optimized technology-mapped netlist
generated from the HDL.

At 102, the mapped logical system design is placed.
Placement works on the optimized technology-mapped
netlist to produce a placement for each of the functional
blocks. According to an embodiment of the present inven-
tion, placement includes fitting the system on the target
device by determining which components on the logic
design are to be used for specific logic elements, and other
function blocks determined to implement the system as
determined during synthesis. Placement may include clus-
tering which involves grouping logic elements together to
form the logic clusters present on the target device.

At 103, the placed design is routed. During routing,
routing resources on the target device are allocated to
provide interconnections between logic gates, logic ele-
ments, and other components on the target device. Routabil-
ity optimization may also be performed on the placed logic
design. According to an embodiment of the present inven-
tion, the goal of routability optimization is to reduce the
amount of wiring used to connect components in the placed
logic design. Routability optimization may include perform-
ing fanout splitting, logic duplication, logical rewiring, or
other procedures. It should be appreciated that one or more
of the procedures may be performed on the placed logic
design.

At 104, timing analysis is performed on the system. The
timing analysis may include a static timing analysis on
various portions of the system. Timing analysis may include
the computation of slack for the various portions on the
system. The slack may be used to compute setup, hold,
recovery, removal, and other types of timing requirements.
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According to one embodiment, slack may refer to the
difference between the data arrival time (including skew and
microparameters) and the data required time. The slack may
be computed after synthesis, placement, or routing in order
to confirm that the design for the system meets timing
requirements and/or to evaluate solutions generated by the
synthesis, placement, or routing. Timing analysis may fur-
ther include procedures that perform timing analysis on
calibrated paths.

According to an embodiment of the present invention,
timing analysis 104 includes obtaining accurate timing
analysis of paths that are calibrated at runtime, and option-
ally tracked throughout operation. The method combines
conventional static timing analysis with new methods and
procedures to obtain a timing analysis that considers the
effects of calibration at runtime, the effects that degrade the
purpose of calibration over the operation of the device, and
improvements to timing margins by calibrating out the
process portion of variations on external devices.

According to an embodiment of the present invention,
parameters in timing analysis that are not static are
accounted for. These parameters reflect the effects of cali-
bration and changes in the operating conditions during
runtime. The parameters may also reflect calibrating out
process variations in external devices.

At 105, an assembly procedure is performed. The assem-
bly procedure involves creating a data file that includes
information determined by the compilation procedure
described by 101-104. The data file may be a bit stream that
may be used to program a target device. According to an
embodiment of the present invention, the procedures illus-
trated in FIG. 1 may be performed by an EDA tool executed
on a first computer system. The data file generated may be
transmitted to a second computer system to allow the design
of'the system to be further processed. Alternatively, the data
file may be transmitted to a second computer system which
may be used to program the target device according to the
system design. It should be appreciated that the design of the
system may also be output in other forms such as on a
display device or other medium.

At 106, the target device is programmed with the data file.
By programming the target with the data file, components on
the target device are physically transformed to implement
the system.

FIG. 2 is a flow chart illustrating a method for performing
timing analysis that analyzes calibrated paths according to
an embodiment of the present invention. The method illus-
trated in FIG. 2 may be implemented at 104 in FIG. 1. The
method illustrated improves the accuracy of timing analyz-
ing dynamic or calibrated paths with approximately the
same runtime as STA by building upon the STA methodol-
ogy to include both the effects of calibration, and the effects
of changes in operating conditions. According to an embodi-
ment of the present invention, an electronic design automa-
tion tool uses a methodology that generates a timing analysis
of calibrated paths that uses uncertainties that are looked up
and added together to obtain timing margins. This method-
ology may utilize an STA engine to the extent possible, and
augments it with procedures to consider calibration that will
be performed on the system by a target device and operating
condition and other effects of calibration.

At 201, STA is performed. According to an embodiment
of the present invention, a standard STA engine is used to
obtain actual delays for different paths at different tempera-
ture and voltage corners as well as for different speed-
grades. These types of delays allows for the derivation of
specific delay information for effects such as rise/fall imbal-
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ance (RF), within-die variation as well as aging for specific
topologies that are not available in the previous methodol-
ogy.

At 202, calibration operations are emulated. According to
an embodiment of the present invention, the emulation of
calibration operations includes performing post-processing
after STA analysis. When actual calibration is performed on
a system by a target device, the topology of the paths
become dynamic and change when the device is put into
operation. This makes the STA inaccurate or incomplete.
The calibration on the target device may involve adding or
subtracting delays to a path or modifying phase lock loops.
According to an embodiment of the present invention,
calibration may include other operations that optimize tim-
ing.

At 203, the topology of the system is updated to reflect the
calibration operations in hardware that have been emulated
at 202.

According to an embodiment of the present invention, a
single iteration of STA is performed at 201 and a single
iteration of emulation is performed at 202 where the delay
and margin data generated at STA is post-processed to
approximate what occurs in calibration.

FIG. 3 illustrates an alternate embodiment of the present
invention. FIG. 3 is a flow chart illustrating a method for
performing timing analysis that analyzes calibrated paths
according to a second embodiment of the present invention.
Similar to the procedure illustrated in FIG. 2, the procedure
in FIG. 3 performs STA at 301. However, the STA procedure
is integrated within a loop that emulates calibration of
operations to be performed on the system by the target
device. Pseudo-code that may be used to implement this
procedure is shown below.

while (~calibration_done) {
delays = run STA
calibration_done = calibration_algorithm(delays)

}

At 302, calibration operations are emulated. The emula-
tion of calibration operations includes performing post-
processing after STA analysis. According to an embodiment
of the present invention, the delays obtained through STA at
301 are input into a procedure that emulates the calibration
process on hardware.

At 303, the system topology is updated to reflect the
calibration emulated at 302.

At 304, it is determined whether the calibration is com-
plete. According to an embodiment of the present invention,
calibration may be determined to be complete when timing
of'signals in the system is determined to comply with system
requirements. It should be appreciated that other criteria may
be used. If calibration is complete, control proceeds to 310.
If calibration is not complete, control returns to 301.

When returning to 301, STA is performed again to re-
evaluate the system to provide new delays. According to an
embodiment of the present invention, the procedures of
301-304 iterates until calibration as emulated at 302 com-
pletes providing for final timing values for the paths of
interest. The benefits of performing such an analysis are that
the STA procedure is being used to obtain all the delays and
thus includes all the accuracy and runtime benefits of using
STA. According to an embodiment of the present invention,
the procedure used to emulate calibration at 302 is given the
requirement of converging within a short period of time.
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As an example, consider the case of read capture timing
analysis for a DDR3 memory interface. DDR3 memory
interfaces can run at high data rates that include many
parallel signals. In the case of DDR3, read capture refers to
the memory returning a data word to the interfacing device
which has to capture the data correctly. The read capture
occurs when the strobe signal (DQS) from the memory is
used to clock the data signals (multiple DQ signals) which
also are from the memory. The read capture path can be very
timing critical since there may be significant skews between
various DQ pins causing the valid window, where the DQS
strobe can clock the data, to shrink or be non-existent.
Furthermore, even with the availability of a valid window,
the DQS strobe may not have an appropriate delay to be in
that valid window. Per bit deskew is a calibrating procedure
for which delays on different DQ signal paths on the
interfacing device are calibrated to make each of the DQ
signal paths approximately equal in delay to one another,
and at the same time place the DQS strobe in the middle of
the valid window. The hardware calibrating procedure of
achieving that goal includes increasing and decreasing
delays on each signal path until the read capture fails and
then picking a midpoint delay value.

When running timing analysis on the read capture, STA
301 will provide delays of the default configuration, and the
procedure call that emulates the calibration procedure 302
can read the delays and choose to increase or decrease delays
on each signal path to provide the same effect as is occurring
in hardware.

Referring back to FIG. 2, the calibration emulation pro-
cedure described in FIG. 2 will be completed faster than the
calibration emulation procedure described with reference to
FIG. 3, since there is only a single iteration of STA or one
call to STA. The emulation calibration procedure described
with reference to FIG. 2 may be less accurate since the
precise delay effects of changing the topology are not
accounted for. However, in some instances, the method of
FIG. 2 is preferred due to its performance benefits.

Referring back to the calibration emulation example given
with reference to FIG. 3 with the DDR3, the single STA
iteration or call will provide default delays for each of the
DQ signal paths. Using these delays, the extra delay that is
added during calibration to each signal path to make the
paths relatively equal in delay and to centre the DQS strobe
can be estimated. Using these estimates the timing analysis
can emulate the hardware calibration.

Using a type of analysis where only a single STA iteration
is used to obtain estimates of how the delays will change
after calibration may seem to introduce some uncertainty in
the timing analysis since not all the delays in the IC are
known exactly. However, this may not be an issue since
calibration algorithms are used in hardware devices when
delay information is known to be incomplete. In these cases,
the amount of delay uncertainty may not negatively affect
the timing analysis since the calibration algorithm may
calibrate to a near optimum point and the calibration emu-
lation assumes the same.

At 210, STA assumptions are adjusted. In conventional
STA, each delay on the target device implement on an
integrated circuit (IC) is modeled as a pair: a minimum value
and a maximum value. The minimum and maximum values
represent the range of delays that can occur for a specific
path due to various factors such as within-die (WID) varia-
tions or the effects of aging. When STA is run, the value
which provides for the worst-case margin is used. For
example, when timing analyzing the setup margin the maxi-
mum value of the data path is used and the minimum value
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of the clock path is used. On the other hand, when timing
analyzing the hold margin, the minimum value of the data
path is used and the maximum value of the clock path is
used.

For a single path, the setup and hold margins use opposite
ends of the range of delays. While this scenario cannot
happen in practice on a single IC (the data path delay will
either be towards the maximum or the minimum but not
both), the same path on different ICs can have different
delays and thus it is appropriate to timing analyze the path.
The effect of using the range of values to represent each
delay is that the difference between the minimum and
maximum value is removed from the total margin (the
combination of setup and hold margin).

During the timing analysis of calibrated paths, the delay
and margin information obtained from the STA engine will
implicitly contain the minimum and maximum values for
each delay arc. However, using both the minimum and
maximum values in computing different margins is pessi-
mistic when considering calibrated paths. The purpose of
calibration is to remove the uncertainty in the delay of a path
and to pick the circuit topology that best meets the require-
ments. Thus, when considering the delay of a path after
calibration, the path should no longer be considered to have
a range of delays but a single delay.

To remove the pessimism that is inherent in using delay
values obtained from the STA engine, the difference in delay
between the maximum/minimum delay and nominal delay
of the paths used to calculate the setup and hold margin
should be added to the margin calculated. This procedure
emulates the process of calibrating out the WID variation on
the IC. Consider a path that has a nominal delay of Ins, with
a minimum delay of 0.95 ns and a maximum delay of 1.05
ns. When considering the setup slack, the maximum delay of
1.05 ns is used instead of Ins, and thus the setup slack is
reduced by 0.05 ns. Similarly when considering the hold
slack, the minimum delay of 0.95 ns is used instead of Ins,
and thus the hold slack is reduced by 0.05 ns. When this
same path is timing analyzed as part of a calibrated path
analysis, the values provided by the STA tool (either 0.95 ns
or 1.05 ns depending on if the setup slack or hold slack is
being calculated) will be pessimistic since the calibrated
path will have a single calibrated delay. Thus to remove the
pessimism based on the assumptions in the STA engine, the
range of delays due to WID variations or other effects
(which is 0.05 ns in the example above) should be added to
the setup and hold slacks determined after calibration.

At 211, calibration uncertainty is accounted for in the
delay and margin processed from the calibration operation
emulation. According to an embodiment of the present
invention, the calibration uncertainty may include quantiza-
tion error. Referring back to the example of the memory
interface, the unknown delays include the delays between
the memory and the interfacing IC, as well as delays on the
memory. Since the delay information is not known a priori,
the timing analysis of the calibrated paths using STA is
working on incomplete data. Not having this information
available may cause the calibration operations occurring in
the timing analysis to pick different topologies than what
would actually occur in hardware. These differences
between what can occur in hardware and what occurs in the
timing analysis are quantified and included in the timing
analysis of calibrated paths. In most cases, hardware cali-
bration processes are changing delays on various signal
paths and are doing so in specific increments or quanta.
When increasing delays with specific increments, the cali-
bration algorithm can result in delays that, in the worst-case,
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are offset from the optimal delay by the delay increment
divided by 2. The delay increments can come from various
sources including delay chains (where the quantization error
is the delay chain step) and PLL phases (where the quanti-
zation error is the minimum PLL adjustment). In both cases,
during the timing analysis of the calibrated path, the worst-
case quantization error must be assumed and removed from
all timing margins produced.

At 212, the effects of noise is accounted for on the delay
and margin processed from the calibration operation emu-
lation. According to an embodiment of the present invention,
the effects of noise that is accounted for includes the effects
of jitter. Jitter is the time variation of signals as is a result of
complex interactions of signals in an IC. The method for
correctly accounting for jitter in timing analysis depends on
the calibration procedure used. Calibration procedures that
take many samples and use the mean to decide to make a
change in the topology of a system remove the effects of
jitter in their decisions. For this case, the worst-case jitter
effect on setup and hold margins will be half of the total
jitter. Alternatively, if the calibration procedure takes a few
samples in its analysis, it may have used an errant timing
signal to make its decision and thus calibrate non-optimally.
For this case, the timing analysis must assume that it
calibrated at a non-optimal location and remove the full jitter
from both the setup and hold margin.

At 213, the effects of changes in operating conditions of
a system are accounted for on the delay and margin pro-
cessed from the calibration operation emulation. Changes in
operating conditions can cause timing margins to change,
and thus in the conventional timing analysis, STA is run at
multiple corners to consider the effects of different operating
conditions. However, the timing analysis of calibrated paths
cannot use the methodology used in conventional STA to
account for operating condition variations since there are
two different times at which operating conditions matter, at
calibration time and after calibration time. Since the STA
methodology is being changed to consider the effects of
calibration on the path it is analyzing, the operating condi-
tion that is being used during timing analysis must be the
operating condition during calibration. Further derating fac-
tors are thus needed in the timing analysis to account for
variations in operating conditions after calibration.

According to an embodiment of the present invention,
variations in operating conditions that are of interest are
typically grouped into three different types: process varia-
tions (P), voltage variations (V), and temperature variations
(T). These together compose PVT variations. The maximum
P variation can be determined by comparing different dies,
while the maximum V and T variations can be determined by
operating a design at the endpoints of the range of voltage
and temperature.

There are, however, some distinguishing characteristics
between the three types of variations. In the first order P
variations do not change once the chip has been fabricated,
while V and T variations change over time. In addition T
variations are typically low-frequency changes that gradu-
ally shift through the operation of the electronic device,
while V variations can be either low-frequency changes that
gradually change over time, or high-frequency changes that
manifest themselves as jitter.

According to an embodiment of the present invention,
when considering operating condition variations, only the
low-frequency voltage and temperature (VT) variations are
considered, as process variations do not change with time,
and high-frequency jitter effects were considered during
calibration emulation. To simplify the analysis, an assump-
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tion is made that the VT changes affect all the signal paths
on the die (i.e. there is no VT gradient across the die) and
that the delays in the path scale similarly with changes in
VT. These assumptions may not be true in practice, but will
cause secondary and minor effects in the timing analysis,
and are considered below.

To determine the derating factors that need to be applied
to the timing analysis, two values need to be defined/found,
1) the variation in delay as a percentage, due to VT varia-
tions, and 2) the maximum absolute change in delay due to
calibration. According to an embodiment of the present
invention, the variation in delay, as a percentage, due to the
variation in VT is usually a function of the silicon process
that the digital device has been manufactured on, and the
allowed range of voltage and temperature in which the
device can operate. This value is manufacturer-specific, and
can be determined for each product line and stored and
looked up during the timing analysis. According to an
embodiment of the present invention, the maximum change
in delay due to calibration is defined as the largest change in
delay of a signal path as a result of calibration. This value
can be determined from the calibration algorithm and the
hardware where the calibration is running on and stored and
looked up during timing analysis.

These values can be determined as part of procedures that
the timing analysis algorithm calls for each type of cali-
brated path that it is analyzing. There are a number of ways
to implement such a feature such as a lookup table, but an
assumption can be made that each signal path on a device
can have associated with it two procedures that return the
above values. For uncalibrated paths, the return values
would be 0.

Once both are determined, the derating value can be
calculated as the percentage change in delay multiplied by
the maximum change in delay due to calibration. The reason
that only the maximum change in delay due to calibration
should be used and not the total delay is that STA will, by
definition, cover for variations in delays that are from
topologies that are static and do not change during calibra-
tion by running the STA in multiple corners. The changes in
delay due to changes in operating conditions of the cali-
brated portions of the design are not included anywhere in
traditional STA analysis, but are included here.

As an example, consider that VT variations can cause
+/-x=5% variation in delay, and that the maximum change
in delay due to calibration is 1 ns. In this case, 10%=2x5%
of 1 ns=100 ps must be removed from every margin result.
In this case 10% is used instead of 5% since calibration can
occur in one operating condition extreme, and then over time
the device may be operating in the opposite operating
condition extreme.

The above analysis is somewhat pessimistic in that is
assumes that delays that are being added in calibration are
added to achieve some absolute delay, and in these cases the
variation in delay found above need to removed from all
margins. However, in cases where the calibration process is
adding delays to achieve a relative delay to some other
signal path, then VT variations on the additional delay will
track with the rest of the device, and thus do not need to be
derated. To remove this pessimism, procedures which timing
analysis uses or calls to determine the maximum delay
increase due to calibration need to be upgraded to only
return the maximum delay increase that does not track with
the rest of the device.

As mentioned above, the analysis of operating conditions
assumed that VT changes affect all the signal paths on the
die and that the delays in the path scale similarly with
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changes in VT. These assumptions may not be true in
practice, but were not considered above since they cause
secondary effects. To remove the dependence on this
assumption a further derating factor can be included in the
timing analysis. To determine this further derating factor, a
further correlation value (in addition to the variation in delay
due to VT variations and the maximum absolute change in
delay) must be defined for each pair of paths. This correla-
tion value represents the correlation in operating conditions
between two paths, and can be used to calculate the derating
factor for calibrated paths who do not share the same VT
conditions as follows. The correlation value is subtracted
from 1 (perfect correlation) and multiplied by the VT
variation derating factor found above to find the further
derating factor due to differences in VT conditions. For
example, if the correlation value was 0.95 and the change in
delay due to operating conditions was found to be 100 ps (as
above), a further derating factor of (1-0.95)*100 ps=5 ps
would need to be removed from every margin result.

Changes in operating conditions after calibration can
reduce much of the margin improvement obtained through
calibration. To remove the margin loss due to changes in
operating conditions, some ICs contain tracking algorithms
in addition to calibration algorithms. Tracking algorithms
track changes in operating conditions and change the circuit
topology during circuit operation, as opposed to calibration
algorithms which solely change circuit topology before
circuit operation.

To timing analyze paths that are subject to both calibration
and tracking, instead of derating the timing analysis due to
changes in operating conditions as described above, a track-
ing uncertainty value is removed from every margin
reduced. The tracking uncertainty is a function of the
tracking algorithm. According to an embodiment of the
present invention, for tracking algorithms that continuously
update the circuit topology, the tracking uncertainty term
will be close to 0. For tracking algorithms who update the
circuit topology periodically, the tracking uncertainty will be
larger. The tracking uncertainty for each tracking algorithm
needs to be determined a priori and stored, and the timing
analysis can look up the value and remove the uncertainty
from every margin produced.

At 214, the effects of external process variations are
accounted for on the delay and margin processed from the
calibration operation emulation. While calibrated paths can
be used in any part of an integrated circuit, when they are
used to interface one integrated circuit (IC) to another IC
(such as a memory), the timing analysis of those paths can
be further upgraded to consider the effects where the process
variation in the other device is calibrated out by the cali-
bration. Typically external components provide specifica-
tions for their parts that comprise all types of variations.
Without considering what types of variations can be
removed through calibration, the timing analysis would be
quite pessimistic leading to limitations in the operating
speed that one would think they could operate.

Typically, when one IC (P1) is produced, the manufac-
turer also produces a report providing for specifications for
P1, including setup and hold times of registers on their input
paths and worst-case skews on their output paths. These
specifications include the process variations from one die to
another along with the voltage and temperature variations
that occur during operation. According to an embodiment of
the present invention, these specifications may then be used
in the timing analysis of the second IC (P2) that is interfac-
ing to P1 as input and output delays.
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Using the whole specification in the timing analysis of
calibrated paths, however, is pessimistic since calibrated
paths can calibrate to the specific process variation of the P1
device that it is interfacing to. In other words, as the path is
being calibrated, it can calibrate out the process portion of
the specification since it is only being connected to one die.

In these cases, if the percentage of the specification of P1
that are due to process variations are known, then that
portion of the specification can be added to the timing
margin obtain from the timing analysis to increase the
margin. For example, consider the tDQSQ specification of a
DDR3 interface which represents the worst-case skew when
data is being output: tDQSQ is specified at 150 ps at 533
MHz. However, if it is known that 40% of the specification
is due to process variations in the memory, then an addi-
tional 60 ps can be added to the margins of the paths
interfacing to the memory, if and only if they are calibrated
paths.

According to an embodiment of the present invention, this
type of analysis is used to allow the timing analysis of
calibrated paths to be made more accurate by considering
the types of variation on other devices to which it is
calibrating to. Without considering these types of effects, the
timing analysis would be quite pessimistic leading to limi-
tations in the operating speed that one would think they
could operate at.

Referring to the method for performing timing analysis in
FIG. 3, procedures 310-314 may be performed similarly to
procedures 210-214 described with reference to FIG. 2. It
should be appreciated that delays and margins information is
generated, updated, and/or passed between each of the
procedures performed at 201-203, 210-214, 301-304, and
310-314 in FIGS. 2 and 3.

The static timing analysis described with reference to
FIGS. 2 and 3, which consider the effects of calibration on
timing analysis, may be run for a number of different
corners, as in conventional STA analysis. There are, how-
ever, differences between the two. For example, in conven-
tional STA, the design is analyzed at many extreme corners
and the assumption of monotonic behavior is used to qualify
all intermediate points. The corner that STA is run on during
calibrated path timing analysis is the operating condition
during calibration. As with conventional static timing analy-
sis, the design is analyzed at many extreme corners (i.e.
calibration occurs in different corners) and the assumption of
monotonic behavior is used to qualify all intermediate
points. The corners that are picked are cases where circuits
can be faster or slow than nominal including low tempera-
tures/high voltage with fast devices and high temperatures/
low voltage with slow devices. In some cases, due to
temperature inversion effects, where devices slow down at
low temperatures, other corners must also be included such
as low temperature/low voltage with slow devices. As ICs
are manufactured at lower process nodes, further corners
may be needed to define the space. As previously described,
the operating condition changes after calibration are treated
differently.

FIG. 4 is a flow chart illustrating a method for performing
timing analysis that analyzes calibrated paths on a plurality
of corners according to a first embodiment of the present
invention. The method illustrated in FIG. 4 utilizes the
method described in FIG. 2. At 410, after timing analysis is
performed at each of the N corners, the minimum delay and
margin values are selected. According to an embodiment of
the present invention, the minimum delay and margin values
may be minimum slack values.
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FIG. 5 is a flow chart illustrating a method for performing
timing analysis that analyzes calibrated paths on a plurality
of corners according to a second embodiment of the present
invention. The method illustrated in FIG. 5 utilizes the
method described in FIG. 3. At 510, after timing analysis is
performed at each of the N corners, the minimum delay and
margin values are selected. According to an embodiment of
the present invention, the minimum delay and margin values
may be minimum slack values.

FIGS. 1-5 are flow charts that illustrate embodiments of
the present invention. Some of the techniques illustrated
may be performed sequentially, in parallel or in an order
other than that which is described and that the procedures
described may be repeated. It should be appreciated that not
all of the techniques described are required to be performed,
that additional techniques may be added, and that some of
the illustrated techniques may be substituted with other
techniques.

In an effort to increase bandwidth, many integrated cir-
cuits (ICs) and electronic standards, such as memory inter-
face standards, have been increasing the data rates that they
operate at. To meet timing at these high data rates ICs
interfacing with other ICs are required to calibrate at power-
up to reduce skew between signals, to centre-align clock and
strobe signals and perform other operations.

Timing analyzing paths which are calibrated do not
strictly meet the static timing analysis paradigm used pre-
dominately in conventional EDA tools. Timing analyzing
paths without considering calibration will be too pessimistic,
and assuming that calibration is perfect is optimistic as
voltage and temperature variations over time will affect how
well the device is calibrated. Embodiments of the present
invention address these issues.

Embodiments of the present invention provide for accu-
rate and fast timing analysis of paths that are calibrated. This
allows for the determination of whether a design will operate
at the required speed and the optimization of the design.
Embodiments of the present invention 1) allow STA engines
which hold accurate delay information to be used to time
analyze calibrated paths, 2) produces timing reports for
calibrated paths that consider the effects of calibration
accurately and quickly, and 3) produces timing reports for
calibrated paths that consider the effects of operating con-
dition variations both during calibration time and after
calibration time.

It should be appreciated that embodiments of the present
invention may be provided as a computer program product,
or software, that may include a computer-readable or
machine-readable medium having instructions. The instruc-
tions on the computer-readable or machine-readable
medium may be used to program a computer system or other
electronic device. The machine-readable medium may
include, but is not limited to, floppy diskettes, optical disks,
CD-ROMs, and magneto-optical disks or other type of
media/machine-readable medium suitable for storing elec-
tronic instructions. The techniques described herein are not
limited to any particular software configuration. They may
find applicability in any computing or processing environ-
ment. The terms “computer-readable medium” or “machine-
readable medium” used herein shall include any medium
that is capable of storing or encoding a sequence of instruc-
tions for execution by the computer and that cause the
computer to perform any one of the methods described
herein. Furthermore, it is common in the art to speak of
software, in one form or another (e.g., program, procedure,
process, application, module, unit, logic, and so on) as
taking an action or causing a result. Such expressions are
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merely a shorthand way of stating that the execution of the
software by a processing system causes the processor to
perform an action to produce a result.

FIG. 6 illustrates a block diagram of a computer system
600 implementing a system designer 640 according to an
embodiment of the present invention. The computer system
600 may include one or more processors that process data
signals. As shown, the computer system 600 includes a
processor 601. The processor 601 is coupled to a CPU bus
610 that transmits data signals between the processor 601
and other components in the computer system 600.

The computer system 600 includes a memory 613. The
memory 613 may be a dynamic random access memory
device, a static random access memory device, and/or other
memory device. The memory 613 may store instructions and
code represented by data signals that may be executed by the
processor 601. A bridge memory controller 611 is coupled to
the CPU bus 610 and the memory 613. The bridge memory
controller 611 directs data signals between the processor
601, the memory 613, and other components in the computer
system 600 and bridges the data signals between the CPU
bus 610, the memory 613, and a first IO bus 620.

The first 10 bus 620 may be a single bus or a combination
of multiple buses. The first IO bus 620 provides communi-
cation links between components in the computer system
600. A network controller 621 is coupled to the first 1O bus
620. The network controller 621 may link the computer
system 600 to a network of computers (not shown) and
supports communication among the machines. A display
device controller 622 is coupled to the first IO bus 620. The
display device controller 622 allows coupling of a display
device (not shown) to the computer system 600 and acts as
an interface between the display device and the computer
system 600.

A second IO bus 630 may be a single bus or a combination
of multiple buses. The second IO bus 630 provides com-
munication links between components in the computer sys-
tem 600. A data storage device 631 is coupled to the second
10 bus 630. The data storage device 631 may be a hard disk
drive, a floppy disk drive, a CD-ROM device, a flash
memory device or other mass storage device. An input
interface 632 is coupled to the second 10 bus 830. The input
interface 632 allows coupling of an input device to the
computer system 600 and transmits data signals from an
input device to the computer system 600. A bus bridge 623
couples the first IO bus 620 to the second 1O bus 630. The
bus bridge 623 operates to buffer and bridge data signals
between the first IO bus 620 and the second IO bus 630. It
should be appreciated that computer systems having a
different architecture may also be used to implement the
computer system 600.

A system designer 640 may reside in memory 613 and be
executed by the processor 601. According to an embodiment
of the present invention, the system designer 640 performs
accurate timing analysis of paths that are calibrated at
runtime, and that are optionally tracked throughout opera-
tion. The system designer utilizes conventional static timing
analysis with new procedures to obtain a timing analysis that
considers the effects of calibration at runtime, the effects that
degrade the purpose of calibration over the operation of the
device, and improvements to timing margins by calibrating
out the process portion of variations on external devices.

According to an embodiment of the present invention, the
system designer 640 performs accurate timing analysis of
paths that are calibrated at runtime, and that are optionally
tracked throughout operation. The system designer utilizes
conventional static timing analysis with new procedures to
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obtain a timing analysis that considers the effects of cali-
bration at runtime, the effects that degrade the purpose of
calibration over the operation of the device, and improve-
ments to timing margins by calibrating out the process
portion of variations on external devices.

FIG. 7 illustrates a system designer 700 according to an
exemplary embodiment of the present invention. The system
designer 700 may be used to implement the system designer
640 shown in FIG. 6. The system designer 700 may be an
EDA tool for designing a system on a target device. The
target device may be, for example, an application specific
integrated circuit (ASIC), a structured ASIC, a field pro-
grammable gate array (FPGA), a programmable logic device
(PLD), a printed circuit board (PCB), or other circuitry. FIG.
7 illustrates modules implementing an embodiment of the
system designer 700. According to one embodiment, system
design may be performed by a computer system, such as
computer system 600 (shown in FIG. 6), executing
sequences of instructions represented by the modules shown
in FIG. 7. Execution of the sequences of instructions causes
the computer system to support system design as will be
described hereafter. In alternate embodiments, hard-wire
circuitry may be used in place of or in combination with
software instructions to implement the present invention.
Thus, the present invention is not limited to any specific
combination of hardware circuitry and software. The system
designer 700 includes a system designer manager 710. The
system designer manager 710 is connected to and transmits
data between the components of the system designer 700.

Block 720 represents a synthesis unit. The synthesis unit
720 generates a logic design of a system to be implemented
in the target device. According to an embodiment of the
system designer 700, the synthesis unit 720 takes a concep-
tual Hardware Description Language (HDL) design defini-
tion and generates an optimized logical representation of the
system. The optimized logical representation of the system
generated by the synthesis unit 720 may include a repre-
sentation that has a minimized number of functional blocks
and registers, such as logic gates and logic elements,
required for the system. Alternatively, the optimized logical
representation of the system generated by the synthesis unit
720 may include a representation that has a reduced depth of
logic and that generates a lower signal propagation delay.
The synthesis unit 720 also determines how to implement
the functional blocks and registers in the optimized logic
representation utilizing specific resources on a target device
thus creating an optimized “technology-mapped” netlist.
The technology-mapped netlist illustrates how the resources
(components) on the target device are utilized to implement
the system. In an embodiment where the target device is a
FPGA, the components could be logical elements or adap-
tive logic modules. In an embodiment where the target
device is an ASIC, the components could be gates or
standard cells. In an embodiment where the target device is
a structured ASIC, the technology-mapped netlist may con-
tain components that can be implemented in the structured
ASIC fabric, such as RAM blocks, multiplier blocks, and
gates from a library of gates.

Block 730 represents a placement unit. The placement
unit 730 places the system on to the target device by
determining which components or areas on the target device
are to be used for specific functional blocks and registers.
According to an embodiment of the system designer 700, the
placement unit 730 first determines how to implement
portions of the optimized logic design in clusters. Clusters
may represent a subset of the components on the logic
design. A cluster may be represented, for example, by a
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number of standard cells grouped together. In this embodi-
ment, after portions of the optimized logic design are
implemented in clusters, the clusters may be placed by
assigning the clusters to specific positions on the target
device. The placement unit 730 may utilize a cost function
in order to determine a good assignment of resources on the
target device.

Block 740 represents a routing unit. The routing unit 740
determines the routing resources on the target device to use
to provide interconnection between the components imple-
menting functional blocks and registers of the logic design.

The system designer manager 710 includes a timing
analysis unit 711. The timing analysis unit 711 performs
accurate timing analysis of paths that are calibrated at
runtime, and are optionally tracked throughout operation.
The timing analysis unit 711 utilizes conventional static
timing analysis with new procedures to obtain a timing
analysis that considers the effects of calibration at runtime,
the effects that degrade the purpose of calibration over the
operation of the device, and improvements to timing mar-
gins by calibrating out the process portion of variations on
external devices as described above.

FIG. 8 is a block diagram of a timing analysis unit 800
according to an embodiment of the present invention. The
timing analysis unit 800 may be used to implement the
timing analysis unit 711 shown in FIG. 7. The timing
analysis unit 800 includes a timing analysis manager 810.
The timing analysis manager 810 is connected to and
transmits data between the components of the timing analy-
sis unit 800.

Block 820 represents an STA unit. The STA unit 820
computes actual delays and margins for different paths on
the system at different temperature and voltage corners as
well as for different speed-grades. These types of delays
allows for the derivation of specific delay information for
effects such as rise/fall imbalance (RF), within-die variation
as well as aging for specific topologies that are not available
in the previous methodology.

Block 830 represents a calibration emulation unit. The
calibration emulation unit 830 emulates calibration opera-
tions performed on the system by the target device. Accord-
ing to an embodiment of the present invention, the emulation
of calibration operations includes performing post-process-
ing after STA analysis. When actual calibration is performed
on a system by a target device, the topology of the paths
become dynamic and change when the device is put into
operation. This makes the STA results inaccurate or incom-
plete. By performing emulation on calibration operations
performed on the system by a target device, updated delay
and margin for the paths may be computed.

Block 840 represents a delay and margin adjustment unit
840. The delay and margin adjustment unit 840 makes
further adjustments to the delay and margin of the paths on
the system by taking into account of adjustments of STA
assumptions, calibration uncertainty, noise effects, operating
condition variations, and external process variations. The
delay and margin adjustment unit 840 may include an STA
assumption adjustment unit to perform the procedures per-
formed at 210, a calibration uncertainty adjustment unit to
perform the procedures performed at 211, a noise effects
adjustment unit to perform the procedures performed at 212,
an operating condition change adjustment unit to perform
the procedures performed at 213, and a external process
variation adjustment unit to perform the procedures per-
formed at 214 (all shown at FIG. 2).

FIG. 9 illustrates a target device according to an embodi-
ment of the present invention. The target device 900 includes
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a plurality of logic-array blocks (LABs). Each LAB may be
formed from a plurality of logic blocks, carry chains, LAB
control signals, (lookup table) LUT chain, and register chain
connection lines. A logic block is a small unit of logic
providing efficient implementation of user logic functions. A
logic block includes one or more combinational cells, where
each combinational cell has a single output, and registers.
According to one embodiment of the present invention, the
logic block may operate similarly to a logic element (LE),
such as those found in the Stratix or Cyclone devices
manufactured by Altera® Corporation, or a combinational
logic block (CLB) such as those found in Virtex devices
manufactured by Xilinx Inc. In this embodiment, the logic
block may include a four input lookup table (LUT) with a
configurable register. According to an alternate embodiment
of the present invention, the logic block may operate simi-
larly to an adaptive logic module (ALM), such as those
found in Stratix devices manufactured by Altera Corpora-
tion. LABs are grouped into rows and columns across the
target device 900. Columns of [LABs are shown as 911-916.
It should be appreciated that the logic block may include
additional or alternate components.

The target device 900 includes memory blocks. The
memory blocks may be, for example, dual port random
access memory (RAM) blocks that provide dedicated true
dual-port, simple dual-port, or single port memory up to
various bits wide at up to various frequencies. The memory
blocks may be grouped into columns across the target device
in between selected LABs or located individually or in pairs
within the target device 900. Columns of memory blocks are
shown as 921-924.

The target device 900 includes digital signal processing
(DSP) blocks. The DSP blocks may be used to implement
multipliers of various configurations with add or subtract
features. The DSP blocks include shift registers, multipliers,
adders, and accumulators. The DSP blocks may be grouped
into columns across the target device 900 and are shown as
931.

The target device 900 includes a plurality of input/output
elements (IOEs) 940. Each IOE feeds an IO pin (not shown)
on the target device 900. The IOEs 940 are located at the end
of LAB rows and columns around the periphery of the target
device 900. Each IOE may include a bidirectional 10 buffer
and a plurality of registers for registering input, output, and
output-enable signals.

The target device 900 may include routing resources such
as LAB local interconnect lines, row interconnect lines
(“H-type wires”), and column interconnect lines (“V-type
wires”) (not shown) to route signals between components on
the target device.

FIG. 9 illustrates an exemplary embodiment of a target
device. It should also be appreciated that, as indicated above,
the target device may include the same or different semi-
conductor devices arranged in a different manner. The target
device 900 may also include FPGA resources other than
those described and illustrated with reference to the target
device illustrated in FIG. 9. Thus, while embodiments of the
invention described herein may be utilized on the architec-
ture described in FIG. 9, it should be appreciated that it may
also be utilized on different architectures.

In the foregoing specification, embodiments of the inven-
tion have been described with reference to specific exem-
plary embodiments thereof. It will, however, be evident that
various modifications and changes may be made thereto
without departing from the broader spirit and scope of the
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embodiments of the invention. The specification and draw-
ings are, accordingly, to be regarded in an illustrative rather
than restrictive sense.

What is claimed is:

1. A method for performing timing analysis on calibrated
paths, comprising:

performing static timing analysis on the calibrated paths

to obtain delay and margin information; and

utilizing the delay and margin information to emulate

operations performed during calibration, wherein at
least one of the performing and utilizing is performed
by a processor.

2. The method of claim 1, further comprising adjusting the
delay and margin information to include effects of operating
condition variations during and after calibration.

3. The method of claim 1, further comprising adjusting the
delay and margin information to account for external pro-
cess variation.

4. The method of claim 1, wherein utilizing the delay and
margin information to emulate operations performed during
calibration comprises emulating operations performed in
hardware.

5. The method of claim 1, wherein utilizing the delay and
margin information to emulate operations performed during
calibration comprises considering margin improvement by
calibrations of within die variations by removing an effect of
a range of delay values.

6. The method of claim 1, wherein utilizing the delay and
margin information to emulate operations performed during
calibration comprises accounting for effects of jitter.

7. The method of claim 1, wherein utilizing the delay and
margin information to emulate operations performed during
calibration comprises accounting for a worst-case calibra-
tion error to derate available margin.

8. The method of claim 1, wherein static timing analysis
is performed at multiple corners to consider different oper-
ating conditions.

9. The method of claim 8, wherein the different operating
conditions include process variations, voltage variations,
and temperature variations.

10. The method of claim 2, wherein adjusting the delay
and margin information to include effects of operating
condition variations during and after calibration comprises
derating the static timing analysis in response to changes in
operating conditions after calibration for paths that are not
tracked.

11. The method of claim 2, wherein adjusting the delay
and margin information to include effects of operating
condition variations during and after calibration comprises
derating the static timing analysis with a tracking uncer-
tainty in response to changes in operating conditions after
calibration for paths that are tracked.

12. The method of claim 3, wherein adjusting the delay
and margin information to account for external process
variation comprises:

determining a percentage of external specification that are

due to process variations; and

increasing a timing margin of a calibrated path that

interfaces with an external component.

13. The method of claim 1, wherein performing static
timing analysis comprises performing static timing analysis
after each calibration operation to obtain delay information
to decide further calibration operations.

14. The method of claim 1, wherein performing static
timing analysis comprises performing static timing analysis
and performing post-processing on the delay and margin
information to approximate calibration.
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15. The method of claim 10, wherein derating the static
timing analysis in response to changes in operating condi-
tions after calibration for paths that are not tracked further
comprises:

determining a worst case variation in delay due to oper-

ating condition variations;

determining a largest change in delay due to calibration

that does not track with other paths;

subtracting a maximum derating factor from all timing

margins as the multiplication of the worst-case varia-
tion in delay multiplied by the largest change in delay
due to calibration;

determining the correlation in changes in operating con-

ditions between different paths; and

subtracting a maximum correlation derating factor from

all timing margins as a multiplication of the operating
condition correlation between paths and the maximum
derating factor.

16. The method of claim 11, wherein derating the static
timing analysis with a tracking uncertainty in response to
changes in operating conditions after calibration for paths
that are tracked further comprises:

determining a tracking uncertainty for each tracking algo-

rithm; and

removing a tracking uncertainty for all timing margins.

17. A non-transitory computer readable medium, having
stored thereon sequences of instructions, the sequences of
instructions when executed by a processor causes the pro-
cessor to perform:

performing static timing analysis on calibrated paths on a

target device to obtain delay and margin information;
and

utilizing the delay and margin information to emulate

operations performed during calibration.

18. A method for performing timing analysis on a system
implemented on a target device, comprising:

performing static timing analysis on the system;

emulating calibration operations performed on the system

by the target device; and

adjusting delays and margin from the emulated calibration

operations to more accurately characterize the emu-
lated calibration, wherein at least one of the perform-
ing, emulating, and adjusting is performed by a pro-
Ccessor.

19. The method of claim 18, wherein the calibration
operations comprises adding or subtracting delays to a path.

20. The method of claim 18, wherein the calibration
operations comprises adjusting phase locked loops (PLLs).

21. The method of claim 18, wherein emulating calibra-
tion operations comprises performing multiple iterations of
static timing analysis and updating the typology of the
system on the target device.

22. The method of claim 18, wherein emulating calibra-
tion operations comprises performing a single iteration of
static timing analysis and updating the typology of the
system on the target device.

23. The method of claim 18, wherein adjusting delays and
margins comprises accounting for assumptions made by the
static timing analysis.

24. The method of claim 23, wherein accounting for
assumptions made by the static timing analysis using one of
a minimum or maximum delay value.

25. The method of claim 18, wherein adjusting delays and
margins comprises accounting for calibration uncertainty.
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26. The method of claim 25, wherein accounting for
calibration uncertainty comprises assuming a worst-case
quantization error and removing the error from the delays
and margins.

27. The method of claim 18, wherein adjusting delays and
margins comprises accounting for effects of jitter.

28. The method of claim 27, wherein accounting for
effects of jitter comprising removing full jitter from set up
and hold margins.

29. The method of claim 18, wherein adjusting delays and
margins comprises accounting for variation in voltage and
temperature.

30. The method of claim 18, wherein adjusting delays and
margins comprises accounting for external process variation
calibration.

31. A timing analysis unit, comprising:

a static timing analysis (STA) unit to generate delay and

margin information on paths in the system;

a calibration emulation unit to emulate calibration opera-

tions performed on the system by a target device; and
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a delay and margin adjustment unit to adjust the delay and
margin information to more accurately characterize the
emulated calibration.

32. The timing analysis unit of claim 31, wherein the
delay and margin adjustment unit comprises an STA assump-
tion adjustment unit to remove pessimism by using one of a
minimum or maximum delay value.

33. The timing analysis unit of claim 31, wherein the
delay and margin adjustment unit comprises a calibration
uncertainty adjustment unit to assume a worst-case quanti-
zation error and removing the error from the delays and
margins.

34. The timing analysis unit of claim 31, wherein the
delay and margin adjustment unit comprises a noise effects
adjustment unit to remove full jitter from set up and hold
margins.

35. The timing analysis unit of claim 31, wherein the
delay and margin adjustment unit comprises an operating
condition change adjustment unit to account for variation in
voltage and temperature.
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