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SYSTEMIS AND METHODS USING 
DRAWINGS WHICH INCORPORATE 
BIOMETRIC DATA ASSECURITY 

INFORMATION 

CROSS REFERENCE TO RELATED 

APPLICATION(S) 

The present application claims the benefit of U.S. Provi 
sional Patent Application No. 61/772,491 filed Mar. 4, 2013, 
herein incorporated by reference in its entirety, for all 
purposes. 

GOVERNMENT INTEREST 

Funding underlying this invention came at least in part 
from Contract No. W911 NF-04-D-0003. The invention 
described herein may be manufactured, used and licensed by 
or for the U.S. Government without the payment of royalties 
thereon. 

TECHNICAL FIELD 

The present disclosure relates to computing device Secu 
rity. More particularly, the present disclosure relates to 
systems and methods using drawings which incorporate 
biometric data as security information. 

BACKGROUND 

Traditional computing devices permit access to secured 
content by use of a login name and password. Each user may 
be assigned a unique login name. The password may be a 
secret word or string of characters that is used for user 
authentication, or for access approval to gain access to a 
resource. The password should be kept secret from those not 
allowed access. Although individuals make efforts to keep 
passwords secret, sometimes passwords can be stolen or 
correctly guessed by other individuals who are not autho 
rized to access a computing device. Further, users may be 
required to change their passwords every three months to a 
year. These passwords may be required to contain, for 
example, uppercase, lowercase, letters, numbers, and sym 
bols. The complexity of this process may force the user to 
write his or her password down, resulting in a security risk. 

For at least these reasons, it is described to provide 
improved techniques for securing content on computing 
devices and for allowing users to provide their identity for 
accessing secured content. 

SUMMARY 

This Summary is provided to introduce a selection of 
concepts in a simplified form that are further described 
below in the Detailed Description. This Summary is not 
intended to identify key features or essential features of the 
claimed subject matter, nor is it intended to be used to limit 
the scope of the claimed Subject matter. 

Systems and methods using drawings as security infor 
mation are disclosed. According to an aspect, a computing 
device may include a touchscreen display configured to 
receive gesture information for drawing a security picture. 
Alternatively, the security picture may be entered by use of 
a pen-based computing tablet. Further, the computing device 
may include a security manager configured to determine one 
or more characteristics associated with input of the gesture 
information. The security manager may also be configured 
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2 
to authenticate a user based on the drawn security picture 
and the one or more characteristics associated with input of 
the gesture information. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The foregoing Summary, as well as the following detailed 
description of various embodiments, is better understood 
when read in conjunction with the appended drawings. For 
the purposes of illustration, there is shown in the drawings 
exemplary embodiments; however, the presently disclosed 
subject matter is not limited to the specific methods and 
instrumentalities disclosed. In the drawings: 

FIG. 1 is a block diagram of a computing device 100 
configured to use touchscreen drawings as security infor 
mation in accordance with embodiments of the present 
disclosure. 

FIG. 2 is a diagram showing feature vectors, K, curvature 
at the point, 0, angle between the vector from the reference 
point to the feature point and the tangent frame of the 
reference point, p, the distance between the reference point 
and the feature point (all are translation and rotation invari 
ant). 

FIG.3 shows images of two faces, face 2 on the left, face 
4 on the right which are identified by the algorithm as 
different but similar. 

FIG. 4 shows images of two faces, face 5 on the left and 
face 4 on the right, which are identified by the algorithm as 
distinctively different. 

FIG. 5 shows images of occlusion of faces by removal of 
detail from the right side of the image, in amount of 0, 20, 
30, and 40%. 

FIG. 6 is a graph showing performance of the SKS 
algorithm in recognizing partially occluded faces (images 
are rotated and occluded). 

FIG. 7 is a graph showing performance of the SKS and 
other matching algorithms as a function of occlusion, when 
tested on a database of silhouettes with no internal detail. 

FIG. 8 show images including a pseudo-colored image on 
the top showing the accumulator array for a good match 
(actually, matching one image to a rotated and scaled version 
of itself). The image on the bottom shows the result of 
matching images of two different tanks. 

FIG. 9 shows 3.1 randomly picked silhouettes from the 
SQUID database. 

FIG. 10 shows a fish contour occluded by 40% with 
different occluded regions. The left is the original, the 
middle is the contour at the right. 

FIG. 11 depicts an image of a screen display of operator 
input according to embodiments. 

FIG. 12 is a flowchart showing an example training 
method according to embodiments. 

FIG. 13 is a flowchart showing an example login method 
according to embodiments. 

FIG. 14 illustrates a set of three training sketches input to 
the system which constitute the model. 

FIG. 15 illustrates a sketch input to the system which does 
not match the training sketch, and the accumulator formed, 
as well as the accumulator formed by a good match. 

DETAILED DESCRIPTION 

The presently disclosed subject matter is described with 
specificity to meet statutory requirements. However, the 
description itself is not intended to limit the scope of this 
patent. Rather, the inventors have contemplated that the 
claimed subject matter might also be embodied in other 
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ways, to include different steps or elements similar to the 
ones described in this document, in conjunction with other 
present or future technologies. Moreover, although the term 
“step” may be used herein to connote different aspects of 
methods employed, the term should not be interpreted as 
implying any particular order among or between various 
steps herein disclosed unless and except when the order of 
individual steps is explicitly described. 
As referred to herein, the term “computing device' should 

be broadly construed. It can include any type of mobile 
device, for example, a Smartphone, a cell phone, a pager, a 
personal digital assistant (PDA, e.g., with GPRS NIC), a 
mobile computer with a Smart phone client, a television, a 
wireless communication-enabled photo frame, or the like. A 
computing device can also include any type of conventional 
computer, for example, a desktop computer or a laptop 
computer. A typical mobile device is a wireless data access 
enabled device (e.g., an iPHONE(R) Smartphone, a BLACK 
BERRYR smartphone, a NEXUS ONETM Smartphone, an 
iPAD(R) device, or the like) that is capable of sending and 
receiving data in a wireless manner using protocols like the 
Internet Protocol, or IP and the wireless application proto 
col, or WAP. This allows users to access information via 
wireless devices, such as Smart phones, mobile phones, 
pagers, two-way radios, communicators, and the like. Wire 
less data access is Supported by many wireless networks, 
including, but not limited to, CDPD, CDMA, GSM, PDC, 
PHS, TDMA, FLEX, ReFLEX, iDEN, TETRA, DECT, 
DataTAC, Mobitex, EDGE and other 2G, 3G, 4G and LTE 
technologies, and it operates with many handheld device 
operating systems, such as PalmOS, EPOC, Windows CE, 
FLEXOS, OS/9, JavaOS, iOS and Android. Typically, these 
devices use graphical displays and can access the Internet 
(or other communications network) on so-called mini- or 
micro-browsers, which are web browsers with small file 
sizes that can accommodate the reduced memory constraints 
of wireless networks, or other client applications. In a 
representative embodiment, the mobile device is a cellular 
telephone or smartphone that operates over GPRS (General 
Packet Radio Services), which is a data technology for GSM 
networks. In addition to a conventional voice communica 
tion, a given mobile device can communicate with another 
Such device via many different types of message transfer 
techniques, including SMS (short message service), 
enhanced SMS (EMS), multi-media message (MMS), email 
WAP paging, or other known or later-developed wireless 
data formats. Although many of the examples provided 
herein are implemented on a mobile device, the examples 
may similarly be implemented on any suitable computing 
device. 
As referred to herein, an “interface' is generally a system 

by which users interact with a computing device. An inter 
face can include an input for allowing users to manipulate a 
computing device, and can include an output for allowing 
the system to present information and/or data, indicate the 
effects of the user's manipulation, etc. An example of an 
interface on a computing device (e.g., a mobile device) 
includes a graphical user interface (GUI) that allows users to 
interact with programs in more ways than typing. A GUI 
typically can offer display objects, and visual indicators, as 
opposed to text-based interfaces, typed command labels or 
text navigation to represent information and actions avail 
able to a user. For example, an interface can be a display 
window or display object, which is selectable by a user of a 
mobile device for interaction. The display may be a touch 
screen display capable of displaying text and graphics. In 
addition, the touchscreen display may be capable of receiv 
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4 
ing touch inputs from a user. For example, a user can control 
through simple or multi-touch gestures by touching the 
screen with one or more fingers. 
The presently disclosed subject matter provides a way for 

users to draw or sketch a shape or other design that can be 
used to authenticate the user for providing access to secure 
content on a computing device. Such a drawing or sketch 
can be easily remembered by a user. The computing device 
can store information about not only the appearance of the 
sketch or drawings but also how the sketch or drawing was 
drawn for use in authenticating a user. In this way, it is very 
particular to a user and difficult for others to enter fraudu 
lently. 

FIG. 1 illustrates a block diagram of a computing device 
100 configured to use touchscreen drawings as security 
information in accordance with embodiments of the present 
disclosure. Alternatively, drawings may be entered by touch 
or by use of an electronic pen. Referring to FIG. 1, the 
computing device 100 includes a security manager 102, a 
user interface 104, and a data store 106. The data store 106 
may be any suitable memory. The user interface 104 may 
include a touchscreen display 108, which is configured to 
receive gesture information for drawing a security picture. 
For example, the user of the computing device 100 may 
move one or more fingers across an input Surface of the 
touchscreen display 108 for drawing a security picture. 
Example security pictures include, but are not limited to, 
handdrawn shapes, characters, or curves. 
The security manager 102 may be implemented by hard 

ware, software, firmware, the like, or combinations thereof. 
For example, the security manager 102 may be an applica 
tion or program residing with the data store 106 and imple 
mented by one or more processors. The security manager 
102 may be configured to determine one or more charac 
teristics associated with input of gesture information for 
drawing a security picture. Further, the security manager 102 
may authenticate a user based on the drawn security picture 
and the characteristic(s). For example, the security manager 
102 may compare how closely the drawn picture matches a 
known picture entered by the user. Further, for example, the 
security manager 102 may compare how closely the char 
acteristics associated with input of the gesture information 
match known characteristics of the user gesturing to draw 
the picture. 

In accordance with embodiments, “SAM is an acronym 
for “Sketch Acquisition Module” and refers to an algorithm 
or hardware which allows a user to log in by drawing a 
password on a tablet or other graphical device. The method 
uses SKS, a two dimensional shape recognition algorithm 
based on an evidence accumulation philosophy reminiscent 
of the generalized Hough Transform. The curves are not 
necessarily closed curves and do not have to be drawn, but 
may also be edges extracted from an image. If resulting from 
an image, related information Such as texture, color, and 
shading, is ignored. Performance of the algorithm is evalu 
ated under scale (Zoom), rotation in the plane, translation 
and partial occlusion. Here, we evaluate the SKS algorithm, 
a general shape recognition strategy, for the specific task of 
curve recognition, especially under occlusion. A few other 
papers have addressed occlusion of faces, but not addressed 
the specific question of this paper. Although SKS is utilized 
in the examples herein, the present disclosure is not limited 
to SKS but can utilize any shape-based algorithm which 
includes biometrics. 
Notation 
One may assume a curve in the plane to be either 

continuous, and parameterized (typically) by arc length, or 
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discrete, and parameterized by an index, say i. If the 
continuous representation is used, in order to perform com 
putation, one must eventually use discretization. Therefore, 
we avoid the integral representation and go directly to the 
discrete representation. Our objective is to compare two 
curves, C and 'C. (We use the superscript on the left to 
denote which curve is being referred to.) In the discrete 
form, a curve, say curve i, is an ordered set of points in the 
plane, 'C={C; "C. . . . , 'C}, where 'C'x: 'y', using 
the usual 2-vector notation for points in the plane. For 
convenience, it is assumed that each curve has N points in 
its perimeter unless otherwise explicitly mentioned. 
SKS Algorithm 

This patent disclosure is for the concept of using sketch 
matching combined with biometric information for access 
control. In this section, one shape-matching method which 
easily incorporates biometrics, SKS, is described. However, 
other algorithms for shape matching could potentially be 
used. 

The SKS algorithm is a robust 2-d shape recognition 
algorithm which uses the philosophy of evidence accumu 
lation, as does the Hough transform, and resembling in some 
aspects the Shape Context. Such an approach uses consid 
erable memory but performs most computations using 
simple arithmetic and look up. The algorithm is invariant to 
translation, rotation, and Scale and is robust against partial 
occlusion. The algorithm is also highly parallel in nature 
which favors neural implementations. 

The algorithm is based on vectors of geometric features. 
FIG. 2 shows an example feature vector calculation. As seen 
from the figure, each point C is characterized with respect 
to the frame at the reference point R. 

Initially, the formalism allows the possibility of a collec 
tion of reference points, {R}, which is convenient if partial 
occlusion can happen. If partial occlusion is impossible, as 
is the case in sketch passwords, only one reference point is 
needed, and no subscript on R is needed. The choice of 
reference point is arbitrary, however, if the reference point is 
constrained to be one of the points on the curve ("Re'C), the 
complexity of the accumulator is greatly reduced. 

Example features of point 'C, as shown in FIG. 2, may 
include the distance to the reference point, the polar coor 
dinates (p, 0), 0e(0, 2II) of the point with respect to the 
reference (R), and the curvature (K) at that point. 
Invariance 

Translation invariance is achieved automatically since 
only the relative distance between points is considered. 

Rotation invariance occurs because curvature is invariant 
to rotation, and G is defined in the frame defined by the 
curve, and rotates with the curve. 

Scale invariance can be achieved by normalizing with 
respect to Scale, but scale may also be estimated. In the 
absence of occlusion, Scale may be estimated by something 
as simple as the length of the curve. However, if partial 
occlusion can occur, more Sophisticated methods may be 
required. The feature vectors may be normalized for scale 
using the example procedure described in the “Scale Esti 
mation' section below. 

All three feature vectors are invariant to rotation. In 
experiments, all three of these features are used, however, 
experiments have been conducted using just two, and good 
results have been achieved. Empirical observation indicated 
that longer feature vectors improve marginally if at all, but 
dramatically increased computational complexity; a result 
consistent with the well-known “curse of dimensionality.” 
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6 
Model Building 

Consider an edge image C={C. C. . . . 'C} with N 
points. A first step in the model building process is to pick 
a reference point on the contour (R, Re"C. This work uses 
point of high curvature as the reference points, although 
other choices, such as inflection points, are possible. Cur 
Vature may be determined using Digital Straight Segments 
(DSS), which can be more reliable and accurate when 
compared to other techniques. 
At the reference point (R), on the shape, the Frenet Frame 

(the tangent and the normal at that point) establishes a 
rotationally invariant reference coordinate system with 
respect to all the other points on the contour. A model is built 
with respect to each of these reference points. 

Define the feature vector at an arbitrary point 'C, with 
respect to the reference point R by: 

(1) 

To understand this representation, consider a simple ver 
Sion, which considers only the distance from the point on the 
curve C and the reference point R, and uses scalar values. 
Then, this simpler model can be written: (equation 2) 

i 

where p, is the distance from C, and similarly, K, is the 
curvature at C. This representation (using a summation) 
defines the model M(p, K) as a measure of the likelihood that 
a random point along the curve has curvature K and is a 
distance p from the reference. A more general form for the 
model for a curve with respect to the reference point R may 
be written in terms of a vector of features v, not including 
p by: (equation 3) 

where K is a diagonal matrix of feature variances or by the 
same equation using a maximum operator instead of a 
Summation. 
The form of v given in equation 1 may be used, or a more 

general form, including pressure and Velocity, or other point 
sketch features or biometric features. In equation 2, the 
equations have included the term including p, the distance to 
the reference, in the vector v, and derived a simpler form. 
However, it was chosen to make the presence of p as a 
measurement explicit because the model matching will treat 
this in a special way. 

While Equation 3 represents the likelihood to finding a 
point on the curve with properties (p. V). Using maximum 
instead of sum represents the likelihood of finding at least 
one point with those values. It has been found experimen 
tally that the form using the maximum provides higher 
discriminability between shapes. 
The model function (M(v)) can be viewed as a function 

which estimates the presence of a feature (v) in the model. 
The choice of a Gaussian-like function to represent the 
likelihood also allows a straight-forward interpretation in 
probabilistic terms. The model function can be precomputed 
and stored as a look up table which can considerably speed 
up the matching process. 
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Matching 
In the SAM application, partial occlusion cannot occur, so 

for here on, there is only one reference point. The matching 
process can use evidence accumulation to determine the 
similarity between two shapes. Consider matching curve 'C 
which does not have a defined reference point to database 
model (M(v)) built from curve C using reference point R. 

To quantify the quality of the match between two curves, 
'C and °C, use 

1 (6) 

In Equation 6, the algorithm is trying to find the reference 
point relative to the model. If the image drawn in the same 
as the model, the accumulator, A, can have a large value at 
the point in image 2 which corresponds to the reference 
point of the model. The variable x ranges over potentially all 
of the points in the image. If, however, prior information is 
available about where the reference point could be (e.g., the 
reference must be on the curve), the search can be greatly 
restricted. The sum over 1 is a sum over the L points on the 
test Curve. 

The performance of the algorithm is particularly well 
demonstrated in FIG. 8. 
The matching process is just a simple Summation over all 

the points in the contour and is considerably sped up by 
storing M(v) as a look-up table. 
The process of finding the database entry which best 

matches a particular contour is then simply finding the 
match pair which produces the highest A. 
Scale Estimation 

Although scale is a global characteristic of a shape, 
estimation of scale can be easily determined in the absence 
of occlusion by simply normalization by the curve length or 
the distance between extrema. 
Experimental Validation 
Edges in Faces 
A collection of 75 faces was chosen at random from a 

locally-collected database. These images contained some 
extraneous data, Such as clothing, which were masked out 
using a simple segmentation strategy. Phase congruency is 
used for edge extraction from the images in the database. 
The maximum moment image map, extracted from each 
database image, is used as the initial edge indicator in this 
process. 
To remove the aftershock effect of Phase Congruency in 

the Maximum Moments Image map, on step of cleaning was 
performed on the filtered version of the original Maximum 
Moments Image map. In this process, all the pixels having 
intensity less than 0.4 were converted to zero pixels. Shot 
noise-like phenomena are filtered by removing all the iso 
lated nonzero pixels in the following step. The resulting 
clean images were used as the representative shape contours 
of the corresponding database objects. The robustness and 
contract invariance of Phase Congruency, followed by a 
layer of filtration, produces a clear, easily distinguished 
contour even from a low contract poor quality image. 

After identifying edges, those edges can be thinned to a 
single pixel. 
A Measure for Image Security 
The face images were rotated in twenty degree steps and 

each rotated image was compared with every other image. 
With no occlusion, the performance was perfect. Perfor 
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8 
mance under partial occlusion, although not critical in the 
SAM application, demonstrates the power of the algorithm 
and is discussed below. 

It is interesting to consider the similarity between faces. 
Since, in the absence of occlusion, there were no errors, the 
error rate cannot be used to construct a confusion matrix: 
however, the match quality, the A of Equation 6, works quite 
well. The confusion matrix can be computed by averaging 
the match quality over all attempted matches, and the first 8 
columns of an experiment with 19 faces is presented in 
Tables 1 and 2. Looking at the difference between the 
diagonal and off-diagonal matrices, it can be seen that the 
no-occlusion case has a higher average difference; a measure 
of signal-to-noise. It is noted that faces 2 and 4 (match 
quality 10 in Table 1) are the most similar of those which are 
not simply similarity transforms of the same face. These are 
shown in FIG. 3. By the same measure, faces 5 and 4 have 
a low similarity (6.2 in Table 1). 

TABLE 1. 

Confusion matrix (first 8 columns) of matching 
a face with all rotations of all other faces. 

These faces are unoccluded. The highest possible value is 20. 

l 1 2 3 4 5 6 7 8 

1 17.2 7.2 7.2 8.0 6.5 7.5 7.2 8.0 
2 8.2 16.O 8.5 1O.O 8.2 8.8 8.5 8.2 
3 7.5 7.0 17.0 7.8 8.0 7.0 7.0 7.0 
4 7.5 7.5 7.8 16.8 6.8 7.0 7.2 7.8 
5 5.2 7.0 6.5 6.2 16.2 6.8 5.5 6.5 
6 7.2 7.8 8.5 7.5 7.5 17.0 7.2 7.8 
7 6.8 7.0 7.0 6.2 6.O 7.0 17.0 7.5 
8 7.8 6.5 7.5 7.5 7.2 8.5 7.8 16.8 
9 7.8 7.2 8.8 8.2 7.0 7.8 7.2 7.5 
10 7.0 6.8 6.8 7.2 6.8 7.2 7.0 7.0 
11 8.0 6.2 7.0 7.8 6.5 8.0 7.0 6.8 
12 6.O 6.2 8.2 6.8 6.8 6.5 6.2 7.2 
13 7.2 7.0 7.2 7.8 7.2 8.2 7.5 7.0 
14 6.5 6.2 6.5 7.0 6.O 6.O 6.2 7.5 
15 5.8 7.2 6.5 7.2 5.8 6.2 5.5 6.2 
16 7.2 7.5 7.2 7.8 7.0 9.2 7.5 7.8 
17 6.O 6.2 6.5 6.2 4.5 6.O 6.5 7.0 
18 7.0 7.8 7.2 7.0 6.8 7.8 6.8 6.8 
19 6.O 6.2 7.0 7.5 6.8 6.8 6.8 7.2 

They are shown in FIG. 4. It is observed that faces 2 and 4 
both have similar facial expressions, and both have a mus 
tache. Face 5 is female and quite different from face 4, both 
to the human observer and to the SKS algorithm. 
Robustness to Occlusion 

To evaluate robustness to occlusion, the faces in the 
database were subjected to similarity transforms and then 
occluded. All occlusions were accomplished by simply 
removing the appropriate number of columns on the right. 
FIG. 5 illustrates occlusion of 0, 20, 30, and 40%. It is 
important to emphasize that the occlusions always are from 
the right, but the face may be rotated in the frame, so either 
side, top, or bottom, may be occluded in any particular 
experiment. FIG. 6 illustrates the performance of the algo 
rithm in classifying images as a function of percent occlu 
sion. It is observed that errors start to occur at 40% occlu 
Sion. Random guessing can return correct answers at a rate 
of roughly 5%, so the accuracy shown of 48% at 70% 
occlusion is still Surprisingly good, given such a high degree 
of occlusion. 
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TABLE 2 

Confusion matrix (first 8 columns) of matching 
a face with all rotations of all other faces. 

Probes are occluded 30%. 

l 1 2 3 4 5 6 7 8 

1 10.2 4.8 S.O. S.S 4.8 S.2 SS S.O 
2 6.5 12.8 6.8 7.O 6.2 7.5 6.5 6.8 
3 6.2 S.2 12.0 S.8 6.O S.O. S.S. S.2 
4 SS 4.8 S.2 11.0 S.2 SO 5.8 S.O 
S 4.2 4.8 S.O 45 11.2 4.2 5.2 4.8 
6 6.0 S.8 S.8 S.8 S.2 12.2 6.2 6.2 
7 6.0 S.S. S.8 6.O SO 5.8 12.8 6.0 
8 6.2 S.2 6.O 6.5 6.O 6.2 6.8 12.0 
9 5.8 5.5 6.5 6.5 S.2 6.O 6.5 6.O 
1O SO 42 4.8 5.2 SO 4.8 55 4.8 
11 6.0 S.2 5.8 S.8 S.8 6.O 6.O 5.8 
12 4-S S.O. S.2 S.2 4.8 4.S. S.2 4.8 
13 S.8 S.S. S.8 6.5 6.O 6.O 6.2 S.S 
14 SO SO 48 S.O 48 4.8 S.O 4.8 
15 5.2 5.0 5.5 6.O 5.0 5.2 5.5 5.8 
16 6.2 S.S 6.2. 6.8 6.O 7.O 6.2 6.O 
17 4.5 4.8 4.8 4.8 3.5 4.5 4.5 5.2 
18 S.8 S.2 S.O 5.8 4.8 S.2 SS S.O 
19 SO S.2 S.O 5.8 4.8 S.O SO 6.0 

This should be compared with the performance of the 
same algorithm on classifying simple silhouettes with no 
interior detail, included in FIG. 7 for ease of comparison. 
Classification accuracy on those images was robust up to 
sixty percent. It is clear from the graph that the discrim 
inability of edge images of faces is not as good as that of 
boundaries of fish silhouettes. FIG. 7 may also be used to 
roughly predict the performance of other algorithms on this 
data set. 
Fish 
The method was tested with a large standard data set, the 

“SQUID data set of 1100 fish silhouettes, and with a 
smaller database of 12 tank silhouettes. Surprisingly, the 
tank database proved to be the more challenging of the two, 
because the tanks contain so many straight lines, where 
curvature is zero. Results were compared with Curvature 
Scale Space Matching, the Shape Context, and a traditional 
minimum distance classifier using the Hu Invariant 
Moments as features. 

In the tank experiment, models were built using all the 
tanks (rotated and Scaled) and matched each tank contour 
with every model. The number of correct matches in the top 
12 retrieved shapes was determined. Since there are 12 tanks 
and each tank 6 rotated and scaled versions of itself, the total 
number of correct matches is 1728. 

Table 3 shows the retrieval results of the fours algorithms. 
The results show that the performance of both SKS and 
shape context are similar with both getting around 99% 
classification accuracy. 

TABLE 3 

Invariance to Similarity Transforms 

SKS 
98.26 

Hu Moments CSS 
77.60 75.11 

Algorithm 
Correct Retrievals (%) 

Shape Context 
99.13 

Robustness to Occlusion 
In this experiment, 31 fishes were randomly picked from 

the SQUID database. These are shown in FIG. 9. Then, each 
fish was partially occluded by retaining 10-90% of the 
points. To determine a partial occlusion of say 6 percent 
occlusion. Since it can be reasonably anticipated that some 
areas of the boundary will be more sensitive to occlusion 
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10 
than others, the starting point was moved from 1 to 2, then 
3, etc. and more occluded boundaries were generated. An 
example of this is shown in FIG. 10. The performance 
reported is the average of all the occlusions of that particular 
boundary. At each occlusion level, the occluded fish gener 
ated using all possible starting points were matched with the 
unoccluded original set of 31 fish and classified. The results 
of the occlusion experiment for the four algorithms are 
shown in FIG. 7. 
As it can be seen, the SKS algorithm significantly out 

performs the others. Even at 60% occlusion, the classifica 
tion is essentially perfect. 

FIG. 11 depicts an image of a screen display of operator 
input according to embodiments. 

FIG. 12 is a flowchart showing an example training 
method according to embodiments. The method may be 
implemented by, for example, the security manager 102 of 
FIG. 1, or any other suitable component(s) of a computing 
device. Referring to FIG. 12, the method includes generating 
input sketches (step 1200) of the same security picture. For 
example, a user may make gestures on a screen of a 
touchscreen display to draw several (e.g., 3) sketches of the 
same security picture. At step 1202, the security manager 
102 may extract features from the drawn pictures. Based on 
the extracted features, the security manager 102 may create 
a model (step 1206) and store the model in a database 1210. 
At step 1208, the security manager 102 may match inputs 
with the model using SKS. At step 1212, a threshold may be 
estimated. 

FIG. 13 is a flowchart showing an example login method 
according to embodiments. The method may be imple 
mented by, for example, the security manager 102 of FIG. 1, 
or any other suitable component(s) of a computing device. 
Referring to FIG. 13, the method includes inputting a sketch 
of a security picture (step 1300). At step 1302, the security 
manager 102 may extract features from the drawn security 
picture. At step 1304, the security manager 102 may match 
input of the drawn security picture with the model using 
SKS. The model may be accessed from the database 1308. 
At step 1306, the security manager 102 may determine 
whether characteristic levels match or are above a threshold. 
In response to determining that the characteristic levels are 
not above the threshold, access may be denied. In response 
to determining that the characteristic levels are above the 
threshold, access may be granted. 

FIG. 14 illustrates a set of three training sketches input to 
the system which constitute the model. 

FIG. 15 illustrates a sketch input to the system which does 
not match the training sketch, and the accumulator formed, 
as well as the accumulator formed by a good match. Notice 
that the two accumulators are distinctly different in that the 
sketch corresponding to the correct match is sharply peaked. 

CONCLUSION 

These experiments demonstrate that there is a great deal 
of information in facial shape. Event without using color, 
texture, or shading, and without special classifiers tun ed 
from specific facial features, this holistic classifier provides 
good performance, especially for partially occluded images. 
The SKS algorithm provides a strategy for matching 

shapes which has a remarkable degree of invariance to 
observer variations. Furthermore, it appears to be a strategy 
which is implementable by a biologically-plausible, highly 
parallel neural network. This may, in fact, be an actual model 
for how some aspects of shape recognition are done by the 
brain. For example, in investigations of shape recognition in 
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region V4 of the visual cortex, it has been found that cells 
with responses that could be quantified by “Gaussian func 
tions on a curvature X position domain,” exactly as the SKS 
algorithm does. It has been shown that boundary curvature 
can be computed by a specialized neural network. 
The various techniques described herein may be imple 

mented with hardware or software or, where appropriate, 
with a combination of both. Thus, the methods and apparatus 
of the disclosed embodiments, or certain aspects or portions 
thereof, may take the form of program code (i.e., instruc 
tions) embodied in tangible media, Such as floppy diskettes, 
CD-ROMs, hard drives, or any other machine-readable 
storage medium, wherein, when the program code is loaded 
into and executed by a machine. Such as a computer, the 
machine becomes an apparatus for practicing the presently 
disclosed subject matter. In the case of program code execu 
tion on programmable computers, the computer will gener 
ally include a processor, a storage medium readable by the 
processor (including volatile and non-volatile memory and/ 
or storage elements), at least one input device and at least 
one output device. One or more programs may be imple 
mented in a high level procedural or object oriented pro 
gramming language to communicate with a computer sys 
tem. However, the program(s) can be implemented in 
assembly or machine language, if desired. In any case, the 
language may be a compiled or interpreted language, and 
combined with hardware implementations. 
The described methods and apparatus may also be embod 

ied in the form of program code that is transmitted over 
Some transmission medium, Such as over electrical wiring or 
cabling, through fiber optics, or via any other form of 
transmission, wherein, when the program code is received 
and loaded into and executed by a machine, such as an 
EPROM, a gate array, a programmable logic device (PLD), 
a client computer, a video recorder or the like, the machine 
becomes an apparatus for practicing the presently disclosed 
Subject matter. When implemented on a general-purpose 
processor, the program code combines with the processor to 
provide a unique apparatus that operates to perform the 
processing of the presently disclosed subject matter. 

Features from one embodiment or aspect may be com 
bined with features from any other embodiment or aspect in 
any appropriate combination. For example, any individual or 
collective features of method aspects or embodiments may 
be applied to apparatus, system, product, or component 
aspects of embodiments and vice versa. 

While the embodiments have been described in connec 
tion with the various embodiments of the various figures, it 
is to be understood that other similar embodiments may be 
used or modifications and additions may be made to the 
described embodiment for performing the same function 
without deviating therefrom. Therefore, the disclosed 
embodiments should not be limited to any single embodi 
ment, but rather should be construed in breadth and scope in 
accordance with the appended claims. 
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What is claimed: 
1. A computing device comprising: 
a touchscreen display or a pen and tablet, configured to 

receive gesture information comprising a plurality of 
points for a user drawn security picture for a user 
drawing a security picture on the touchscreen display or 
the tablet; and 

a security manager executed by at least one processor that 
is configured to: 
determine one or more characteristics associated with 

input of the gesture information including a curva 
ture and a distance for the plurality of points for the 
user drawn security picture; 

Select a single point to be a reference point for the 
curvature and distance information; 

model a curve for the user drawn security picture with 
respect to the selected reference point using a proba 
bilistic distribution model function which provides a 
measure of likelihood that a random point along the 
curve has a curvature and is a distance from the 
selected reference point: 

compare the modeled curve for the user drawn security 
picture with a model of a pre-determined curve 
having been modeled by the model function; and 

authenticate the user based on the drawn security 
picture and the comparison of the modeled curve for 
the user drawn security picture and the modeled 
pre-determined curve. 
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2. The computing device of claim 1, wherein the deter 
mined one or more characteristics further include a time 
used for drawing one or more portions of the user drawn 
security picture. 

3. The computing device of claim 1, wherein the security 
manager is configured to: 

receive one or more input sketches of the security picture; 
extract features from the one or more input sketches, 
where these features include not only features of the 
sketch itself, but also characteristics of how it was 
drawn; 

create the modeled predetermined curve based on the 
extracted features; 

match inputs with the modeled curve; and 
estimate a threshold for the match. 
4. The computing device of claim 1, wherein the security 

manager is configured to: 
match the modeled pre-determined curve with the mod 

eled curve; 
determine whether a level associated with the character 

istics is above a threshold; 
grant access based on whether the level associated with 

the characteristics is above the threshold. 
5. The computing device of claim 4, wherein the matching 

uses a Simple K-Space (SKS) algorithm. 
6. The computing device of claim 1, wherein the touch 

screen display or the tablet is configured to capture location 
of each point relative to the touchscreen display or the tablet, 
the time of every point of the sketch, and the drawing 
pressure of each point of the sketch. 

7. The computing device of claim 1, wherein the security 
manager is configured to: estimate scale by normalizing the 
curve length or the distance between extrema of the curve. 

8. The computing device of claim 1 wherein the model 
function which provides the measure of likelihood that a 
random point along the curve has a curvature and is a 
distance from the selected reference point is Gaussian dis 
tribution function. 

9. The computing device of claim 1, wherein the model 
function is defined in a scalar form as: 

- n. 12 - . 12 

M(O, K) = X. est- YA es } g k 
i 

where p, is the distance from the selected reference point, 
K, is the curvature at a selected pointjon the curve, and 
o, and O, are variance parameters for distance and 
curvature, respectively. 

10. The computing device of claim 1, wherein the model 
function is defined in a vector form as: 

- n. 12 
M(O, K) = X. ex- (p-pi) ept-0 - vi)'K' (y – v.)), 

where K is a diagonal matrix of feature variances, p, is the 
distance from a selected point j on the curve, O is a 
variance parameter for distance, and v is a vector of the 
determined one or more characteristics associated with 
input of the gesture information. 

11. The computing device of claim 10, wherein compar 
ing comprises quantify the quality of a match of the modeled 
functions for the curves. 
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14 
12. The computing device of claim 11, wherein the 

quantifying uses a function defined as: 

1 L. 2 
A(x) = i2. M (C - x, y) 

where L is the number of points, C is the modeled curve 
for the user drawn security picture, M ( )is the model 
function, v, is the vector for the 1" point, and x is a 
given point. 

13. The computing device of claim 1, wherein the pre 
determined curve corresponds to a known user's drawing of 
the security picture. 

14. The computing device of claim 1, wherein the selected 
reference point is on the curve with high curvature. 

15. The computing device of claim 1, wherein the deter 
mined one or more characteristics further include polar 
coordinates or rotation data for the points of the curve with 
respect to the selected reference point. 

16. The computing device of claim 1, wherein the deter 
mined one or more characteristics further include the draw 
ing pressure for points of the curve. 

17. The computing device of claim 1, wherein the selected 
reference point is constrained to be one of the plurality of 
points for the user drawn security picture. 

18. A method comprising: 
using at least one processor and memory for: 

receiving gesture information for drawing a security 
picture comprising a plurality of points for a user 
drawn security picture for a user drawing a security 
picture on a touchscreen display or a tablet: 

determining one or more characteristics associated with 
input of the gesture information including a curva 
ture and a distance for the plurality of points for the 
user drawn security picture; 

Selecting a single point to be a reference point for the 
curvature and distance information; 

modeling a curve for the user drawn security picture 
with respect to the selected reference point using a 
probabilistic distribution model function which pro 
vides a measure of likelihood that a random point 
along the curve has a curvature and is a distance from 
the selected reference point: 

comparing the modeled curve for the user drawn secu 
rity picture with a model of a pre-determined curve 
having been modeled by the model function; and 

authenticating the user based on the drawn security 
picture and the comparison of the modeled curve for 
the user drawn security picture and the modeled 
pre-determined curve. 

19. The method of claim 18, wherein the determined one 
or more characteristics further include a time used for 
drawing one or more portions of the user drawn security 
picture. 

20. The method of claim 18, further comprising: 
receiving one or more input sketches of the security 

picture; 
extracting features from the one or more input sketches 

and characteristics of how it was drawn; 
creating the modeled predetermined curve based on the 

extracted features; 
matching inputs with the modeled curve; and 
estimating a threshold for the match. 
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21. The method of claim 18, further comprising: 
matching the drawn security picture with the modeled 

predetermined curve: 
determining whether a level associated with the charac 

teristics is above a threshold; 5 
granting access based on whether the level associated 

with the characteristics is above the threshold. 

k k k k k 

16 


