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(57) ABSTRACT 
An image capturing apparatus comprises a first image cap 
turing unit, a second image capturing unit that is different 
from the first image capturing unit, and a control unit 
configured to perform control such that a second live image 
captured by the second image capturing unit is Superim 
posed and displayed on a first live image captured by the first 
image capturing unit, wherein if first information is to be 
displayed on a display unit along with the first live image 
and the second live image, the control unit controls to Switch 
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a display state in which the first information is Superimposed 
on the second live image or a display state in which the first 
information is displayed behind the second live image, 
according to a state of a predetermined function for shoot 
1ng. 
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IMAGE CAPTURING APPARATUS AND 
CONTROL METHOD THEREOF 

BACKGROUND OF THE INVENTION 

Field of the Invention 
The present invention relates to an image capturing appa 

ratus having a plurality of image capturing units and control 
method thereof. 

Description of the Related Art 
Along with normal cameras that shoot an object seen by 

a photographer (main camera), cameras that shoot a pho 
tographer himself/herself or an object on the photographer 
side (sub camera) have been mounted in the latest mobile 
phones and Smartphones. Also, by mounting a main camera 
and a Sub camera, a so-called simultaneous shooting func 
tion is realized in which shooting is performed by the main 
camera and the Sub camera at the same time and the images 
shot by the cameras are composited and recorded. Upon 
using the simultaneous shooting function, while viewing the 
live view images of the main camera and the Sub camera, the 
user can check the expression and the like of the photogra 
pher in conjunction with the composition of the object and 
the like, and perform shooting. 
An image obtained using the simultaneous shooting func 

tion is generally constituted by Superimposing the image 
shot by the Sub camera at a small size on a background 
region that is the image shot by the main camera. With 
regard to the simultaneous shooting function, Japanese 
Patent Laid-Open No. 2005-094741 discloses a technique of 
performing face detection on the image shot by the main 
camera and compositing the image of the photographer shot 
by the Sub camera in a region not including a face, so that 
the object in the image shot by the main camera is not 
hidden. 

In the case of performing shooting using the simultaneous 
shooting function, a composite image obtained by arranging 
the live view image from the Sub camera on the background 
region that is the live view image from the main camera is 
Subjected to through-the-lens display on an electronic view 
finder Such as a liquid crystal panel. For this reason, the 
photographer can perform shooting while checking not only 
the object but also his/her own expression and the like. 

However, in Japanese Patent Laid-Open No. 2005 
094741, since the positional relationship between the image 
of the photographer and the image of the object, which are 
Superimposed and displayed, is fixed, there is a possibility 
that the image of the photographer will be hidden by the 
image of the object, display of other information Such as a 
focus frame, and the like, or the image of the object will be 
hidden by the image of the photographer, display of other 
information, and the like. 

SUMMARY OF THE INVENTION 

The present invention has been made in consideration of 
the aforementioned problems, and realizes a technique 
according to which, by Switching the vertical positional 
relationship between an image and an information which are 
Superimposed and displayed, according to the shooting state, 
an image can be displayed without being hidden by another 
image, information display, or the like. 

In order to solve the aforementioned problems, the pres 
ent invention provides an image capturing apparatus com 
prising: a first image capturing unit; a second image cap 
turing unit that is different from the first image capturing 
unit; and a control unit configured to perform control Such 
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2 
that a second live image captured by the second image 
capturing unit is Superimposed and displayed on a first live 
image captured by the first image capturing unit, wherein if 
first information is to be displayed on a display unit along 
with the first live image and the second live image, the 
control unit controls to switch a display state in which the 
first information is Superimposed on the second live image 
or a display state in which the first information is displayed 
behind the second live image, according to a state of a 
predetermined function for shooting. 

In order to solve the aforementioned problems, the pres 
ent invention provides a control method of a display control 
apparatus for displaying an image captured by a first image 
capturing unit and an image captured by a second image 
capturing unit for capturing an image in a direction different 
from that of the first image capturing unit, the method 
comprising: a control step of performing control Such that a 
first live image captured by the first image capturing unit, a 
second live image captured by the second image capturing 
unit, and first information are displayed on the display unit, 
wherein in the control step, the second live image is Super 
imposed and displayed on the first live image, and according 
to a state of a predetermined function related to shooting, it 
is controlled to switch a display state in which the first 
information is Superimposed on the second live image or a 
display state in which the first information is displayed 
behind the second live image. 

According to the present invention, by Switching the 
vertical positional relationship between a plurality of images 
and an information which are Superimposed and displayed, 
according to a shooting State, an image can be displayed 
such that it is not hidden by another image, information 
display, or the like. 

Further features of the present invention will become 
apparent from the following description of exemplary 
embodiments with reference to the attached drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a diagram showing the external appearance of an 
image capturing apparatus according to an embodiment of 
the present invention. 

FIG. 2 is a block diagram showing a configuration of an 
image capturing apparatus according to an embodiment. 

FIG. 3 is a flowchart showing a basic operation of an 
image capturing apparatus according to an embodiment. 

FIG. 4 is a flowchart showing an operation in a still image 
recording mode of an image capturing apparatus according 
to an embodiment. 

FIG. 5A is a flowchart showing face detection processing 
in step S407 in FIG. 4. 

FIG. 5B is a flowchart showing shooting processing in 
step S414 in FIG. 4. 

FIG. 5C is a flowchart showing recording processing in 
step S416 in FIG. 4. 

FIG. 6 is a flowchart showing through-the-lens display 
control processing in a simultaneous shooting mode accord 
ing to an embodiment. 

FIGS. 7A to 7C are diagrams illustrating a live view 
screen in a simultaneous shooting mode according to an 
embodiment. 

FIGS. 8A and 8B are diagrams illustrating a live view 
screen in a simultaneous shooting mode according to an 
embodiment. 

FIGS. 9A and 9B are diagrams illustrating a layer priority 
setting screen in a simultaneous shooting mode according to 
an embodiment. 
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FIGS. 10A and 10B are diagrams illustrating a layer 
configuration in a simultaneous shooting mode according to 
an embodiment. 

DESCRIPTION OF THE EMBODIMENTS 

Embodiments of the present invention will be described in 
detail below. The following embodiments are merely 
examples for practicing the present invention. The embodi 
ments should be properly modified or changed depending on 
various conditions and the structure of an apparatus to which 
the present invention is applied. The present invention 
should not be limited to the following embodiments. Also, 
parts of the embodiments to be described later may be 
properly combined. 

Embodiments upon application of the present invention to 
an image capturing apparatus Such as a digital camera for 
shooting a still image and/or moving image will be 
described in detail hereinafter with reference to the draw 
ings. 

Apparatus Configuration 
The configuration and functions of a digital camera 

according to this embodiment of the present invention will 
be described below with reference to FIGS. 1 and 2. 

FIG. 1 shows an external appearance of a digital camera 
100 according to the present embodiment. 

In FIG. 1, a display unit 101 is a display device such as 
an LCD panel which displays images and various informa 
tion. A shutter button 102 is an operation unit for a shooting 
instruction. A mode switching button 103 is an operation 
unit for changing over among various modes. A connector 
107 is an interface that connects a connection cable 108 with 
a digital camera 100. Operation units 104 comprise opera 
tion members such as various Switches, buttons and a touch 
panel operated in various ways by the user. A controller 
wheel 106 is a rotatable operation member included among 
the operation units 104. A power switch 105 switches 
between power on and power off. A recording medium 109 
is a medium Such as a memory card or hard disk. A recording 
medium slot 110 is for accommodating the recording 
medium 109. The recording medium 109 accommodated in 
the recording medium slot 110 makes it possible to com 
municate with the digital camera 100. A cover 111 covers the 
recording medium slot 110. A Sub camera 112 is a camera 
module for shooting a photographer himself/herself or an 
object on the photographer side. A viewfinder 113 is pro 
vided for the photographer to shoot an object while seeing 
through the viewfinder, and includes an eye detection unit 
for detecting whether the photographer's eye is in contact 
with the viewfinder 113. 

FIG. 2 shows an internal configuration of a digital camera 
100 according to the present embodiment. 

Referring to FIG. 2, the digital camera 100 according to 
this embodiment includes a main camera module (to be 
referred to as a main camera hereinafter) for shooting an 
object seen from the photographer, and a sub-camera mod 
ule (to be referred to as a sub-camera hereinafter) for 
shooting the photographer himself/herself or an object on 
the photographer side. The main camera includes a first 
imaging optical system formed by a photographing lens 203, 
a shutter 204, and an image capturing unit 205. The sub 
camera includes a second imaging optical system formed by 
a photographing lens 233, a shutter 234, and an image 
capturing unit 235. 

Each of photographing lenses 203, 233 includes a Zoom 
lens and a focusing lens. Each of shutters 204, 234 has a 
diaphragm function. Each of image capturing units 205, 235 
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4 
is an image sensor, which is constituted by a CCD or CMOS 
or the like, for converting the optical image of an object to 
an electric signal. 
An A/D converter 206 converts analog signals, each of 

which is output from the image capturing units 205, 235, to 
a digital signal. A barrier 202 covers the imaging optical 
system which includes the photographing lens 203 of the 
part of the main camera of the digital camera 100, thereby 
preventing contamination of and damage to the image 
capturing system that includes the photographing lens 203, 
shutter 204 and image capturing unit 205. 
An image processing unit 207 performs resizing process 

ing, Such as predetermined pixel interpolation and reduction, 
and color conversion processing, with respect to data from 
the A/D converter 206 or data from a memory control unit 
209. Further, the image processing unit 207 performs pre 
determined calculation processing using the captured image 
data, and the system control unit 201 performs exposure 
control and distance measuring control based on the calcu 
lation results. Thus, AF (Automatic Focus) processing, AE 
(Automatic Exposure) processing, and EF (flash pre-emis 
sion) processing of TTL (Through the Lens) type are per 
formed. Furthermore, the image processing unit 207 per 
forms predetermined calculation processing using the 
captured image data, and AWB (Automatic White Balance) 
processing of TTL type is performed on the basis of the 
calculation results. 

Note that the A/D converter 206 and image processing 
unit 207 can be provided in each of the image capturing units 
205 and 235. 
The data from the A/D converter 206 is directly written 

into a memory 210 via both the image processing unit 207 
and the memory control unit 209 or via the memory control 
unit 209. The memory 210 stores the image data obtained 
from the image capturing unit 205 and the A/D converter 
206, and image display data to be displayed on the display 
unit 101. The memory 210 has a storage capacity that is 
Sufficient for storing a predetermined number of still images 
as well as moving images and audio for a predetermined 
time period. 
A compression/decompression unit 217 compresses 

image data using an adaptive discrete cosine transform 
(ADCT) or the like, or decompresses compressed image 
data. Using the shutters 204, 234 as triggers, the compres 
sion/decompression unit 217 loads image data stored in the 
memory 210, performs compression processing thereon, and 
when the processing ends, writes the resulting image data in 
the memory 210. Also, if shooting has been performed in a 
later-described simultaneous shooting mode, according to 
later-described layer priority levels determining the vertical 
relationship at a time of display, the memory control unit 
209 composites a first image shot by the main camera (to be 
referred to as a main camera image hereinafter) and a second 
image shot by the sub camera (to be referred to as a sub 
camera image hereinafter) that are stored in the memory 
210, and when the compression processing by the compres 
sion/decompression unit 217 ends, the resulting composite 
image data is written in the memory 210. Also, the com 
pression/decompression unit 217 performs decompression 
processing on image data that has been recorded in the 
recording medium 109 as a file and writes the image data in 
the memory 210 when the processing ends. The image data 
written in the memory 210 by the compression/decompres 
sion unit 217 is written in the recording medium 109 as a file 
by the system control unit 201 via the recording medium I/F 
216. 
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The memory 210 also functions as a memory for image 
display (video memory). A D/A converter 208 converts the 
image display data stored in the memory 210 into an analog 
signal and Supplies the display unit 101 with the analog 
signal. The image display data that was written into the 
memory 210 is displayed by the display unit 101 via the D/A 
converter 208. The display unit 101 performs, on a display 
device Such as an LCD, display in accordance with the 
analog signal from the D/A converter 208. The digital signal 
once converted by the A/D converter 206 and stored in the 
memory 210 is converted into analog signals by the D/A 
converter 208, and the analog signals are successively 
transmitted to the display unit 101 so as to be displayed 
thereon, making it possible to realize an electronic view 
finder (EVF) functionality and to perform through-the-lens 
display of a live view image (hereinafter, live image). 
A nonvolatile memory 213 is, for example, an EEPROM, 

which is electrically erasable and recordable. In the non 
Volatile memory 213, constants and programs, for example, 
for operating the system control unit 201 are stored. In this 
context, “programs' may refer to programs for executing 
various flowcharts that will be described later. 
The system control unit 201 overall controls the entire 

camera 100, and realizes, by executing the programs stored 
in the nonvolatile memory 213, the processes of the flow 
chart that will be described later. The system memory 212 is, 
for example, a RAM on which constants and variables for 
operating the system control unit 201, and the programs read 
out from the nonvolatile memory 213 are expanded. The 
system control unit 201 controls the memory 210, the D/A 
converter 208, the display unit 101, and the like, so as to 
perform display control. 
A system timer 211 is a timer circuit for measuring time 

periods for various types of controls and the time of an 
integrated clock. 
A mode switching button 103, a first shutter switch 102a, 

a second shutter switch 102b, and the operation units 104 are 
operation members for inputting various types of instruc 
tions into the system control unit 201. 

The mode switching button 103 switches the operation 
mode of the system control unit 201 to any of a still image 
recording mode, a moving image recording mode, and a 
reproduction mode. The still image recording mode includes 
an automatic shooting mode, an automatic scene determi 
nation mode, a manual mode, various types of scene modes 
in which different settings are configured for individual 
shooting scenes, a program AE mode, a custom mode, a 
simultaneous shooting mode in which the main camera and 
Sub camera can simultaneously perform shooting, and the 
like. Using the mode switching button 103, the mode is 
directly switched to any of the plurality of modes included 
in the still image recording mode. Alternatively, it is also 
possible to switch, using the mode switching button 103, to 
the still image recording mode and then to Switch, using 
another operation member, to any of the plurality of modes 
included in the still image recording mode. Similarly, also 
the moving image recording mode may include a plurality of 
modes. 

While the shutter-release button 102 provided on the 
camera 100 is being operated, that is, pressed half-way (the 
shooting preparation instruction), the first shutter Switch 
102a is turned on and generates a first shutter Switch signal 
SW1. Upon receiving the first shutter switch signal SW1, the 
system control unit 201 causes the main camera and Sub 
camera to start the AF (Automatic Focus) processing, the AE 
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6 
(Automatic Exposure) processing, the AWB (Automatic 
White Balance) processing, the EF (flash pre-emission) 
processing and the like. 
When the operation of the shutter-release button 102 is 

completed, that is, the shutter-release button 102 is pressed 
fully (the shooting instruction), the second shutter Switch 
102b is turned on and generates a second shutter switch 
signal SW2. Upon receiving the second shutter Switch signal 
SW2, the system control unit 201 starts a series of shooting 
processing from reading out the signal from each of the 
image capturing units 205, 235 to writing of image data to 
the recording medium 109. 
By selecting various functional icons displayed on the 

display unit 101, appropriate functions for each situation are 
assigned to each operation member of the operation units 
104, and the operation members thus act as various function 
buttons. Examples of these function buttons include an end 
button, a back button, an image scrolling button, a jump 
button, a narrow-down button, an attribute change button. 
For example, a menu screen that enables various settings to 
be made is displayed on the display unit 101 by pressing a 
menu button. The user can make various settings intuitively 
by using the menu screen, which is displayed on the display 
unit 101, four-direction (up, down, left, right) buttons and a 
SET button. 
The controller wheel 106, which is a rotatable operation 

member included among the operation units 104, is used 
together with the direction buttons as when a selection item 
is specified. When the controller wheel 106 is turned, an 
electrical pulse signal is generated in accordance with the 
amount of rotation, and the system control unit 201 controls 
each unit of the digital camera 100 based upon the pulse 
signal. The angle through which the controller wheel 106 
has been turned and how many times it has been turned can 
be determined by the pulse signal. It should be noted that the 
controller wheel 106 can be any operating member so long 
as it is an operating member whose rotation can be detected. 
For example, it can be a dial operating member in which the 
controller wheel 106 itself is rotated to generate the pulse 
signal in accordance with a turning operation by the user. 
Further, it can be a device (a so-called touch wheel) that 
detects an operation Such as the revolution of the user's 
finger on the controller wheel 106 without by controller 
wheel 106 itself being rotated. 
A power control unit 214 is constituted by, for example, 

a battery detection circuit, a DC-DC converter, a switch 
circuit for changing over the block to be supplied with 
power, and detects whether a battery has been inserted or 
not, the type of the battery, and the residual capacity thereof. 
Further, the power control unit 214 controls the DC-DC 
converter in accordance with the detection results and an 
instruction of the system control unit 201, and Supplies a 
necessary Voltage for a necessary length of time to each of 
the units including the recording medium 109. 
A power Supply unit 215 comprises a primary battery Such 

as an alkaline battery or a lithium battery, a secondary 
battery such as an NiCd battery, an NiMH battery, or an Li 
battery, or an AC adaptor. 
The recording medium interface (I/F) 216 is for interfac 

ing with the recording medium 109 such as the memory card 
or hard disk. The recording medium 109 is a recording 
medium such as a memory card for recording shot images, 
and constituted by a semiconductor memory, a magnetic 
disk, or the like. 

Basic Operation 
The basic operation of the digital camera 100 according to 

this embodiment from the start to the end will be described 
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with reference to FIG. 3. Note that processing shown in FIG. 
3 is implemented when a program recorded in the nonvola 
tile memory 213 is read out into the system memory 212, 
and executed by the system control unit 201. 

Further, although the Sub camera performs operations that 5 
are basically the same as those of the main camera as will be 
described later, a description will be given in which pro 
cessing that is unique to the Sub camera in particular is 
Supplemented. 
Upon turning on the power switch 105 of the digital 10 

camera 100, the processing shown in FIG. 3 starts. 
The system control unit 201 initializes the flags, control 

variables, and the like in step S301 and starts management 
processing for files recorded in the recording medium 109 in 
step S302. 15 

In steps S303, S305, and S307, the system control unit 
201 determines the setting position of the mode switching 
button 103. If it has been set to the still image recording 
mode in step S303, the process advances to step S304, and 
the still image recording mode processing that will be 20 
described later in FIG. 4 is executed. Also, if it has been set 
to the moving image recording mode in step S305, the 
process advances to step S306, and the moving image 
recording mode processing is executed. Also, if it has been 
set to the reproduction mode in step S307, the process 25 
advances to step S308, and the reproduction mode process 
ing is executed. 

Also, if none of the still image recording mode, the 
moving image recording mode, and the reproduction mode 
have been set in steps S303, S305, and S307, the process 30 
advances to step S309, and the system control unit 201 
executes other mode processing. The other mode processing 
is, for example, transmission mode processing in which 
transmission of a file recorded in the recording medium 109 
is performed, reception mode processing in which a file is 35 
received from an external device and recorded in the record 
ing medium 109, or the like. 

After the mode processing is executed in step S304, S306, 
S308, S309, the process advances to step S310 and the 
system control unit 201 determines the setting of the power 40 
supply switch 105, and if it is set to be on, the process returns 
to step S303, and if it is set to be off, the process advances 
to step S311. 

In step S311, the system control unit 201 performs end 
processing. End processing includes, for example, process- 45 
ing for changing the display of the display unit 101 to an end 
state and closing the barrier 202 to protect the image 
capturing unit 205, and processing for recording setting 
values, setting modes, and parameters including flags, con 
trol variables, and the like in the nonvolatile memory 213 50 
and shutting off the power to units that do not require a 
Supply of power. 
Upon completion of the end processing in step S311, a 

transition to the power off state is made. 
Still Image Recording Mode 55 
The still image recording mode processing of step S304 in 

FIG. 3 will be described with reference to FIGS. 4 and 
5A-5C. Note that the processing in FIG. 4 ends due to 
interruption processing and the like in the case where a 
Switch to another operation mode is instructed using the 60 
mode switching button 103 or in the case where the power 
supply switch 105 is switched off. 

In step S401, the system control unit 201 establishes the 
shooting mode. Establishment of the shooting mode is 
performed by acquiring the shooting mode at the time of 65 
ending the previous instance of still image recording mode 
processing from the nonvolatile memory 213 and storing the 

8 
shooting mode in the system memory 212. A shooting mode 
is for shooting a still image. The digital camera 100 of the 
present embodiment has the following shooting modes. 

Automatic shooting mode: a mode in which various 
parameters of the camera are automatically determined by a 
program installed in the digital camera 100, based on an 
exposure value obtained by photometry. 
Manual mode: a mode in which the user can freely change 

various parameters of the camera. 
Scene mode: the combination of the shutter speed, dia 

phragm value, strobe light State, sensitivity setting, and the 
like that are appropriate for the shooting scene are set freely. 

Simultaneous shooting mode: a mode in which shooting 
with the Sub camera is also performed at the same time as 
shooting with the main camera and one composite image is 
generated by Superimposing the Sub camera image on the 
main camera image. 

In step S402, the system control unit 201 performs 
through-the-lens display of image data shot using the image 
capturing unit 205 on the display unit 101. Note that in the 
case of the simultaneous shooting mode, which will be 
described later with reference to FIG. 6, the main camera 
image and the Sub camera image shot by the image capturing 
units 205, 235 are composited by the memory control unit 
209, and an almost real-time live image thereof is subjected 
to through-the-lens display without being stored in the 
recording medium 109. By viewing the composite image, 
the photographer can check the angle of view and adjust the 
timing of shooting, and can check his/her own expression in 
conjunction therewith. 

In step S403, the system control unit 201 uses the power 
supply control unit 214 to determine whether or not the 
residual capacity of the power supply unit 215, the existence 
or non-existence of the recording medium 109, or the 
residual capacity thereof is problematic for the operation of 
the digital camera 100. If it is problematic, the process 
advances to step S404, a predetermined warning is displayed 
on the display unit 101 using an image or audio, and the 
process returns to step S401, and if it is not problematic, the 
process advances to step S405. 

In step S405, the system control unit 201 expands the 
shooting settings stored in the nonvolatile memory 213 in 
accordance with user settings to the system memory 212 so 
as to determine whether or not shooting parameters have 
been set. If they have not been set, the process advances to 
step S407, and if they have been set, the process advances 
to step S406 and processing is performed in accordance with 
the set shooting parameters. 

In step S407, the system control unit 201 detects a face of 
a person in the live image being Subjected to through-the 
lens display (face detection processing). If the face of a 
person is detected in the face detection processing, the 
system control unit 201 Stores the positional coordinates, 
size (width, height), number detected, reliability coefficient, 
and the like of the detected face in the system memory 212 
as face information. If a face is not detected in the face 
detection processing, 0 is set in regions for the positional 
coordinates, size (width, height), number detected, reliabil 
ity coefficient, and the like of the system memory 212. 

Here, the face detection processing in step S407 will be 
described with reference to FIG. 5A. 

In FIG. 5A, the system control unit 201 reads out the live 
image data (step S531) stored in the memory 210, applies 
band pass filters in the horizontal direction and the vertical 
direction (steps S532 and S533), and detects edge compo 
nents. Next, the system control unit 201 performs pattern 
matching on the detected edge components (step S534) So as 
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to extract a group of candidates for eyes, nose, mouth, and 
ears. Next, the system control unit 201 determines that 
among the group of candidates for eyes extracted using 
pattern matching, candidates that satisfy a predetermined 
condition (e.g., distance between two eyes, inclination, etc.) 
are a pair of eyes, and the group of candidates for eyes is 
narrowed down to only those that are a pair of eyes (step 
S535). 

Then, the system control unit 201 detects a face by 
associating the narrowed-down group of candidates for eyes 
with other parts forming a face (nose, mouth, ears) that 
correspond thereto and passing them through a pre-set 
non-face condition filter (step S536), and face information is 
generated in accordance with the detection result (step 
S537). 

Object information can be generated by extracting feature 
amounts of an object such as a person’s face from the live 
image data being Subjected to through-the-lens display in 
this way. Note that in order to notify the user of the 
generated object information, a face frame and the like may 
be displayed on the display unit 101 in accordance with the 
positional coordinates and the size of the face by Superim 
posing them on the live image, for example. In the present 
embodiment, face information is illustrated as object infor 
mation, but the present invention is not limited to this, and 
it is possible to detect a moving object such as a vehicle or 
a train for example as an object being trailed. 

In step S409, the system control unit 201 determines 
whether or not a first shutter switch signal SW1 is on 
(receive shooting preparation instruction). If the first shutter 
switch signal SW1 is off, the process returns to step S405, 
whereas if it is on, the process advances to step S410. 

In step S410, a shooting preparation operation is per 
formed. The system control unit 201 performs distance 
measuring processing so as to focus the photographing lens 
203 on the object (AF processing) and performs photometry 
processing so as to determine the diaphragm value and 
shutter speed (AE processing). Note that in the photometry 
processing, flash settings are also performed if necessary. 
Also, if a face is detected in step S407, it is possible to 
perform face AF in which distance measurement is per 
formed using the detected range of the face, and to display 
an AF frame on a specific face indicating the focus position. 
Also, in the case of simultaneous shooting mode, a shooting 
preparation operation is performed similarly on the Sub 
camera side as well. 

In steps S411, S412, the system control unit 201 deter 
mines the on/off state of the first shutter switch signal SW1 
and the second shutter switch signal SW2. If the second 
shutter switch signal SW2 switches on when the first shutter 
switch signal SW1 is on, the process advances to step S413. 
Thereafter, upon the first shutter switch signal SW1 switch 
ing off (if the first shutter switch signal SW1 is switched off 
while the second shutter switch signal SW2 is not on), the 
process returns to step S405. Also, while the first shutter 
switch signal SW1 is on and the second shutter switch signal 
SW2 is off, the processing of steps S411, S412 is repeated. 

In step S413, the system control unit 201 sets the display 
unit 101 from a through-the-lens display state to a fixed 
color display state (e.g., a solid black display). 

In step S414, the system control unit 201 executes shoot 
ing processing which includes exposure processing and 
developing processing. In the exposure processing, image 
data obtained from the image capturing unit 205 and the A/D 
converter 206 is written in the memory 210 via both the 
image processing unit 207 and the memory control unit 209, 
or from the A/D converter 206 via the memory control unit 
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10 
209 directly. Also, in the developing processing, the system 
control unit 201 performs various processing by reading out 
image data written in the memory 210 using the memory 
control unit 209 and, when necessary, the image processing 
unit 207. 

Here, the shooting processing in step S414 will be 
described with reference to FIG. 5B. 

In FIG. 5B, the system control unit 201 acquires the 
shooting date/time from the system timer 211 and stores it in 
the system memory 212 (step S541). Next, the system 
control unit 201 adjusts the diaphragm function of the 
shutter 204 according to the diaphragm value that was 
determined in step S410 and stored in the system memory 
212, and starts exposure of the image capturing unit 205 
(step S542, S543). 
Upon ending the exposure of the image capturing unit 205 

(step S544), the system control unit 201 closes the shutter 
204 (step S545), reads out the charge signal from the image 
capturing unit 205, and writes the image data in the memory 
210 via the A/D converter 206, the image processing unit 
207, and the memory control unit 209, or from the A/D 
converter 206 via the memory control unit 209 directly (step 
S546). 
Using the memory control unit 209, the system control 

unit 201 reads out the image data written in the memory 210 
via the image processing unit 207 as needed, performs image 
processing Such as compression processing using the com 
pression/decompression unit 217 (step S547), and when the 
processing ends, the image data is sequentially written in the 
memory 210. In the case of the simultaneous shooting mode, 
after being subjected to compression processing, the main 
camera image and the Sub camera image are composited and 
written in the memory 210. 

In step S548, the system control unit 201 reads out the 
image data from the memory 210 using the memory control 
unit 209 and transfers the image data for display that has 
been converted into an analog signal by the D/A converter 
208 to the display unit 101. Thus, the image data that was 
written in the memory 210 is displayed on the display unit 
101 via the D/A converter 208. 

In step S415, the system control unit 201 performs quick 
review display of image data obtained using the shooting 
processing of step S414. Quick review display is processing 
for displaying image data for a predetermined period of time 
(review time) on the display unit 101 after shooting the 
object and before recording it in the recording medium in 
order to check the shot image. 

In step S416, the system control unit 201 writes the image 
data obtained using the shooting processing of step S414 in 
the recording medium 109 as a file. In the case of the 
simultaneous shooting mode, the Sub camera image data 
shot by the Sub camera is recorded in the recording medium 
109 in association with the main camera data. 

Here, the recording processing in step S416 will be 
described with reference to FIG. S.C. 

In FIG. 5C, the system control unit 201 generates a file 
name in accordance with a predetermined file name genera 
tion rule (step S551) and acquires shooting date/time infor 
mation stored in the system memory 212 in the shooting 
processing of step S414 (step S552). Next, the system 
control unit 201 acquires the file size of the image data (step 
S553) and determines whether or not the directory in which 
the file is stored exists in the recording medium 109 (step 
S554). If it is determined that the directory does not exist, 
the process advances to step S555, and if it does exist, the 
process advances to step S556. 
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In step S555, the system control unit 201 generates a 
directory such as 100GANON in the recording medium 109, 
for example. 

In step S556, the system control unit 201 generates a file 
header constituted by the shooting date/time, file size, shoot 
ing conditions, and the like of the image data obtained with 
the shooting processing of step S414. 

In step S557, the system control unit 201 generates a 
directory entry using the file name, shooting date/time, and 
data amount generated and/or acquired in steps S551 to 
S553 and writes the image data in the recording medium 109 
as a file. 

In step S417, the system control unit 201 determines the 
on/off state of the second shutter switch signal SW2 and 
waits for the second shutter switch signal SW2 to switch off. 
The quick review display is continued until the second 
shutter switch signal SW2 switches off. In other words, 
when the recording processing of step S416 ends, the quick 
review display on the display unit 101 is continued until the 
second shutter switch signal SW2 is switched off. With such 
a configuration, the user can carefully check shot image data 
using the quick review display by continuing to fully press 
the shutter-release button 102. Upon the second shutter 
switch signal SW2 switching off in step S417, or in other 
words, upon the user canceling the fully-pressed State by 
removing his or her finger from the shutter-release button 
102 or the like, the process advances to step S418. 

In step S418, the system control unit 201 determines 
whether or not a predetermined amount of review time for 
the quick review display has elapsed. If the review time has 
not elapsed, the system control unit 201 waits for the review 
time to elapse, and upon the review time elapsing, the 
process advances to step S419. 

In step S419, the system control unit 201 returns the 
display unit 101 from the quick review display to the 
through-the-lens display state. With this processing, after the 
image data has been checked using the quick review display, 
the display state of the display unit 101 automatically 
switches to the through-the-lens display state in which the 
image data captured by the image capturing unit 205 is 
Successively displayed for the next shooting. 

In step S420, the system control unit 201 determines the 
on/off state of the first shutter switch signal SW1, and if it 
is on, the process returns to step S411, and if it is off, the 
process returns to step S405. In other words, if the shutter 
release button 102 continues to be half-pressed (if the first 
shutter switch signal SW1 is on), the system control unit 201 
prepares for the next shooting (step S411). On the other 
hand, if the shutter-release button 102 is released (the first 
shutter switch signal SW1 is off, the series of shooting 
operations are ended and the shooting standby state is 
returned to (step S405). 

Live Image Display Processing 
Live image through-the-lens display processing during 

simultaneous shooting mode in step S402 in FIG. 4 will be 
described next with reference to FIGS. 6 to 10A and 10B. 
Upon Switching the power Supply of the digital camera 

100 on in the simultaneous shooting mode or Switching from 
another mode to the simultaneous shooting mode, the pro 
cessing in FIG. 6 is started. In simultaneous shooting mode, 
as shown in FIG. 7A, a first live image (to be referred to as 
a main live image hereinafter) 711 shot by the main camera 
and a second live image (to be referred to as a Sub live image 
hereinafter) 712 shot by the sub camera are displayed on a 
live view Screen 710. 
As shown in FIG. 6, in steps S601, S602, using the image 

processing unit 207, the system control unit 201 generates 
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12 
the main live image 711 and the sub live image 712 based 
on the main camera image data and the Sub camera image 
data stored in the memory 210. 

In step S603, if a face is detected as a result of the face 
detection in step S407 in FIG. 4 with respect to the main 
camera image data, the system control unit 201 moves to 
step S604, and if a face is not detected, moves to step S605. 

In step S604, according to the positional coordinates and 
the size (width, height) of the detected face, the system 
control unit 201 generates frame information (first informa 
tion) for displaying and Superimposing the face frame 713 
on the main live image 711 of the live view screen 710. 

In step S605, the system control unit 201 generates OSD 
data (second information) composed of an icon, character 
string, and the like for displaying an OSD (on-screen dis 
play) 714 for shooting parameters and the like on the live 
view screen 710. The shooting mode, battery remaining 
amount, shutter speed, exposure value, ISO sensitivity, 
white balance, flash on/off and the like are examples of OSD 
data. 
As described above, in steps S601 to S605, upon the 

information regarding the main live image 711, the Sub live 
image 712, the face frame 713 and the OSD 714 being 
generated, the system control unit 201 determines the pri 
ority levels of the layers at the time of displaying these items 
on the display unit 101. Note that the priority levels of the 
layers indicate the vertical relationship of the main live 
image 711, the sub live image 712, the face frame 713, and 
the OSD 714 which displayed and superimposed, a layer 
being arranged further upward the higher its priority level is. 

In steps S606, S607, the system control unit 201 sets the 
priority level of the layer for the OSD 714 such that it is at 
the top and sets the priority level of the layer for the main 
live image 711 such that it is on the bottom. This is because 
if the main live image 711 is not displayed on the bottom 
layer, the sub live image 712 and the OSD 714 will be 
hidden from view due to the fact that the main live image 
711 is to be displayed in almost the entirety of the live view 
Screen 710. 

In step S608, the system control unit 201 determines the 
on/off state of the first shutter switch signal SW1, and if it 
is on (during a shooting preparation operation), the process 
advances to step S609, and if it is off (during shooting 
standby), the process advances to step S610. 

In step S609, as shown in FIG. 7B, the system control unit 
201 sets the layer priority levels for the shooting preparation 
operation time such that the layer priority level of the face 
frame 723 is higher than the layer priority level of the sub 
live image 722. During the shooting preparation operation, 
since the face frame 723 needs to be checked and the 
photographer views the face frame 723 and performs the 
final shooting instruction, the layer priority levels are set 
such that the face frame 723 is displayed on the sub live 
image 722. FIG. 10B illustrates a layer configuration for 
displaying the live view screen 720 in FIG. 7B. In the 
shooting preparation state, the priority level of a layer 1022 
for the face frame is set to be second, and the priority level 
of a layer 1023 for the sub live image is set to be third. 
On the other hand, in step S610, as shown in FIG. 7C, the 

system control unit 201 sets the layer priority levels during 
shooting standby such that the layer priority level of the sub 
live image 732 is higher than the layer priority level of the 
face frame 733. During shooting standby, the position of the 
face frame 733 is moved/changed, and since the layer for the 
face frame 733 is not very important until the position of the 
face frame is finally established, the layer priority levels are 
set such that the layer for the face frame 733 is displayed 
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behind that of the sub live image 732. FIG. 10A illustrates 
a layer configuration for displaying the live view screen 730 
in FIG. 7C. During shooting standby, the priority level of a 
layer 1012 for the sub live image is set to be second, and the 
priority level of a layer 1013 for the face frame is set to be 
third. 

In step S611, the system control unit 201 displays and 
superimposes the images of all layers and the OSD on the 
display unit 101 in accordance with the layer priority levels 
that were set in step S609 or step S610. Note that during 
shooting standby in FIG. 10A and during the shooting 
preparation operation in FIG. 10B, the priority levels of 
layers 1011 and 1021 for the OSD are set to be the highest, 
and layers 1014 and 1024 for the main live images are set to 
be the lowest, according to steps S606, S607. 

Note that regarding the method for setting the layer 
priority levels during shooting standby in step S610, various 
methods are conceivable. Such as (1) a case in which the 
priority levels are fixed, (2) a case in which they are 
determined according to the coordinate positions, size, and 
the like of the face in the main live image, and (3) a case in 
which they are presented selectably to the user. 

In case (1) above, as with the live view screen 730 shown 
in FIG. 7C of the shooting standby, the sub live image 732, 
which has been hidden behind the face frame 733 of the 
main live image 731 and entirely invisible during the 
standby preparation operation, will become visible, and 
therefore the photographer can check his/her own expression 
and the like. 

In case (2) above, as shown in the live view screens 810, 
820 in FIGS. 8A and 8B, the layer priority levels are 
determined according to the range in which the sub live 
image 812 and the face region 811 in the main live image are 
superimposed. For example, as shown in FIG.8B, if the area 
of the region in which the face 821 that is to be displayed in 
the face frame 823 and the sub live image 822 are super 
imposed is less than a predetermined size, the layer priority 
level of the face frame 823 is made higher than the layer 
priority level of the sub live image 822. On the other hand, 
as shown in FIG. 8A, if the area of the region in which the 
face 811 and the sub live image 812 are superimposed is 
greater than or equal to a predetermined size, the layer 
priority level of the face frame is made lower than the layer 
priority level of the sub live image 812. Note that the layer 
priority level may be determined according to at least one of 
the coordinate position and the size of the face in the main 
live image. In Such a case, for example, if the size of the face 
in the main live image is large enough to cover the entire 
image, it is possible to set the face frame in a layer below 
that of the Sub live image regardless of the face position. 
Also, for example, if the position of the face being displayed 
in the face frame in the main live image is far away from the 
sub live image, the face frame may be set to be above the sub 
live image regardless of the face size. 

In case (3) above, the user selects menu items 911, 912 
from a layer priority level setting screen 910 shown in FIG. 
9A and sets in advance whether to make the layer priority 
level of the face frame or the sub live image higher. For 
example, if the user selects face frame layer 911 on the layer 
priority level setting screen 910 in FIG.9A, during shooting 
standby, the layer priority level for the face frame will 
always be higher than the layer priority level for the sub live 
image. On the other hand, if sub live image layer 912 is 
selected, the layer priority level for the sub live image is 
raised. Thus, it is possible to increase the range of selection 
according to the user's preference. Other methods are also 
considered as methods for determining the layer priority 
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level, and any of Such methods may be used. Also, the user 
may select menu items 921, 922, 923 from a layer priority 
level setting screen 920 shown in FIG. 9B, for example, so 
as to raise the layer priority level of one of the face frame 
and the Sub live image, or to determine the layer whose 
priority level is to be raised according to a condition. If the 
user selects conditional priority 922 in the layer priority 
level setting screen 920 in FIG. 9B, the camera automati 
cally selects which of the layer priority level of the face 
frame and the layer priority level of the sub live image is to 
be raised according to conditions during a shooting opera 
tion. On the other hand, if the face frame layer priority 921 
or the sub live image layer 923 is selected, the user can 
arbitrarily determine which of the layer priority levels he/she 
wishes to raise. 
As described above, according to the present embodi 

ment, the vertical positional relationship between the main 
live image, the face frame, the sub live image, and the OSD, 
which are Superimposed and displayed, can be switched 
according to the shooting State. By doing so, the photogra 
pher can check the object that is being focused on, along 
with the object, his/her own expression, and the like, and 
shooting can be performed at an appropriate timing. 

Also, although an image capturing apparatus to which the 
present invention is applied was described as an example in 
the above embodiments, the present invention may be car 
ried out using an electronic device Such as a mobile phone 
with a camera, a mobile game device, or the like. Also, 
rather than implementing the functions of the above-de 
scribed embodiments using one apparatus, the present 
invention may be implemented using a system in which a 
plurality of apparatuses, for example, an image capturing 
apparatus having a plurality of image capturing units, a 
display apparatus having a display unit, and a control 
apparatus that has a control unit and controls the image 
capturing apparatus and the display apparatus are connected. 

Other Embodiments 

Embodiment(s) of the present invention can also be 
realized by a computer of a system or apparatus that reads 
out and executes computer executable instructions (e.g., one 
or more programs) recorded on a storage medium (which 
may also be referred to more fully as a non-transitory 
computer-readable storage medium) to perform the func 
tions of one or more of the above-described embodiment(s) 
and/or that includes one or more circuits (e.g., application 
specific integrated circuit (ASIC)) for performing the func 
tions of one or more of the above-described embodiment(s), 
and by a method performed by the computer of the system 
or apparatus by, for example, reading out and executing the 
computer executable instructions from the storage medium 
to perform the functions of one or more of the above 
described embodiment(s) and/or controlling the one or more 
circuits to perform the functions of one or more of the 
above-described embodiment(s). The computer may com 
prise one or more processors (e.g., central processing unit 
(CPU), micro processing unit (MPU)) and may include a 
network of separate computers or separate processors to read 
out and execute the computer executable instructions. The 
computer executable instructions may be provided to the 
computer, for example, from a network or the storage 
medium. The storage medium may include, for example, one 
or more of a hard disk, a random-access memory (RAM), a 
read only memory (ROM), a storage of distributed comput 
ing systems, an optical disk (such as a compact disc (CD), 
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digital versatile disc (DVD), or Blu-ray Disc (BD)TM), a 
flash memory device, a memory card, and the like. 

While the present invention has been described with 
reference to exemplary embodiments, it is to be understood 
that the invention is not limited to the disclosed exemplary 
embodiments. The scope of the following claims is to be 
accorded the broadest interpretation so as to encompass all 
Such modifications and equivalent structures and functions. 

This application claims the benefit of Japanese Patent 
Application No. 2013-266.131, filed Dec. 24, 2013 which is 
hereby incorporated by reference herein in its entirety. 
What is claimed is: 
1. An image capturing apparatus comprising: 
a first image capturing unit; 
a second image capturing unit that is different from the 

first image capturing unit; and 
a control unit configured to perform control Such that a 

second live image captured by the second image cap 
turing unit is Superimposed and displayed on a first live 
image captured by the first image capturing unit, 

wherein if first information is to be displayed on a display 
unit along with the first live image and the second live 
image, the control unit controls to select a display state 
in which the first information is superimposed on the 
second live image or a display state in which the first 
information is displayed behind the second live image, 
according to a state of a predetermined function for 
shooting. 

2. The apparatus according to claim 1, wherein the first 
image capturing unit captures an image on an object side and 
the second image capturing unit captures an image on a 
photographer side. 

3. The apparatus according to claim 1, wherein the control 
unit performs control Such that in the case of a shooting 
standby state, the first information is displayed behind the 
second live image, and in the case of a shooting preparation 
state, the first information is displayed on the second live 
image. 

4. The apparatus according to claim 1, further comprising: 
a processing unit configured to, in response to a predeter 
mined operation being received in a shooting standby state, 
execute autofocus processing on the first image capturing 
unit, wherein the control unit performs control such that in 
the case of the shooting standby state, the first information 
is displayed behind the second live image, and if the 
autofocus processing has been performed by the processing 
unit, the first information is displayed on the second live 
image. 

5. The apparatus according to claim 1, wherein the control 
unit performs control such that second information is further 
displayed on the display unit, and the second information is 
displayed on the second live image regardless of the state of 
the predetermined function. 

6. The apparatus according to claim 1, further comprising: 
a recording unit configured to, in response to a shooting 
instruction, record the images captured by the first image 
capturing unit and the second image capturing unit in 
association with each other. 

7. The apparatus according to claim 1, wherein the first 
information includes information relating to an object in the 
first live image, and information indicating a position of an 
object or a focus position of an object. 

8. The apparatus according to claim 1, wherein the 
predetermined function is a function of specifying the posi 
tion of the object in the first live image in order to perform 
a shooting operation, and in accordance with the position of 
the object specified using the predetermined function, the 
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control unit performs displaying the first information on the 
second live image or displaying the first information behind 
the second live image. 

9. The apparatus according to claim 1, wherein 
the first information is information indicating an object in 

the first live image, and 
in accordance with the position or size of the object in the 

first live image, the control unit performs displaying the 
first information on the second live image or displaying 
the first information behind the second live image. 

10. The apparatus according to claim 1, wherein the 
second information includes information relating to shoot 
ing set in the image capturing apparatus. 

11. The apparatus according to claim 1, wherein in the 
case where the state of the predetermined function is a 
shooting standby state, the control unit performs control 
such that if the area of a region in which the object in the first 
live image and the second live image are Superimposed is 
less than a predetermined size, the first information is 
displayed on the second live image, and if the area of the 
region in which they are Superimposed is greater than or 
equal to a predetermined size, the first information is dis 
played behind the second live image. 

12. The apparatus according to claim 1, further compris 
ing: a presentation unit configured to selectably present to 
the user a setting for displaying the first information on the 
second live image or displaying the first information behind 
the second live image. 

13. The apparatus according to claim 1, further compris 
ing: 

a display data generation unit configured to generate first 
image display data, second image display data, and first 
information display data, 

wherein the control unit performs control such that the 
first image display data, the second image display data 
and the first information display data are Superimposed 
and displayed, and controls a Superposing manner of 
the first image display data, the second image display 
data and the first information display data in accor 
dance with a state of a predetermined function relating 
to shooting when the display data are Superimposed. 

14. A control method of a display control apparatus for 
displaying an image captured by a first image capturing unit 
and an image captured by a second image capturing unit for 
capturing an image in a direction different from that of the 
first image capturing unit, the method comprising: 

a control step of performing control Such that a first live 
image captured by the first image capturing unit, a 
second live image captured by the second image cap 
turing unit, and first information are displayed on the 
display unit, 

wherein in the control step, the second live image is 
Superimposed and displayed on the first live image, and 
according to a state of a predetermined function related 
to shooting, it is controlled to select a display state in 
which the first information is superimposed on the 
second live image or a display state in which the first 
information is displayed behind the second live image. 

15. A non-transitory computer-readable storage medium 
storing a program for causing a computer to execute a 
control method of a display control apparatus for displaying 
an image captured by a first image capturing unit and an 
image captured by a second image capturing unit for cap 
turing an image in a direction different from that of the first 
image capturing unit, the method comprising: 

a control step of performing control Such that a first live 
image captured by the first image capturing unit, a 
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second live image captured by the second image cap 
turing unit, and first information are displayed on the 
display unit, 

wherein in the control step, the second live image is 
Superimposed and displayed on the first live image, and 5 
according to a state of a predetermined function related 
to shooting, it is controlled to select a display state in 
which the first information is superimposed on the 
second live image or a display state in which the first 
information is displayed behind the second live image. 10 
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