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1. 

INTEGRATED CIRCUIT HAVING A BUS 
NETWORK, AND METHOD FOR THE 

INTEGRATED CIRCUIT 

This application is a Continuation of U.S. patent appli 
cation Ser. No. 13/295,461, filed Nov. 14, 2011, the entire 
contents of which are hereby incorporated by reference in 
this application. 

BACKGROUND 

The field of the present invention relates to the field of 
integrated circuits. More particularly, the invention relates to 
an integrated circuit having a bus network for communicat 
ing between devices of the integrated circuit. 
An integrated circuit may have a bus network for com 

municating between different devices of the integrated cir 
cuit. In a free flowing bus network, messages transferred 
over the network cannot be queued up at the target node of 
the network. If a message reaches its target node, and the 
message cannot be downloaded from the target mode, then 
the message is passed on to another node of the network and 
continues to flow from node to node within the network until 
the message returns to the target node at a time when the 
target node can download the message. This means that the 
messages can pass the target node several times before being 
downloaded. 

SUMMARY 

Viewed from one aspect, the present invention provides 
an integrated circuit comprising: 

a plurality of devices; and 
a bus network configured to transfer messages between 

said plurality of devices, said bus network comprising a 
plurality of bus interfaces for connecting said devices to said 
bus network, and at least one bus connecting said plurality 
of bus interfaces; wherein: 

said bus network is configured to transfer a message 
specifying a target device that is connected to a target bus 
interface; 

said plurality of bus interfaces are configured to continue 
passing said message from bus interface to bus interface 
until said message is downloaded from said target bus 
interface by said target device; 

said message is associated with at least one download 
control flag which is transferred along with said message via 
said bus network; 

said at least one download control flag is settable to a 
priority state indicating that said message has passed said 
target bus interface at least once without said message being 
downloaded by said target device; and 

said target bus interface is configured to control selection 
of messages to be downloaded by said target device, with 
messages for which said at least one download control flag 
is set to said priority state having a greater probability of 
being selected than messages for which said at least one 
download control flag is not set to said priority state. 

In the integrated circuit, a plurality of bus interfaces are 
connected by the bus network. The bus interfaces allow 
connection of devices to the bus network. When a message 
is transferred over the bus network, the message specifies a 
target device of the plurality of devices. The message is 
routed through the network and passed from bus interface to 
bus interface until the message reaches the target bus inter 
face which is connected to the target device. If the target 
device can download the message, then the target bus 
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2 
interface may pass the message to the target device If the 
message cannot be downloaded by the target device, the 
message continues to pass from bus interface to bus inter 
face until the message once more reaches the target bus 
interface at a time when it can be downloaded by the target 
device. 
To reduce the likelihood of a message remaining in the 

network indefinitely without being downloaded, each mes 
sage is associated with at least one download control flag 
which is transferred along with the message via the bus 
network. The download control flag is settable to a priority 
state which indicates that the message has already passed the 
target bus interface at least once without being downloaded 
by the target device. The target bus interface is arranged to 
control a selection of messages to be downloaded by the 
target device, with messages for which the least one down 
load control flag is set to the priority state having a greater 
probability of being selected than messages which do not 
have to be at the download control flag set to the priority 
state. Hence, messages which have already passed the target 
bus interface one or more times are more likely to be 
selected for download than messages which are on their first 
pass through the target bus interface. This provides an 
improved quality of service for messages and reduces the 
likelihood that a message remains stuck in the network 
indefinitely without being downloaded. 

In one example, the download control flag may comprise 
a bit appended to the message. One state of the bit (e.g. a 
value of 1) may represent priority state while the other state 
(e.g. a value of 0) may represent the non-priority state. 
While the present technique may be implemented in any 

network in which messages flow from point to point within 
the network until they are downloaded, irrespective of the 
topology of the network, the technique is particularly useful 
in a network in which the bus interfaces are connected in a 
ring topology. In Such a network, the messages circulate 
around the ring until they are downloaded from the network 
at the target bus interface. 
The present technique may be applied to bus networks 

comprising a single bus connecting the plurality of bus 
interfaces. However, bandwidth can be increased and mes 
sage delivery latency reduced by providing at least two 
buses connecting the bus interfaces. For example, in a ring 
topology, one bus may convey messages around the ring in 
a clockwise direction while another bus may transfer mes 
sages around the ring in an anticlockwise direction. When 
uploading a message onto the network, the Source bus 
interface connected to the source device which issued the 
message may select one of the buses for transmitting the 
message, for example the bus which allows the message to 
be delivered to the target device via the shortest path. 

In the case where there are at least two buses, multiple 
messages may arrive at the target interface at the same time 
via different buses. The at least one download control flag 
may comprise a priority flag which is used to control 
download arbitration between multiple messages specifying 
the same target device which are received in the same 
processing cycle. Hence, the target bus interface may use the 
priority flag of each of the received message to determine 
which of the messages to select for downloading by the 
target device. 
The download arbitration need not be performed on every 

occasion when multiple messages are received. For 
example, if the target device targeted by those messages is 
not available for downloading a message, then there is no 
need to perform the download arbitration. 
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In the download arbitration, the target bus interface may 
select one of the multiple messages for downloading by the 
target device and then set the priority flag to the priority state 
for another of the multiple messages which is not selected 
for downloading. In this way, the message which loses the 
arbitration is marked for priority downloading on a future 
occasion so as to increase the probability that the message is 
downloaded relative to other messages not having the pri 
ority flag in the priority state. 

In the download arbitration, if none of the multiple 
messages has the priority flag in the priority state, the target 
bus interface may select any one of the multiple messages 
for downloading by the target device. For example, the 
target bus interface may select one of the messages at 
random or may use a round robin or preferential selection 
scheme for selecting a message from one bus or another bus. 
On the other hand, if one of the multiple messages has the 

priority flag in the priority state, then the target bus interface 
may select the message which has the priority flag in the 
priority state for downloading the target device. This means 
that the message which has already passed the target bus 
interface at least once without being downloaded is prefer 
entially selected for downloading. This reduces the likeli 
hood that a message will repeatedly cycle round the network 
without being downloaded by the target device. 

The examples described in this specification relate to a 
network having two buses, and so the download arbitration 
may select one of two messages for downloading. However, 
it will be appreciated that in other networks there may be 
three or more buses, in which case on receiving three or 
more messages simultaneously, the download arbitration 
may select for downloading any one of the messages which 
are marked with the priority bit in the priority state. 
The one or more buses connecting the bus interfaces need 

not be the only channel for passing messages within the 
network. For example, at least one of the bus interfaces may 
be a multi-port bus interface which comprises a plurality of 
device ports. Each device port allows connection of a device 
to the bus interface. If two or more devices are connected to 
the same bus interface via respective device ports, then these 
devices may exchange messages directly from one port to 
another port of the same bus interface, without needing to 
transfer a message over the buses which link different bus 
interfaces. By using the port-to-port message path to trans 
mit port-to-port messages between the devices, bandwidth 
on the buses of the bus network can be conserved for 
messages transmitted between devices connected to differ 
ent bus interfaces. 

If in a same processing cycle the multi-port bus interface 
receives both a bus message from at least one bus and a 
port-to-port message on the port-to-port message path, with 
each message targeting the same target device, then the bus 
interface may select one of these messages for downloading. 

While various selection schemes may be used, in one 
embodiment the multi-port bus interface may use a weighted 
round robin scheme to select either the bus message or the 
port-to-port message, with the round robin Scheme being 
weighted to select the bus message more frequently than the 
port-to-port message. The bus message will typically have 
fewer opportunities to be downloaded than the port-to-port 
message, because while the port-to-port message can be 
downloaded in any cycle in which no bus message targeting 
the same target device is received from the bus, as well as 
in cycles allocated to port-to-port messages by the weighted 
round robin scheme, the bus message will need to go round 
the network once more before it can be downloaded again. 
Therefore, favouring selection of the bus message over the 
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4 
port-to-port message can improve the quality of service of 
message downloading and reducing the likelihood of a bus 
message being starved of the opportunity to be downloaded. 

In the case of a multi-port bus interface, the bus interface 
may implement a two-stage download arbitration scheme, in 
which on receiving multiple bus messages and a port-to-port 
message in the same processing cycle each targeting the 
same target device, the target bus interface first determines 
whether or not to download a bus message or a port-to-port 
message, and if the port-to-port message is not selected, then 
performs the download arbitration for the multiple bus 
messages based on the priority flag for those messages. 

Hence, the priority flag enables the target bus interface to 
favour downloading of messages which have missed out on 
an opportunity to be downloaded because they lost out in 
contention for download with another message targeting the 
same target device which was received by the target bus 
interface in the same processing cycle. 

Another reason why a message arriving at the target bus 
interface may not be downloaded is that the target device 
may not be ready to receive the message. While download 
opportunities at the target device may arise reasonably 
frequently, it is possible that each time a particular message 
returns to the target bus interface, a preceding message has 
already taken the available download opportunity for the 
target device, and so the message still cannot be down 
loaded. If this is repeated several times, then the message 
may be starved of the opportunity to be downloaded. 
To address this problem, the at least one download control 

flag may comprise a starvation flag. If on receiving a 
message for which the starvation flag has not already been 
set to the priority state, the target device specified by that 
message is not available to download the message, then the 
starvation flag may be set to the priority state. The message 
with the starvation flag set in the priority state is then 
provided with an increased probability of download on 
future occasions, to reduce the likelihood that the message 
continues flowing through the network indefinitely. 
A counter may be used to detect whether a message has 

been starved of downloading. The counter may be incre 
mented each time a message for which the starvation bit has 
been set passes the target bus interface at time when the 
message cannot be downloaded because the target device is 
not available for downloading. When the counter reaches a 
threshold value (e.g. 3), a download opportunity for the 
target device can be reserved for the message having the 
starvation flag set. Once a download opportunity has been 
reserved for the message with the starvation bit set to the 
priority state, then other messages not having the starvation 
flag set to the priority state may be prevented from being 
downloaded by the target device in the reserved download 
opportunity. Therefore, the reserved download opportunity 
remains untaken so that when the message with the starva 
tion flag set returns to the target bus interface, the message 
can be downloaded by the target device. In this way, the 
contention between an earlier message and a later message 
can be resolved to allow the later message to be downloaded 
even in the case where the earlier message is the first to 
encounter an available download opportunity. 
The configuration of the target bus interface may be made 

more efficient by preventing the starvation flag being set to 
the priority state for one message if another message speci 
fying the same target device and being transmitted on the 
same bus already has the starvation flag set to the priority 
state. By ensuring that only one message can have its 
starvation flag set in the priority state for each bus-target 
device pair, there is no need to track which particular 
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message for that bus and target device is the message whose 
passes round the network are being counted. The counter can 
simply be incremented each time a message on the relevant 
bus having the starvation flag set and specifying the relevant 
target device passes the target bus interface. If any other 
messages on the same bus for the same target device are also 
being starved of downloading then they can have the star 
Vation flag set once the previous starved message has been 
downloaded. By dealing with download starvation of one 
message at a time, the configuration of the target bus 
interface can be made less complex. 

Although it is possible to use only one of the priority flag 
and the starvation flag, preferably both flags are used to 
allow the target bus interface to address both contention 
between messages received from different buses in the same 
processing cycle using the priority flag and contention 
between messages received on the same bus in different 
processing cycles using the starvation flag. In this case, a 
predetermined order of precedence between the priority flag 
and the starvation flag may be used. For example, the 
priority flag may take precedence over the starvation flag so 
that in the download arbitration, if a message has the priority 
bit set to the priority state, then that message is downloaded, 
but otherwise a message having the starvation flag in the 
priority state can be downloaded in preference to a message 
not having either of the priority flag and starvation flag set. 
Hence, the starvation flag may provide for preferred down 
load selection even if the counter associated with the mes 
sage has not yet reached the threshold required for declaring 
starvation. 
Viewed from another aspect, the invention provides an 

integrated circuit comprising: 
a plurality of device means for providing data processing 

functions; and 
bus network means for transferring messages between 

said plurality of device means, said bus network means 
comprising a plurality of bus interface means for connecting 
said device means to said bus network means, and at least 
one bus means for connecting said plurality of bus interface 
means; wherein: 

said bus network means is for transferring a message 
specifying a target device means that is connected to a target 
bus interface means; 

said plurality of bus interface means are configured to 
continue passing said message from bus interface means to 
bus interface means until said message is downloaded from 
said target bus interface means by said target device means; 

said message is associated with at least one download 
control flag which is transferred along with said message via 
said bus network means; 

said at least one download control flag is settable to a 
priority state indicating that said message has passed said 
target bus interface means at least once without said message 
being downloaded by said target device means; and 

said target bus interface means is configured to control 
selection of messages to be downloaded by said target 
device means, with messages for which said at least one 
download control flag is set to said priority state having a 
greater probability of being selected than messages for 
which said at least one download control flag is not set to 
said priority state. 
Viewed from a further aspect, the present invention pro 

vides a method for an integrated circuit comprising a plu 
rality of devices, a bus network configured to transfer 
messages between said plurality of devices, said bus net 
work comprising a plurality of bus interfaces for connecting 
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6 
said devices to said bus network, and at least one bus 
connecting said plurality of bus interfaces; said method 
comprising steps of: 

transferring a message over said bus network, wherein 
said message specifies a target device that is connected to a 
target bus interface, and said message is associated with at 
least one download control flag which is transferred along 
with said message via said bus network; and 

passing said message from bus interface to bus interface 
until said message is downloaded from said target bus 
interface by said target device; 

wherein said at least one download control flag is settable 
to a priority state indicating that said message has passed 
said target bus interface at least once without said message 
being downloaded by said target device; and 

said method comprises said target bus interface control 
ling selection of messages to be downloaded by said target 
device, with messages for which said at least one download 
control flag is set to said priority state having a greater 
probability of being selected than messages for which said 
at least one download control flag is not set to said priority 
State. 

The above, and other objects, features and advantages of 
this invention will be apparent from the following detailed 
description of illustrative embodiments which is to be read 
in connection with the accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates an integrated circuit comprising a bus 
network; 

FIG. 2 illustrates an example of a bus network having a 
ring topology; 

FIG. 3 shows an example of bus lines for transmitting a 
message within the bus network; 

FIG. 4 illustrates an example of a bus interface for 
connecting devices to the bus network; 

FIG. 5 is a table showing download arbitration between 
messages received by a target bus interface in the same 
processing cycle; 

FIG. 6 illustrates a link interface between a bus interface 
and a device connected to the bus interface; 

FIG. 7 illustrates a finite state machine for controlling 
setting of the starvation flag and reservation of download 
opportunities; 

FIG. 8 shows a method of handling downloading of 
messages using the starvation flag; and 

FIG. 9 illustrates a method of download arbitration. 

DESCRIPTION OF EXAMPLE EMBODIMENTS 

FIG. 1 illustrates an integrated circuit 2 comprising a 
number of devices 4. The devices 4 are connected to a bus 
network 8 for transferring messages between the devices 4. 
For example, the devices 4 may include a processor, a 
graphics processor, a co-processor, a memory, a memory 
controller, a direct memory access (DMA) controller or an 
interface for communicating with an off-chip device. More 
or fewer devices 4 may be provided as desired. 

FIG. 2 illustrates an example of the bus network 8 having 
a ring topology. The bus network 8 comprises a number of 
bus interfaces 10 (also referred to as cross points XP). Each 
bus interface 10 allows connection of at least one device 4 
to the network 8. In this example, each bus interface 10 has 
two input/output ports P0, P1 each for connection of a 
respective device 4 to the bus interface 10. However, it will 
be appreciated that it is not essential for each bus interface 
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10 to be a multi-port bus interface, and some bus interfaces 
10 may only have one device port. Each device 4 connected 
to a port of a bus interface 10 may upload messages to the 
bus interface 10 for delivery onto the network 8 and down 
load messages from the bus interface 10 issued from other 
devices 4 connected to the network 8. 
The bus interfaces 10 are connected by a first ring bus 12 

and a second ring bus 14, which connect the bus interfaces 
10 in a ring topology. The first bus 12 conveys messages 
from bus interface 10 to bus interface 10 in a clockwise 
direction, while the second bus 14 conveys messages in an 
anticlockwise direction. When transmitting a message onto 
the bus, the bus interface 10 which receives the message 
from a source device 4 may determine whether it is more 
efficient to route the message via the first bus 12 or the 
second bus 14. For example, if a message is received at bus 
interface XP0 and specifies a target device connected to bus 
interface XP5, then it is more efficient to transmit the 
message via bus 14 than bus 12, since the delivery path from 
bus interface XPO to bus interface XPS is shorter via bus 14 
than via bus 12. Each bus interface 10 may maintain a table 
indicating, for each other bus interface, which of the buses 
12, 14 should be used for messages targeting a device 
connected to that bus interface. 
The bus network 8 is arranged so that messages, once 

transmitted via the buses, cannot be queued for downloading 
at a bus interface 10. Instead, each message passes from bus 
interface 10 to bus interface until the message reaches its 
target bus interface 10 and can be downloaded by the target 
device 4 at the target bus interface 10. If the message cannot 
be downloaded, for example because the target device 4 is 
not ready to download a message, or because another 
message targeting the same target device 4 is selected for 
downloading ahead of the message, then the target bus 
interface 10 passes the message to the next bus interface 10 
around the ring. The message continues circulating round 
the network 8 until it is eventually downloaded by the target 
device 4 from the target bus interface 10. 

FIG. 3 shows an example of a signal format of messages 
transmitted via the bus. The buses 12, 14 may have respec 
tive bus lines for transmitting each kind of information, 
including a target device line 20 for specifying the target 
device to which the message is to be sent. The target device 
may for example be specified by identifying the target bus 
interface 10 and/or the target device port to be used to 
download the message. In some examples, the message may 
specify more than one target device using a target device 
vector having a number of bits each indicating whether or 
not a corresponding device 4 is a target device for that 
message. 
The bus message lines also include a priority bit line 22 

for transmitting a priority flag and a starvation bit line 24 for 
transmitting a starvation flag. The priority and starvation 
flags are both examples of download control flags which are 
used for prioritizing downloading of messages. The bus also 
has several bus lines 30 for transmitting any kind of infor 
mation required for the message payload. It will be appre 
ciated that further bus lines may be provided if other kinds 
of information are to be transmitted along with the message. 

FIG. 4 show an example of one of the bus interfaces 10. 
The bus interface 10 includes various signal lines for trans 
ferring messages between the buses 12, 14 and the devices 
4 connected to the input/output ports P0, P1. The signal lines 
include direct bus lines 32 for transmitting a message 
received on a bus directly to the next bus interface 10 along 
that bus, bus-to-device lines 34 for transferring messages 
between a bus 12, 14 and a device 4, and a port-to-port 
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8 
bypass line 40 for transferring messages directly between 
the devices 4 coupled to each port P0, P1 of the interface 10. 
Multiplexers 50 are provided to select which path a particu 
lar message is routed to on receipt from a bus 12, 14 or 
device 4. Control circuitry 60 is provided to control the 
multiplexers 50. 
The port-to-port bypass line 40 allows messages to be 

transferred between devices 4 connected to the same inter 
face 10 without using up a message slot on one of the buses 
12, 14. To increase efficiency, devices that are likely to 
communicate with one another relatively frequently can be 
connected to different ports of the same bus interface 10 to 
make use of the fact that the port-to-port bypass line 50 
allows quicker delivery of messages than the buses 12, 14. 
As shown in FIGS. 2 and 4 each bus interface may receive 

messages from both the first bus 12 and the second bus 14. 
Also, a message may be received by the port-to-port bypass 
line 50. Each device 4 may only be able to download a single 
message at a time, so the control circuitry 60 may determine 
whether the target device is ready to download a message, 
and if so, to perform download arbitration for selecting 
which of the messages received for the same target device 
should be downloaded by the target device. 

FIG. 5 shows a table indicating the download arbitration 
performed by the control circuitry 60 of the bus interface 10. 
As shown in FIG. 3, each message transferred by the buses 
has a priority bit 22 which can be set to a priority state (in 
the example of FIG. 5, by setting the bit to a value of 1). The 
priority bit is set to the priority state if, when arbitrating 
between two messages received for the same target device in 
the same cycle, a message loses the arbitration and so is 
passed on round the network again. In the arbitration, a 
message which already has the priority bit set to the priority 
state is preferred for selection over another message not 
having the priority bit set to the priority state. This ensures 
that messages which have already passed round the bus 
network at least once are more likely to be selected for 
downloading than messages which are on the first pass 
round the network. 
As shown in FIG. 5, the bus interface 10 performs a two 

stage arbitration. In the first stage, the bus interface 10 
determines whether to select a message from one of the 
buses 12, 14 or whether to select a message form the 
port-to-port bypass path 40 for downloading by the target 
device. For the stage one arbitration, the control circuitry 60 
of the target bus interface 10 uses a weighted round robin 
scheme in which messages from the bus 12, 14 are selected 
more frequently then messages from the port-to-port bypass 
path 40. For example, each processing cycle may be allo 
cated for downloading either a bus message or a port-to-port 
message, with more cycles being allocated for bus messages 
than for port-to-port messages. In cycles allocated to the 
port-to-port messages, then any port-to-port message 
received in that cycle is transferred via the port-to-port 
bypass path 40. 
On the other hand, in cycles allocated to downloading of 

a bus message, or cycles in which no port-to-port message 
is pending, a stage two arbitration is performed by the 
control circuitry 60. The stage two arbitration is dependent 
on the state of the priority bit 22 for each of the messages 
received by the buses 12, 14. If either of the received 
messages has the priority bit set to the priority state (in the 
example FIG. 5, where the P bit equals 1), then the corre 
sponding message having the priority bit set to the priority 
state is selected for downloading by the target device, and 
the control circuitry 60 sets the P bit for the other message 
to the priority state. 
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On the other hand, if neither of the received messages has 
its priority bits set to the priority state (P=0 in this example), 
then the control circuitry 60 determines whether either 
message has its starvation bit 24 set. If a message has the 
starvation (S) bit set (e.g. if S=1) then that message is 
selected for download. If the messages have neither the 
priority bit nor the starvation bit set to the priority state, then 
the control circuitry 60 selects any one of the messages for 
downloading by the target device 4. For example, the control 
circuitry may select a message at random. 

Since only the message which loses a download arbitra 
tion can have its priority bit set to the priority state, and the 
message which wins the download arbitration will be down 
loaded by the target device and will no longer pass round the 
network, it is impossible for both received messages to have 
the priority bit set to the priority state. The use of the priority 
bit will be explained further with respect to FIG. 9 below. 

FIG. 6 shows an example of the device link 70 between 
a bus interface 10 and a device 4 connected to the bus 
interface. The bus interface 10 and device 4 each have a 
buffer 80, 90 for storing messages after they have been 
transferred over the link 70. For example, if the device 4 
wishes to transmit a message over the bus network, then the 
device 4 must wait until a space is available in the buffer 80 
of the bus interface 10 before transmitting the message 
across the link 70. When a bus slot on one of the buses 12, 
14 becomes available, the bus interface 10 then transmits 
one of the buffered messages in that bus slot. 

Similarly, the device 4 reads messages from the buffer 90 
when it is ready to receive the messages. When a message 
arrives at the target bus interface 10 via the bus network 8, 
the message cannot be downloaded until there is a space in 
the buffer 90 of the device 4. To keep track of whether there 
is space in the buffer 90, the device 4 may allocate to the bus 
interface 10 a download credit each time space becomes 
available in the buffer 90. The download credit indicates to 
the bus interface 10 that there is a download opportunity for 
downloading a message from the bus interface 10. When a 
message arrives at the target bus interface 10, the bus 
interface 10 determines whether a download credit is avail 
able from the target device 4, and if not, then the message 
is passed to the next bus interface to continue passing round 
the bus network. The message will then make repeated 
attempts to download each time the message arrives at the 
target bus interface 10, until eventually a download credit is 
available when the message arrives at the target bus interface 
10, and the message can be downloaded to the buffer 80 of 
the device 4. 
On rare occasions, it is possible that each time the 

message attempts to be downloaded at the target bus inter 
face, there is no download credit available, causing the 
message to continue spinning round the network indefi 
nitely. This scenario is called download starvation. The 
starvation bit 24 is provided for each message to help to 
detect the download starvation scenario and to handle this so 
that messages marked with a starvation bit can be reserved 
a download credit. The target bus interface 10 also maintains 
a counter 95 for monitoring download starvation. 

FIG. 7 shows an example of a finite state machine 100 
used by the control circuitry 60 of target bus interface 10 to 
control handling of the starvation bit 24 for messages 
targeting a particular target device 4 connected to the target 
bus interface 10. Initially, the state machine 100 is in an idle 
state 102 in which none of the messages targeting the target 
device 4 have the starvation bit to the priory state. 

If a message arrives at the bus interface 10 when no 
download credit is available from the target device 4, then 
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10 
the bus interface 10 sets the starvation bit for that message 
to the priority state and the state machine 100 transitions to 
the count state 104. During the count state 104, if the 
message having the starvation bit set to the priority state is 
received at the bus interface 10 and a download credit is 
available, then the state machine 100 transitions back to the 
idle state 102 and the message is downloaded by the target 
device 4. On the other hand, if no credit is available when 
the message having the starvation bit set is received at the 
target bus interface 10, and the counter 95 has not yet 
reached a starvation threshold count STC, then the counter 
95 is incremented and the state machine remains in the count 
state 104. The counter 95 indicates the number of times a 
download attempt for the message was unsuccessful because 
there was insufficient download credit from the target device 
4. 

If, while in the count state 104, the message with the 
starvation bit set to the priority state is received at the target 
bus interface 10 and the counter 95 has reached a starvation 
threshold count STC, then the state machine 100 transitions 
to a starved state 106. At this point the download starvation 
scenario is detected and a download credit for the target 
device is reserved for the message which has the starvation 
bit set to the priority state. 

While the state machine 100 is in the starved state 106, if 
the message having the starvation bit set is received at a time 
when a download credit is available, then the message is 
downloaded and the state machine 100 returns to the idle 
State 102. 
On the other hand, if a message that does not have the 

starvation bit set to priority state is received when a reserved 
download credit is available, then the message is prevented 
from using the available download credit, because this credit 
has been reserved for the message having the starvation bit 
set. In this case, the state machine 100 transitions to the 
credit reserved state 108, and the message is not downloaded 
and is passed to another bus interface 10 in the network. The 
state machine 100 then remains in the credit reserved state 
108 until the message having the starvation bit set is 
received once more at the target bus interface 10, at which 
point the message is downloaded by the target device using 
the reserved download credit. 

Hence, by setting the starvation bit to trigger counting of 
the number of times a message could not be downloaded due 
to insufficient download credit, triggering a starvation sce 
nario when the count reaches a threshold value, and reserv 
ing a credit for the starved message, the bus interface 
ensures that no message can be starved of downloading 
more than a given number of times. This prevents messages 
continuing to pass around the network indefinitely. 

While it would be possible to allow the bus interface 10 
to set the starvation bit for any messages for which starva 
tion is detected, this would require multiple counters 95 and 
would require the bus interface 10 to track which particular 
message corresponds to each counter 95. 
The configuration of the bus interface 10 can be simplified 

by preventing the bus interface 10 from setting the starvation 
bit to the priority state for more than one message which 
targets the same target device 4 and is received on the same 
bus 12, 14. Hence, in the example shown in FIG. 2, each bus 
interface 10 may be allowed to set the starvation bit to the 
priority state for a maximum of four messages: 

one message received on bus 12 targeting the device 
connected to port P0; 

one message received on bus 14 targeting the device 
connected to port P0; 



US 9,665,514 B2 
11 

one message received on bus 12 targeting the device 
connected to port P1; and 

one message received on bus 14 targeting the device 
connected to port P1. 

The bus interface 10 may maintain a separate counter 95 and 
state machine 100 for each bus/port combination. For 
example, while the state machine 100 is in the idle state 102 
for messages received on bus 12 that target the device 
connected to port P0, another state machine 100 may be in 
the starved state 106 for messages received on bus 12 that 
target the device connected to port P1. Since only one 
message for each bus/port combination can have its starva 
tion bit set to the priority state, there is no need to provide 
any further information for distinguishing between multiple 
messages targeting the same target device and received on 
the same bus. The bus interface 10 can determine which 
counter 95 and state machine 100 corresponds to which 
message simply from the State of the starvation bit 24, the 
target device specified by the message, and the bus from 
which the message is received. 

Also, the bus interface 10 which sets the starvation bit for 
a message is the only bus interface 10 which is allowed to 
clear the starvation bit. Hence, a bus interface 10 cannot 
clear the starvation bit for messages which do not target a 
target device 4 connected to that bus interface 10. This 
ensures that once download starvation has been detected for 
a particular message, that message will remain in the priority 
state until it is downloaded. 

FIG. 8 shows a method for handling the processing of 
messages to avoid download starvation. At Step 200, a bus 
interface 10 receives a message targeting a target device 4 
which is connected to that bus interface 10. At step 202, the 
bus interface 10 checks whether a download credit is avail 
able from the target device 4. 

If no download credit is available, then at step 204 the bus 
interface 10 determines whether the starvation bit has been 
set to the priority state for that message. If the starvation bit 
has not been set, then at step 206 the bus interface 10 checks 
whether another message for the same target device 4 and 
the same bus 12, 14 already has the starvation bit set. If no 
other message for the same target device 4 and the same bus 
12, 14 has the starvation bit set, then at step 208 the 
starvation bit is set for the message, and the message is then 
passed to the next bus interface in the network at step 210. 
On the other hand, if another message for the same target 
device received on the same bus already has the starvation 
bit set to the priority state, then at step 210 the message is 
passed to the next bus interface without setting the starvation 
bit. 
On the other hand, if at step 204 it is determined that the 

starvation bit was set for the received message, then at step 
212 the bus interface 10 determines whether the counter 
value of the counter 95 corresponding to that message is less 
than the starvation threshold count. If so, then at 214 the 
count value is incremented and at step 210 the message is 
passed to the next bus interface 10 in the network. However, 
if the counter value is not less than (i.e. equal to) the 
starvation threshold count, then the starvation scenario is 
detected, and at step 216 the bus interface 10 reserves a 
download credit for the message having the starvation bit set 
to the priority state. At step 210, the message is then passed 
to the next bus interface 10. 
When a message is received at step 200 and a download 

credit is determined to be available at step 202, then at step 
220 the bus interface determines whether the starvation bit 
is set to the priority state for the received message. If so, then 
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the message is downloaded at step 228, hence resolving the 
download starvation of this message. 

Alternatively, if the starvation bit is not set for the 
received message, then at step 222 the bus interface 10 
determines whether a credit has been reserved for the 
message that has the starvation bit set to the priority state. If 
so, then it is determined whether there is more than one 
download credit available at step 224. If there is only one 
download credit available, then the message not having the 
starvation bit set is passed to the next bus interface 10 at step 
210. This prevents the only available download credit being 
used by the message which does not have the starvation bit 
Set. 

Ifat step 222, no credit has been reserved for the message 
with the starvation bit set, or at step 224 there is found to be 
more than one download credit available, then the message 
not having the starvation bit set to the priority state is free 
to use the available download credit. Hence, in either of 
these situations, the method proceeds to step 230, where the 
bus interface 10 determines whether there are multiple 
messages pending for download by the same target device 4. 
If not, then at step 232 the message is downloaded. On the 
other hand, if there are multiple pending messages, then at 
step 234 download arbitration is performed to select which 
of the messages to download. 

FIG. 9 illustrates the download arbitration performed at 
step 234. As described above, the download arbitration is 
performed based on the state of the priority bit 22 using the 
two stage arbitration scheme shown in FIG. 5. At step 240, 
the target bus interface 10 determines whether to select a 
message received from the buses 12, 14 or from the port 
to-port path 40. For example, the bus interface 10 may 
determine whether the weighted round robin scheme has 
allocated the current processing cycle for downloading of a 
bus message or a port-to-port message. If the port-to-port 
path is selected, then at step 242 the bus interface 10 checks 
whether a message from the port-to-port path is pending. If 
So, then at step 244 the message on the port-to-port path 40 
is downloaded by the target device 4 and at step 246 any 
messages received via the buses 12, 14 are passed to the next 
bus interface 10 along the respective buses. 
On the other hand, if at step 240 a message from one of 

the buses is selected, or at step 242 no port-to-port message 
is pending, then at step 250 the bus interface 10 determines 
whether the priority bit 22 is set to the priority state for either 
of the received messages targeting the same device 4. If one 
of the messages has the priority bit set then at step 252 that 
message is selected for downloading by the target device 4. 
and at step 254 the other message, which lost the arbitration, 
has its priority bit 22 set to the priority state. The message 
which lost the arbitration is then transmitted to the next bus 
interface at step 256. 

Ifat step 250 neither of the messages has the priority bit 
set, then at step 270 the bus interface selects one of the 
messages at random for downloading and the selected 
message is downloaded by the target device 4. At step 254, 
the priority bit for the message which was not selected is set 
to the priority state and at step 256 that message is passed to 
the next bus interface 10. 

In Summary, by tagging messages with a download con 
trol bit (such as the priority bit or the starvation bit), 
messages which have already passed the target bus interface 
at least once without being downloaded can be prioritised 
for download selection on future occasions. 

Although illustrative embodiments of the invention have 
been described in detail herein with reference to the accom 
panying drawings, it is to be understood that the invention 
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is not limited to those precise embodiments, and that various 
changes and modifications can be effected therein by one 
skilled in the art without departing from the scope and spirit 
of the invention as defined by the appended claims. 

I claim: 
1. AbuS network configured to transfer messages between 

a plurality of devices, said bus network comprising a plu 
rality of bus interfaces for connecting said devices to said 
bus network, and at least one bus connecting said plurality 
of bus interfaces; wherein: 

said bus network is configured to transfer a message 
specifying a target device that is connected to a target 
bus interface; 

said plurality of bus interfaces are configured to continue 
passing said message from bus interface to bus inter 
face until said message is downloaded from said target 
bus interface by said target device; 

said message is associated with at least one download 
control flag which is transferred along with said mes 
Sage via said bus network; 

said at least one download control flag is settable to a 
priority state indicating that said message has passed 
said target bus interface at least once without said 
message being downloaded by said target device; and 

said target bus interface is configured to control selection 
of messages to be downloaded by said target device, 
with messages for which said at least one download 
control flag is set to said priority state having a greater 
probability of being selected than messages for which 
said at least one download control flag is not set to said 
priority state; 

wherein said bus network comprises at least two buses 
connecting said plurality of bus interfaces: 

said at least one download control flag comprises a 
priority flag; and 

on receiving multiple messages specifying the same target 
device from said at least two buses in a same processing 
cycle, said target bus interface is configured to control 
download arbitration between said multiple messages 
in dependence on said priority flag for said multiple 
messages. 

2. The bus network according to claim 1, wherein said 
plurality of bus interfaces are connected in a ring topology 
by said at least one bus. 

3. The bus network according to claim 1, wherein said 
target bus interface is configured to determine, on receiving 
said multiple messages from said at least two buses, whether 
said target device is available for downloading a message, 
and if so to perform said download arbitration. 

4. The bus network according to claim 1, wherein in said 
download arbitration, said target bus interface is configured 
to select one of said multiple messages for downloading by 
said target device and to set said priority flag to said priority 
state for another of said multiple messages which is not 
selected for downloading. 

5. The bus network according to claim 4, wherein in said 
download arbitration, said target bus interface is configured 
to select at random any one of said multiple messages for 
downloading by said target device if none of said multiple 
messages has said priority flag set to said priority state. 

6. The bus network according to claim 4, wherein in said 
download arbitration, if one of said multiple messages has 
said priority flag set to said priority state, then said target bus 
interface is configured to select the message having said 
priority flag in said priority State for downloading by said 
target device. 
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7. The bus network according to claim 1, wherein at least 

one of said bus interfaces is a multi-port bus interface 
comprising a plurality of device ports, each device port for 
connecting one of said devices to said multi-port bus inter 
face; and 

said multi-port bus interface has a port-to-port message 
path for transmitting port-to-port messages between the 
devices connected to said plurality of device ports. 

8. The bus network according to claim 7, wherein on 
receiving in a same processing cycle a bus message from 
said at least one bus and a port-to-port message on said 
port-to-port message path, said bus message and said port 
to-port message targeting the same target device, said multi 
port bus interface is configured to select one of said bus 
message and said port-to-port message for downloading by 
said target device. 

9. The bus network according to claim 8, wherein said 
multi-port bus interface is configured to select said one of 
said bus message and said port-to-port message according to 
a weighted round robin scheme which is weighted to select 
said bus message more frequently than said port-to-port 
message. 

10. The bus network according to claim 7, wherein said 
bus network comprises at least two buses, said at least one 
download control flag comprises a priority flag; and 
on receiving in a same processing cycle multiple bus 

messages from said at least two buses and a port-to-port 
message from said port-to-port message path each 
targeting the same target device, said target bus inter 
face is configured to determine whether to select said 
port-to-port message for downloading by said target 
device, and if said port-to-port message is not selected, 
to perform download arbitration between said multiple 
bus messages in dependence on said priority flag for 
said multiple bus messages. 

11. The bus network according to claim 1, wherein said at 
least one download control flag comprises a starvation flag; 
and 

said target bus interface is configured, on receiving a 
message for which said starvation flag has not already 
been set to said priority state, to set said starvation flag 
to said priority state if said target device specified by 
said message is not available to download said mes 
Sage. 

12. The bus network according to claim 11, wherein said 
target bus interface is configured to increment a counter if, 
on receiving a message for which said starvation flag has 
already been set to said priority state, said target device is 
not available to download said message. 

13. The bus network according to claim 12, wherein said 
target bus interface is configured to reserve a download 
opportunity for said message having the starvation flag set to 
said priority state if said counter reaches a threshold value. 

14. The bus network according to claim 13, wherein said 
target bus interface is configured to prevent messages not 
having said starvation flag set to said priority state being 
downloaded by said target device in the reserved download 
opportunity. 

15. The bus network according to claim 11, wherein said 
target bus interface is configured to prevent said starvation 
flag being set to said priority state if another message 
specifying the same target device and transmitted on the 
same bus already has said starvation flag set to said priority 
State. 

16. The bus network according to claim 4, wherein said at 
least one download control flag comprises a starvation flag; 
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said target bus interface is configured, on receiving a 
message for which said starvation flag has not already 
been set to said priority state, to set said starvation flag 
to said priority state if said target device specified by 
said message is not available to download said mes 
Sage; and 

in said download arbitration, if none of said multiple 
messages has said priority flag in said priority state, and 
one of said multiple messages has said starvation flag 
in said priority state, then said target bus interface is 
configured to select for downloading by said target 
device said one of said multiple messages having said 
starvation flag in said priority state. 

17. A method for a bus network configured to transfer 
messages between a plurality of devices, said bus network 
comprising a plurality of bus interfaces for connecting said 
devices to said bus network, and at least one bus connecting 
said plurality of bus interfaces; said method comprising 
steps of 

transferring a message over said bus network, wherein 
said message specifies a target device that is connected 
to a target bus interface, and said message is associated 
with at least one download control flag which is trans 
ferred along with said message via said bus network; 
and 

passing said message from bus interface to bus interface 
until said message is downloaded from said target bus 
interface by said target device; 

wherein said at least one download control flag is settable 
to a priority state indicating that said message has 
passed said target bus interface at least once without 
said message being downloaded by said target device; 
and 

said method comprises said target bus interface control 
ling selection of messages to be downloaded by said 
target device, with messages for which said at least one 
download control flag is set to said priority state having 
a greater probability of being selected than messages 
for which said at least one download control flag is not 
set to said priority state; 
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16 
wherein said bus network comprises at least two buses 

connecting said plurality of bus interfaces: 
said at least one download control flag comprises a 

priority flag; and 
on receiving multiple messages specifying the same target 

device from said at least two buses in a same processing 
cycle, said target bus interface is configured to control 
download arbitration between said multiple messages 
in dependence on said priority flag for said multiple 
messages. 

18. An interface for connecting a given device to a 
network, the network comprising a plurality of interfaces 
configured to continue passing a message from interface to 
interface until said message is downloaded from a target 
interface by a target device, where said message is associ 
ated with at least one download control flag which is 
transferred along with said message and is settable to a 
priority state indicating that said message has passed said 
target interface at least once without said message being 
downloaded by said target device; 

the interface comprising control circuitry configured to 
control, when the interface receives at least one mes 
Sage for which the target device is the given device 
connected to the interface, selection of messages to be 
downloaded by the device connected to the interface, 
with messages for which said at least one download 
control flag is set to said priority state having a greater 
probability of being selected than messages for which 
said at least one download control flag is not set to said 
priority state; 

wherein said at least one download control flag comprises 
a priority flag; and 

on receiving multiple messages specifying the same target 
device in a same processing cycle, said control circuitry 
is configured to control download arbitration between 
said multiple messages in dependence on said priority 
flag for said multiple messages. 
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