
(12) United States Patent 
Chandhoke et al. 

USOO9654416B2 

US 9,654.416 B2 
*May 16, 2017 

(10) Patent No.: 
(45) Date of Patent: 

(54) SWITCH FORSCHEDULED 
TIME-SENSITIVE DATA EGRESS 

(71) Applicant: NATIONAL INSTRUMENTS 
CORPORATION, Austin, TX (US) 

(72) Inventors: Sundeep Chandhoke, Austin, TX (US); 
Brian Keith Odom, Goergetown, TX 
(US) 

(73) Assignee: NATIONAL INSTRUMENTS 
CORPORATION, Austin, TX (US) 

(*) Notice: Subject to any disclaimer, the term of this 
patent is extended or adjusted under 35 
U.S.C. 154(b) by 0 days. 
This patent is Subject to a terminal dis 
claimer. 

(21) Appl. No.: 14/839,122 

(22) Filed: Aug. 28, 2015 

(65) Prior Publication Data 

US 2015/0372934 A1 Dec. 24, 2015 

Related U.S. Application Data 
(63) Continuation of application No. 14/054,566, filed on 

Oct. 15, 2013, now Pat. No. 9,288,157. 

(51) Int. Cl. 
H04L 2/927 (2013.01) 
H04L 2/46 (2006.01) 
H04L 2/72 (2013.01) 
H04L 2/707 (2013.01) 
H04L (2/875 (2013.01) 

(Continued) 
(52) U.S. Cl. 

CPC ............ H04L 47/805 (2013.01); H04L 12/46 
(2013.01); H04L 12/4645 (2013.01); H04L 

45/22 (2013.01); H04L 45/38 (2013.01); 
H04L 45/74 (2013.01); H04L 47/56 (2013.01); 

H04L 47/562 (2013.01); H04L 47/801 
(2013.01); H04L 49/254 (2013.01); H04L 
49/30 (2013.01); H04L 49/3027 (2013.01) 

(58) Field of Classification Search 
None 
See application file for complete search history. 

(56) References Cited 

U.S. PATENT DOCUMENTS 

7,782,869 B1* 8/2010 Srinivasa .............. GO6F9,5011 
370,230 

2004/0208158 A1 10, 2004 Fellman 

(Continued) 

Primary Examiner — Chi H Pham 
Assistant Examiner — Vladislav Agureyev 
(74) Attorney, Agent, or Firm — Meyertons Hood Kivlin 
Kowert & Goetzel, P.C.; Jeffrey C. Hood: Brian E. Moore 

(57) ABSTRACT 

Systems and methods for Scheduling data egress using a 
time-sensitive (TS) network switch. The TS network switch 
may include a functional unit, a plurality of ports, and a 
plurality of queues. Each port may be associated with a set 
of network addresses for TS packets and may be configured 
with a set of egress periods. Each queue may be associated 
with a TS packet type and a port. The functional unit may be 
configured to receive TS packets asynchronously from a 
network node via a first port, determine a second port for 
egressing a TS packet, determine an egress period for 
egressing the TS packet, determine that the TS packet cannot 
currently be egressed from the second port, queue the TS 
packet in a first queue, where the first queue is associated 
with the second port, and egress the TS packet in the 
respective time window from the second port. 
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SWITCH FORSCHEDULED 
TIME-SENSITIVE DATA EGRESS 

CONTINUATION AND PRIORITY DATA 

This application is a continuation of, and claims benefit of 
priority to, U.S. application Ser. No. 14/054,566, titled 
“Time-Sensitive Switch for Scheduled Data Egress', filed 
Oct. 15, 2013, whose inventors are Sundeep Chandhoke and 
Brian Keith Odom. 

FIELD OF THE INVENTION 

The present invention relates to the field of time-sensitive 
(TS) networks, and more particularly to systems and meth 
ods for interoperability between networks, including man 
aging the configuration of virtual local area network 
(VLAN) tags and data flow paths between a TS network and 
a non TS (NTS) network, synchronization of clocks between 
networks, and Scheduling data egress. 

DESCRIPTION OF THE RELATED ART 

In the industrial or embedded application field there are 
multiple real-rime Ethernet implementations that are avail 
able. Although similar in function, each implementation 
differs such that each implementation is not interoperable 
with another implementation. For example, PROFINET, 
Ethernet for Control Automation Technology (EtherCAT), 
Ethernet Industrial Protocol (Ethernet/IP), and Ethernet 
Powerlink use the same Ethernet physical layer but are not 
interoperable amongst themselves. Additionally, these real 
time Ethernet implementations cannot connect to standard 
IEEE 802.1 switches because the implementation of the 
media access control (MAC) layer used by each is custom 
ized to Support its own proprietary protocol. Thus, since 
there is a multitude of existing deployments of real-time 
Ethernet based protocols, hereinafter referred to as non 
time-sensitive (NTS) networks, there is a need to define how 
these existing proprietary technologies can coexist with 
standard IEEE 802.1 Ethernet technologies. 

For example, the features that add real time data transfer 
support to standard Ethernet under IEEE 802.1 are collec 
tively called Time Sensitive (TS) Networking. These fea 
tures define stream reservation and time based scheduling in 
IEEE 802.1 in Ethernet switches. One the one hand, stream 
reservation guarantees bandwidth to real-time/time-sensi 
tive streams, e.g., packets, end to end. On the other hand, 
time-based scheduling allows configuration of “windows of 
time' when only specific packets are allowed to egress a 
switch. “Windows of time may be coordinated with trans 
mission of time-sensitive packets, or TS packets, by end 
points to minimize the age of a data stream as it passes 
through the network. “Windows of time' also bounds the 
maximum latency of the stream from the producer to the 
consumers such that a precise schedule may be determined. 
TS networking is based on Virtual Local Area Network 

(VLAN). A VLAN is a distinct isolated broadcast domain. 
VLANs are partitioned out of local area networks (LANs) 
and can only pass data between each other via a router or 
routers. Additionally, VLAN allows a switched network to 
be logically segmented on an organizational basis. In other 
words, the network is segmented by functions or applica 
tions rather than on a physical or geographical basis. ATS 
network predefines specific VLAN tags which allow iden 
tification of a TS packet as it is routed through a LAN. 
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2 
A TS network interface controller (NIC) supports TS 

networking features via multiple queues. The queues seg 
regate LAN traffic based on VLAN tags. However, as 
mentioned, non-time-sensitive, or NTS, network devices 
typically implement a custom MAC which is not IEEE 802.1 
compliant, and thus, not compatible with TS networks. 
Therefore, there is a need for a solution to allow interoper 
ability between TS networks and NTS networks, including 
the need to synchronize clocks between networks and the 
need to schedule data egress. 

SUMMARY OF THE INVENTION 

Various embodiments of a system and method for interop 
erability between networks, including managing the con 
figuration of virtual local area network (VLAN) tags and 
data flow paths between a TS network and a non TS (NTS) 
network, synchronization of clocks between networks, and 
scheduling data egress are presented below. 

In one embodiment, a system for interoperating between 
a time-sensitive (TS) network and a non-time-sensitive 
(NTS) network may include a TS network switch and a TS 
network interface controller (NIC). The TS network switch 
may include a first functional unit coupled to a plurality of 
ports. In certain embodiments, a first port of the plurality of 
ports may be configured to couple to an NTS node of the 
NTS network. The TSNIC may include a second functional 
unit, a third port, a plurality of NTS receive packet queues, 
and a corresponding plurality of NTS transmit packet 
queues. Further, the TSNIC may be configured to couple to 
a second port of the plurality of ports of the TS network 
switch. In some embodiments, the third port may be coupled 
to the second functional unit. Additionally, the plurality of 
NTS receive packet queues may be coupled to the second 
functional unit and the third port and may be configured to 
store received packets from respective NTS networks. The 
corresponding plurality of NTS transmit packet queues may 
be coupled to the second functional unit and the third port 
and may be configured to store packets received from a 
device coupled to the TS NIC for the respective NTS 
networks. A first NTS receive packet queue (of the plurality 
of NTS receive packet queues) and a first NTS transmit 
packet queue (of the plurality of NTS transmit packet 
queues) may each correspond to the NTS network. 

In an exemplary embodiment, the first functional unit may 
be configured to insert a virtual local area network (VLAN) 
tag indicating the NTS network into each NTS packet 
received from the NTS network by the first port before 
routing each NTS packet to one or more other ports of the 
plurality of ports in the TS network switch, thereby gener 
ating tagged NTS packets. In addition, the first functional 
unit may be configured to remove the VLAN tag from each 
received VLAN tagged NTS packet before forwarding, via 
the first port, each received VLAN tagged NTS packet to the 
NTS node. Also, the first functional unit may be configured 
to receive, via the second port, one or more of the tagged 
NTS packets from the first port and forward, via the second 
port, the one or more tagged NTS packets to the TSNIC and 
receive, via the second port, tagged NTS packets from the 
TS NIC and route tagged NTS packets to the first port. 

Additionally, in Such embodiments, the second functional 
unit may be configured to queue tagged NTS packets 
received via the third port in the first NTS receive packet 
queue for Subsequent provision to the device coupled to the 
TS NIC and queue NTS packets received from the device 
coupled to the TSNIC in the first NTS transmit packet queue 
and insert the VLAN tag indicating the NTS network into 
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each NTS packet received from the first NTS transmit 
packet queue before forwarding, via the third port, each NTS 
packet to the second port, thereby generating tagged NTS 
packets. 

In further embodiments, a TS network node may include 
the TS NIC. In other embodiments, the TS network node 
may include the TS network switch and the TSNIC and may 
be configured as a bridge between the TS network and the 
NTS network. In such embodiments, the system may further 
include one or more additional TS network nodes. Each TS 
network node of the one or more additional TS network 
nodes may include a respective TS network switch and TS 
NIC. Thus, a plurality of TS network nodes may include the 
TS network node and the one or more additional TS network 
nodes. Accordingly, in certain embodiments, each TS net 
work node of the plurality of TS network nodes may be 
configured as a bridge between the TS network and a 
respective NTS network, thereby allowing interoperability 
between the TS network and a plurality of NTS networks. 

In some embodiments, another one or more other ports of 
the plurality of ports of the TS network switch may each be 
configured to couple to a corresponding other NTS network 
via a respective NTS node of the corresponding other NTS 
network. In such other further embodiments, the first func 
tional unit may be further configured to insert a VLAN tag 
into each NTS packet received by each of the another one or 
more other ports from the NTS node of the corresponding 
other NTS network before routing each NTS packet to one 
or more ports of the plurality of ports in the TS network 
switch, where the VLAN tag indicates the respective NTS 
network, thereby generating tagged NTS packets, and 
remove the VLAN tag from received VLAN tagged NTS 
packets before forwarding, via each of the another one or 
more other ports, each of the received VLAN tagged NTS 
packets to the respective NTS node of the corresponding 
other NTS network. 

In accordance with the above, a method for interoperating 
between a TS network and an NTS network may include 
configuring a TS network switch and a TS NIC. The TS 
network Switch may include a plurality of ports and a first 
functional unit coupled to the plurality of ports. Configuring 
the TS network Switch may include configuring a first port 
of the plurality of ports to couple to an NTS node of the NTS 
network and configuring a second port of the plurality of 
ports to couple to a TS network interface controller (NIC). 

In some embodiments, configuring the TS network Switch 
may include configuring the first functional unit. Accord 
ingly, the first functional unit may be configured to insert a 
VLAN tag indicating the NTS network into each NTS 
packet received from the NTS network by the first port 
before routing each NTS packet to one or more other ports 
of the plurality of ports in the TS network switch, thereby 
generating tagged NTS packets and remove the VLAN tag 
from each received VLAN tagged NTS packet before for 
warding, via the first port, each received VLAN tagged NTS 
packet to the NTS node. Further, the first functional unit may 
be configured to receive one or more of the tagged NTS 
packets from the first port and forward, via the second port, 
the one or more tagged NTS packets to the TS NIC and 
receive, by the second port, tagged NTS packets from the TS 
NIC and route tagged NTS packets to the first port. 
As noted above, TSNIC may include a second functional 

unit, a third port, coupled to the second functional unit, a 
plurality of NTS receive packet queues, coupled to the 
second functional unit and the third port, and a correspond 
ing plurality of NTS transmit packet queues, coupled to the 
second functional unit and the third port. Accordingly, 
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4 
configuring the TSNIC may include configuring the second 
functional unit. In such embodiments, the second functional 
unit may be configured to queue tagged NTS packets 
received via the third port in the first NTS receive packet 
queue for Subsequent provision to the device coupled to the 
TS NIC and queue NTS packets received from the device 
coupled to the TSNIC in the first NTS transmit packet queue 
and insert the VLAN tag indicating the NTS network into 
each NTS packet received from the first NTS transmit 
packet queue before forwarding, via the third port, each NTS 
packet to the second port, thereby generating tagged NTS 
packets. 

In certain embodiments, the first functional unit may 
insert the VLAN tag indicating the NTS network into each 
NTS packet received by the first port from the NTS network 
before routing each NTS packet to one or more other ports 
of the plurality of ports in the TS network switch, thereby 
generating tagged NTS packets and removing the VLAN tag 
from each received VLAN tagged NTS packet by the first 
port before forwarding each received VLAN tagged NTS 
packet to the NTS node. Additionally, one or more of the 
tagged NTS packets may be received from the first port and 
forwarded, via the second port to the TS NIC. Similarly, 
tagged NTS packets from the TS NIC may be received by 
the first functional unit via the second port and routed to the 
first port. 

In addition, the second functional may queue tagged NTS 
packets received via the third port in the first NTS receive 
packet queue for Subsequent provision to the device coupled 
to the TSNIC. Additionally, NTS packets received from the 
device coupled to the TS NIC in the first NTS transmit 
packet queue may be queued. Accordingly, the VLAN tag 
indicating the NTS network may be inserted into each NTS 
packet received from the first NTS transmit packet queue 
before forwarding, via the third port, each NTS packet to the 
second port, thereby generating tagged NTS packets. 

In other embodiments, the method may further include 
configuring each of another one or more other ports of the 
plurality of ports of the TS network switch to couple to a 
corresponding other NTS network via a respective NTS 
node of the corresponding other NTS network. In such other 
embodiments, the first functional unit may be further con 
figured to insert a VLAN tag into each NTS packet received 
via each of the another one or more other ports from the NTS 
node of the corresponding other NTS network before routing 
each NTS packet to one or more ports of the plurality of 
ports in the TS network switch, where the VLAN tag 
indicates the respective NTS network, thereby generating 
tagged NTS packets and remove the VLAN tag from 
received VLAN tagged NTS packets before forwarding, via 
each of the another one or more other ports, each of the 
received VLAN tagged NTS packets to the respective NTS 
node of the corresponding other NTS network. Additionally, 
Such an embodiment may further include coupling each of 
the another one or more other ports to the corresponding 
other NTS network via the respective NTS node of the 
corresponding other NTS network. 

Further, the first functional unit may insert a VLAN tag 
into each NTS packet received via each of the another one 
or more other ports from the NTS node of the corresponding 
other NTS network before routing each NTS packet to one 
or more ports of the plurality of ports in the TS network 
switch, where the VLAN tag indicates the respective NTS 
network, thereby generating tagged NTS packets. Similarly, 
the VLAN tag from received VLAN tagged NTS packets 
may be moved before being forwarded, via each of the 
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another one or more other ports, to the respective NTS node 
of the corresponding other NTS network. 

In an exemplary embodiment, a TS network node for 
interoperating between a TS network and an NTS network 
may include a functional unit, a plurality of ports which may 
be coupled to the functional unit, a plurality of NTS receive 
packet queues which also may be coupled to the functional 
unit, and a corresponding plurality of NTS transmit packet 
queues which also may be coupled to the functional unit. 
Additionally, a first port of the plurality of ports may be 
configured to couple to an NTS node of the NTS network. 
Further, the plurality of NTS receive packet queues may be 
configured to store received packets from respective NTS 
networks and a first NTS receive packet queue may corre 
spond to the NTS network. Similarly, the corresponding 
plurality of NTS transmit packet queues may be configured 
to store packets received from a device coupled to the TS 
NIC for the respective NTS networks and a first NTS 
transmit packet queue may correspond to the NTS network. 
Also, the functional unit may be configured to communicate 
tagged NTS packets with the TS network via a second port 
and insert a VLAN tag indicating the NTS network into each 
NTS packet received from the NTS network by the first port 
before routing each NTS packet to the second port, one or 
more other ports of the plurality of ports, or to the first NTS 
receive packet queue, thereby generating tagged NTS pack 
ets. The functional unit may also be configured to remove 
the VLAN tag from each VLAN tagged NTS packet 
received by the second port, the one or more other ports of 
the plurality of ports, or from the first NTS transmit packet 
queue before forwarding, via the first port, each received 
VLAN tagged NTS packet to the NTS node of the NTS 
network. In addition, the functional unit may be configured 
to queue at least a Subset of tagged NTS packets received by 
the TS network node in the first NTS receive packet queue 
for subsequent provision to the device coupled to the TS 
network node and queue NTS packets received from the 
device coupled to the TS network node in the first NTS 
transmit packet queue and insert the VLAN tag indicating 
the NTS network into each NTS packet queued in the first 
NTS transmit packet queue before forwarding each NTS 
packet to the first port, thereby generating tagged NTS 
packets. 

In one embodiment, a TS NIC may be configured to 
synchronize an NTS network timekeeper. In such embodi 
ments, the TS NIC may include a functional unit, a port 
coupled to the functional unit, a clock, coupled to the 
functional unit and synchronized to a master clock, a plu 
rality of input/output queue pairs, coupled to the functional 
unit and the port, and a time stamp unit (TSU) coupled to the 
clock and the functional unit. The plurality of input/output 
queue pairs may be for segregation of VLAN packets based 
on VLAN tags, wherein each input/output queue pair may 
correspond to a respective NTS network. In such an embodi 
ment, the functional unit may be configured to, for each of 
the respective NTS networks, generate synchronization 
packets usable by an NTS network timekeeper of the respec 
tive NTS network to synchronize the NTS network to the 
master clock. In certain embodiments, generating synchro 
nization packets may include using the TSU to generate time 
stamps for the synchronization packets in accordance with 
the clock synchronized to the master clock. Additionally, the 
functional unit may be configured to communicate with the 
respective NTS network via the port using the corresponding 
input/output queue pair, including sending the synchroniza 
tion packets to the NTS network timekeeper of the respec 
tive NTS network. In certain embodiments, the functional 
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6 
unit may also be configured to egress the synchronization 
packets via the output queue of the at least one input/output 
queue pair based on a specified egress period, wherein the 
specified egress period specifies a time window and fre 
quency for egressing the synchronization packets. 

In some embodiments, the TSNIC may be included in a 
TS network node. Additionally, in certain embodiments, the 
TS network node may further include a TS network switch. 

In another embodiment, the master clock may be a master 
clock of a TS network. In such embodiments, the master 
clock may be included in a TS network switch. In other 
embodiments, the master clock may be external to the TS 
network. In certain embodiments, the master clock may be 
an NTS network timekeeper. In some embodiments, the 
master clock may be synchronized to a global clock external 
to the TS network. 

In yet another embodiment, the TSU may be included in 
the physical layer of the TSNIC. 

In an exemplary embodiment, a method for the TSNIC to 
synchronize an NTS network timekeeper may include con 
figuring the clock of the TSNIC to synchronize to the master 
clock. Additionally, the functional unit may be configured to, 
for each of the respective NTS networks, generate synchro 
nization packets usable by an NTS network timekeeper of 
the respective NTS network to synchronize the NTS net 
work to the master clock. In some embodiments, generating 
synchronization packets may include using a TSU to gen 
erate time stamps for the synchronization packets in accor 
dance with the clock synchronized to the master clock. The 
functional unit may also be configured to communicate with 
the respective NTS network via the port using the corre 
sponding input/output queue pair, including sending the 
synchronization packets to the NTS network timekeeper of 
the respective NTS network. Additionally, in certain 
embodiments, the functional unit may be configured to 
egress the synchronization packets via the output queue of 
the at least one input/output queue pair based on a specified 
egress period, wherein the specified egress period specifies 
a time window and frequency for egressing the synchroni 
Zation packets. 

In some embodiments of the method, the functional unit 
may generate synchronization packets usable by an NTS 
network timekeeper of the respective NTS network to syn 
chronize the NTS network to the master clock, including 
using the TSU to generate time stamps for the synchroni 
Zation packets in accordance with the clock synchronized to 
the master clock and communicate with the respective NTS 
network via the port using the corresponding input/output 
queue pair, including sending the synchronization packets to 
the NTS network timekeeper of the respective NTS network. 
Additionally, the synchronization packets may be egresses 
via the output queue of the at least one input/output queue 
pair based on a specified egress period, where the specified 
egress period specifies a time window and frequency for 
egressing the synchronization packets. 

In another exemplary embodiment, a TS network switch 
for scheduled data egress may include a functional unit, a 
plurality of ports which may be coupled to the functional 
unit, and a plurality of queues which may be coupled to the 
plurality of ports and the functional unit. Each port may be 
associated with a respective set of network addresses for TS 
packets and may be configured with a respective set of 
egress periods. Each TS packet may have a destination 
address and a type that specifies a respective egress period, 
wherein each egress period specifies a respective time 
window and frequency for egressing TS packets to network 
nodes based on the type of the TS packets. Additionally, 
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each queue may be associated with a respective TS packet 
type and a respective port of the plurality of ports. 

In Such an embodiment, the functional unit may be 
configured to receive one or more TS packets asynchro 
nously from a network node via a first port and determine a 
second port of the plurality of ports for egressing at least one 
of the one or more the TS packets and the determination of 
the second port may be based on the destination address of 
the at least one TS packet. Further, the functional unit may 
be configured to determine an egress period for egressing the 
at least one TS packet and the determination of the egress 
period may be based on the type of the at least one TS 
packet. Also, the functional unit may be configured to 
determine that the at least one TS packet cannot currently be 
egressed from the second port. In certain embodiments, in 
order to determine that the at least one TS packet cannot 
currently be egressed from the second port, the functional 
unit may also be configured to determine that a respective 
time window for egress of the at least one TS packet is 
closed, determine that there is already a queued TS packet of 
the same type queued in the first queue for egress from the 
second port, or determine that the second port is currently 
egressing a TS packet. 

Additionally, in response to determining that the at least 
one TS packet cannot currently be egressed, the functional 
unit may be configured to queue the at least one TS packet 
in a first queue of the plurality of queues based on the 
respective TS packet type and destination address and the 
first queue may be associated with the second port. In 
addition, the functional unit may egress the at least one TS 
packet in the respective time window from the second port. 

In certain embodiments, the at least one TS packet may 
include two or more TS packets and the respective time 
window of the determined egress period may be specified to 
allow the egress of one of the two or more TS packets. In 
other embodiments, the at least one TS packet may include 
two or more TS packets and specifying the respective time 
window of the determined egress may include determining 
a quantity of the two or more TS packets to egress each 
egress period configuring the respective time window to 
allow the egress of the quantity each egress period. 

In some embodiments, the first port may be configured to 
couple to an NTS node of an NTS network and the second 
port may be configured to couple to an NTS node of another 
NTS network. 

In other embodiments, the first port may be configured to 
couple to a TS network node of a TS network and the second 
port may be configured to couple to an NTS node of a NTS 
network. 

In one exemplary embodiment, a method for scheduled 
data egress may include providing the TS network Switch 
which may include a functional unit, a plurality of ports 
which may be coupled to the functional unit, and a plurality 
of queues which may be coupled to the plurality of ports and 
the functional unit. The functional unit may be configured to 
receive one or more TS packets asynchronously from a 
network node via a first port and determine a second port of 
the plurality of ports for egressing at least one of the one or 
more the TS packets based on the destination address of the 
at least one TS packet. Additionally, the functional unit may 
be configured to determine an egress period for egressing the 
at least one TS packet based on the type of the at least one 
TS packet and determine that the at least one TS packet 
cannot currently be egressed from the second port. In certain 
embodiments, determining that the at least one TS packet 
cannot currently be egressed from the second port may 
include configuring the functional unit to determine that a 
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8 
respective time window for egress of the at least one TS 
packet is closed, determine that there is already a queued TS 
packet of the same type queued in the first queue for egress 
from the second port, or determine that the second port is 
currently egressing a TS packet. 

Further, the functional unit may be configured to queue 
the at least one TS packet in the first queue of the plurality 
of queues based on the respective TS packet type and 
destination address in response to determining that the at 
least one TS packet cannot currently be egressed and egress 
the at least one TS packet in the respective time window 
from the second port. 

In some embodiments of the method, the functional unit 
may receive one or more TS packets asynchronously from a 
network node via a first port and determine a second port of 
the plurality of ports for egressing at least one of the one or 
more the TS packets based on the destination address of the 
at least one TS packet. Additionally, an egress period for 
egressing the at least one TS packet based on the type of the 
at least one TS packet may be determined. It may also be 
determined that the at least one TS packet cannot currently 
be egressed from the second port. In certain embodiments, 
determining that the at least one TS packet cannot currently 
be egressed from the second port may include determining 
that a respective time window for egress of the at least one 
TS packet is closed, determining that there is already a 
queued TS packet of the same type queued in the first queue 
for egress from the second port, or determining that the 
second port is currently egressing a TS packet. 

Further, the functional unit may queue the at least one TS 
packet in a first queue of the plurality of queues based on the 
respective TS packet type and destination address in 
response to determining that the at least one TS packet 
cannot currently be egressed. Accordingly, the at least one 
TS packet may be egressed in the respective time window 
from the second port. 

BRIEF DESCRIPTION OF THE DRAWINGS 

A better understanding of the present invention can be 
obtained when the following detailed description of the 
preferred embodiment is considered in conjunction with the 
following drawings, in which: 

FIG. 1 is an exemplary block diagram of a TS network; 
FIG. 2 is an exemplary block diagram of a system for 

allowing interoperability between networks: 
FIG. 3 is an exemplary block diagram of a system for 

allowing interoperability between networks: 
FIG. 4 is an exemplary block diagram of a TS network 

interface controller (NIC) according to one embodiment; 
FIG. 5 illustrates an exemplary system for routing of 

tagged VLAN packets according to one embodiment; 
FIG. 6 illustrates an exemplary system for routing of 

tagged VLAN packets according to another embodiment; 
FIG. 7 illustrates an exemplary system for routing of 

tagged VLAN packets according to an embodiment; 
FIG. 8 illustrates an exemplary system for routing of 

tagged VLAN packets according to an embodiment; 
FIG. 9 is a flowchart diagram illustrating a method for 

routing of tagged VLAN packets according to one embodi 
ment; 

FIG. 10 is an exemplary block diagram of a TS NIC 
according to one embodiment; 

FIG. 11 illustrates an exemplary system for synchronizing 
clocks between a TS and NTS network according to one 
embodiment; 
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FIG. 12 is a flowchart diagram illustrating a method for 
synchronizing clocks between a TS and NTS network 
according to one embodiment; 

FIG. 13 is an exemplary block diagram of a TS network 
Switch according to one embodiment; 

FIG. 14 is an illustration of a time-based scheduled egress 
from a TS network switch according to one embodiment; 
and 

FIG. 15 is a flowchart diagram illustrating a method for 
scheduled data egress from a TS network Switch according 
to one embodiment. 

While the invention is susceptible to various modifica 
tions and alternative forms, specific embodiments thereof 
are shown by way of example in the drawings and are herein 
described in detail. It should be understood, however, that 
the drawings and detailed description thereto are not 
intended to limit the invention to the particular form dis 
closed, but on the contrary, the intention is to cover all 
modifications, equivalents and alternatives falling within the 
spirit and scope of the present invention as defined by the 
appended claims. 

DETAILED DESCRIPTION 

Terms 
The following is a glossary of terms used in the present 

application: 
Computer System—any of various types of computing or 

processing systems, including a personal computer system 
(PC), mainframe computer system, workstation, network 
appliance, Internet appliance, personal digital assistant 
(PDA), television system, grid computing system, or other 
device or combinations of devices. In general, the term 
“computer system can be broadly defined to encompass any 
device (or combination of devices) having at least one 
processor that executes instructions from a memory 
medium. 

Measurement Device—includes instruments, data acqui 
sition devices, Smart sensors, and any of various types of 
devices that are configured to acquire and/or store data. A 
measurement device may also optionally be further config 
ured to analyze or process the acquired or stored data. 
Examples of a measurement device include an instrument, 
Such as a traditional stand-alone “box” instrument, a com 
puter-based instrument (instrument on a card) or external 
instrument, a data acquisition card, a device external to a 
computer that operates similarly to a data acquisition card, 
a Smart sensor, one or more DAQ or measurement cards or 
modules in a chassis, an image acquisition device. Such as an 
image acquisition (or machine vision) card (also called a 
Video capture board) or Smart camera, a motion control 
device, a robot having machine vision, and other similar 
types of devices. Exemplary “stand-alone' instruments 
include oscilloscopes, multimeters, signal analyzers, arbi 
trary waveform generators, spectroscopes, and similar mea 
Surement, test, or automation instruments. 
A measurement device may be further configured to 

perform control functions, e.g., in response to analysis of the 
acquired or stored data. For example, the measurement 
device may send a control signal to an external system, Such 
as a motion control system or to a sensor, in response to 
particular data. A measurement device may also be config 
ured to perform automation functions, i.e., may receive and 
analyze data, and issue automation control signals in 
response. 

Functional Unit (or Processing Element) refers to vari 
ous elements or combinations of elements. Processing ele 
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10 
ments include, for example, circuits such as an ASIC (Appli 
cation Specific Integrated Circuit), portions or circuits of 
individual processor cores, entire processor cores, individual 
processors, programmable hardware devices such as a field 
programmable gate array (FPGA), and/or larger portions of 
systems that include multiple processors, as well as any 
combinations thereof. 

Automatically—refers to an action or operation per 
formed by a computer system (e.g., Software executed by the 
computer system) or device (e.g., circuitry, programmable 
hardware elements, ASICs, etc.), without user input directly 
specifying or performing the action or operation. Thus the 
term “automatically is in contrast to an operation being 
manually performed or specified by the user, where the user 
provides input to directly perform the operation. An auto 
matic procedure may be initiated by input provided by the 
user, but the Subsequent actions that are performed “auto 
matically are not specified by the user, i.e., are not per 
formed “manually, where the user specifies each action to 
perform. For example, a user filling out an electronic form 
by selecting each field and providing input specifying infor 
mation (e.g., by typing information, selecting check boxes, 
radio selections, etc.) is filling out the form manually, even 
though the computer system must update the form in 
response to the user actions. The form may be automatically 
filled out by the computer system where the computer 
system (e.g., Software executing on the computer system) 
analyzes the fields of the form and fills in the form without 
any user input specifying the answers to the fields. As 
indicated above, the user may invoke the automatic filling of 
the form, but is not involved in the actual filling of the form 
(e.g., the user is not manually specifying answers to fields 
but rather they are being automatically completed). The 
present specification provides various examples of opera 
tions being automatically performed in response to actions 
the user has taken. 

Concurrent—refers to parallel execution or performance, 
where tasks, processes, or programs are performed in an at 
least partially overlapping manner. For example, concur 
rency may be implemented using "strong or strict parallel 
ism, where tasks are performed (at least partially) in parallel 
on respective computational elements, or using “weak par 
allelism’, where the tasks are performed in an interleaved 
manner, e.g., by time multiplexing of execution threads. 

Internet Protocol (IP) refers to the networking model 
and a set of protocols for communication used for networks 
Such as the Internet. 

Transmission Control Protocol (TCP) refers to a core 
protocol of the internet protocol suite and provides delivery 
of a stream of octets between programs running on com 
puters connected to a local area network, intranet, or the 
public Internet. 

Ethernet—refers to a family of computer networking 
technologies for local area networks (LANs) as standardized 
in IEEE 802.3. 

Non-Time-Sensitive (NTS) Network refers to a real 
time Ethernet network implementation such as PROFINET, 
which uses standards such as TCP/IP and Ethernet along 
with a mechanism for real time and isochronous real time 
communication, EtherCAT, which is an open high perfor 
mance Ethernet-based fieldbus system, Ethernet/IP, which is 
designed for use in process control and other industrial 
automation applications, Ethernet Powerlink, which is a 
deterministic real-time protocol for standard Ethernet, 
among others. 
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Local Area Network (LAN)—refers to a computer net 
work that interconnects computers in a limited geographical 
area Such as an office building or office complex. 

Virtual Local Area Network (VLAN)—refers to a com 
puter network that is logically segmented on an organiza 
tional basis, in other words, segmentation is based on 
functions or applications rather than on a physical or geo 
graphic basis as is the case with LANs. 

Media Access Control (MAC) Layer—refers to the sub 
layer of a multi-layer computer network model which pro 
vides addressing and channel access control mechanisms 
that enable communication between multiple network nodes 
that share a common medium, such as Ethernet. MAC layer 
acts as an interface between the logical link control Sub 
layer and the network's physical (PHY) layer. 

Time-Sensitive (TS) Network refers to networks adher 
ing to the IEEE 802.1 standard for real-time data transfer. 

Time-Sensitive (TS) Packet refers to specific packets of 
data routed through a TS network that contain time-sensitive 
data. May include packets from an NTS network with a 
VLAN tag inserted using embodiments of the present inven 
tion. 

Isochronous—refers generally to events that occur regu 
larly, or in other words, at equal time intervals. 

Asynchronous—refers generally to events that occur 
irregularly, or in other words, at unscheduled and intermit 
tent time intervals. 
FIG. 1 Exemplary TS Network 

FIG. 1 illustrates an exemplary block diagram of a time 
sensitive (TS) network. The TS network switch 100 may be 
configured in accordance with various embodiments of the 
present invention as described below in more detail. Addi 
tionally, TS network nodes, such as TS network nodes 115, 
125, 135, and 175 may be configured according to various 
embodiments as described below in more detail. 
As FIG. 1 shows, in one embodiment, the TS network 

switch 100 may include a plurality of ports, e.g., 110a to 
110f coupled to a functional unit. The term functional unit 
is used in its broadest sense and refers to various elements 
or combinations of elements. Such as, for example, circuits 
such as an ASIC (Application Specific Integrated Circuit), 
portions or circuits of individual processor cores, entire 
processor cores, individual processors, programmable hard 
ware devices such as a field programmable gate array 
(FPGA), and/or larger portions of systems that include 
multiple processors, as well as any combinations thereof. 

In certain embodiments, the TS network switch may be 
included in a system for interoperating between a TS net 
work and a non-time-sensitive (NTS) network, such as NTS 
networks 145 and 155. The term non-time-sensitive net 
work, or NTS network, refers to a proprietary real-time 
Ethernet implementation, such as PROFINET, which uses 
standards such as TCP/IP and Ethernet along with a mecha 
nism for real time and isochronous real time communica 
tion, EtherCAT, which is an open high performance Ether 
net-based fieldbus system, Ethernet/IP, which is designed for 
use in process control and other industrial automation appli 
cations, or Ethernet Powerlink, which is a deterministic 
real-time protocol for standard Ethernet, among others. 
Additionally, any reference to an NTS device, such as an 
NTS node oran NTS timekeeper, refers generally to a device 
that would be compatible with an NTS networks. 

In such embodiments, a first port, such as port 110c, of the 
plurality of ports 110a to 110?, may be configured to couple 
to an NTS node of an NTS network, such as a node of NTS 
network 155. Furthermore, the functional unit may be con 
figured to insert a virtual local area network (VLAN) tag 
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12 
indicating the NTS network, e.g., NTS network 155, into 
each NTS packet received from the NTS network by the first 
port, e.g., port 110c, before routing each NTS packet to one 
or more other ports of the plurality of ports, e.g., ports 110a, 
110b, 110d. 110e, or 110?, in the TS network switch 100. 
Additionally, the functional unit may be configured to 
remove the VLAN tag from each received VLAN tagged 
NTS packet before forwarding, via the first port (port 110c) 
each received VLAN tagged NTS packet to the NTS node of 
the NTS network, e.g., NTS network 155. 

In some embodiments, a second port, Such as port 110d or 
110? may be configured to couple to a TS network interface 
controller (NIC), such as the TSNIC included in TS network 
nodes 115 and 175. In such embodiments, the functional unit 
may be configured to receive, via the second port, one or 
more of the tagged NTS packets from the first port and 
forward, via the second port, the one or more tagged NTS 
packets to the TSNIC. Additionally, the functional unit may 
be configured to receive, via the second port, tagged NTS 
packets from the TSNIC and route tagged NTS packets to 
the first port. 

In some embodiments, the functional unit of the TS 
network switch 100 may be coupled to a plurality of queues 
which may also be coupled to the plurality of ports. Addi 
tionally, in some embodiments, each port may be associated 
with a respective set of network addresses for TS packets. 
Also, each TS packet may have a destination address and a 
type that specifies a respective egress period. An egress 
period may specify a respective time window and frequency 
for egressing TS packets to network nodes based on the type 
of the TS packets. Further, each queue may be associated 
with a respective TS packet type and a respective port of the 
plurality of ports of the TS network switch 100. 

In certain embodiments, the functional unit may be con 
figured to receive one or more TS packets asynchronously 
from a network node, Such as, for example, TS network node 
115 or 175 or an NTS node of NTS network 155, via a first 
port, such as port 110c. 110d, or 110f Additionally, the 
functional unit may be configured to determine a second port 
for egressing at least one of the one or more TS packets 
based on the destination address of the at least one TS 
packet, and in Some embodiments, determine an egress 
period for egressing the at least one TS packet based on the 
type of the at least one TS packet. Subsequently, the func 
tional unit may be configured to determine that the at least 
one TS packet cannot currently be egressed from the second 
port and, in response, the functional unit may queue the at 
least one TS packet in a first queue of the plurality of queues 
based on the respective TS packet type and destination 
address, where the first queue may be associated with the 
second port. Finally, the functional unit may egress the at 
least one TS packet in the respective time window from the 
second port. 

In some embodiments, the TS network node, e.g., TS 
network node 135 or 175, may include a TSNIC. In other 
embodiments, the TS network node, e.g., TS network node 
115 or 125, may include a TSNIC and a TS network switch. 
In certain embodiments, the TSNIC may include a plurality 
of NTS receive packet queues and a corresponding plurality 
of NTS transmit packet queues, a port, and a functional unit. 
The TSNIC may be configured to couple to a port of a TS 
network switch via the port of the TS NIC, such as the 
coupling of port 175a of TS network node 175 to port 110d 
of TS network switch 100, or the coupling of port 115a of 
TS network node 115 to port 110? of TS network switch 100, 
or port 125a of TS network node 125 to port 115b of TS 
network node 115, or port 135a of TS network node 135 to 
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port 125b of TS network node 125. Additionally, in some 
embodiments, the functional unit of the TS NIC may be 
configured to queue tagged NTS packets received via the 
port in an NTS receive packet queue corresponding to an 
NTS network, such as NTS network 145 or 155, for subse 
quent provision to a device coupled to the TSNIC. Also, the 
functional unit of the TS NIC may be configured to queue 
NTS packets received from a device coupled to the TSNIC 
for the respective NTS networks. 

In certain embodiments, the TS NIC may also include a 
clock, such as the clocks illustrated in TS network nodes 
115, 125, 135, and 175. The clock may be synchronized to 
a master clock, such as the clock illustrated in TS network 
switch 100, e.g., a TS network master clock. In turn, the 
master clock, such as the TS network master clock illus 
trated in TS network switch 100, may be synchronized to a 
global clock accessible via a local area connection (LAN) or 
the Internet, such as the clock of Internet/LAN 165. In other 
embodiments, the master clock may be a clocketernal to the 
TS network, such as a clock of an NTS network timekeeper. 
Additionally, the TSNIC may include a plurality of queue 
pairs for segregation of VLAN packets based on VLAN tags 
as described above. In some embodiments, each queue pair 
may include an input/output queue pair and at least one 
queue pair may correspond to a NTS network, such as NTS 
network 145 or 155. Further, the TSNIC may include a time 
stamp unit (TSU) coupled to the clock. In some embodi 
ments, the TSU may be configured to communicate with the 
NTS network via the at least one queue pair and synchronize 
a clock of an NTS timekeeper, such as the clocks illustrated 
as part of NTS networks 145 and 155. As used herein, a 
timekeeper is a clock that is synchronized to a master clock. 
In certain embodiments, the TSU may be configured to 
generate time stamps for synchronization packets in accor 
dance with the clock synchronized to the master clock. In 
Such embodiments, the Synchronization packets may be 
usable by an NTS network timekeeper to synchronize the 
NTS network to the master clock. 
FIGS. 2-9: Systems and Methods for Interoperability 
Between Networks 

Embodiments of the systems and methods described 
herein may allow for the interoperability between time 
sensitive (TS) networks, e.g., networks conforming to the 
IEEE 802.1 standard for real-time data transfer, and non 
time sensitive (NTS) networks, e.g., real-time data transfer 
networks not conforming to the IEEE 802.1 standard for 
real-time data transfer. Examples of NTS networks include 
PROFINET, which uses standards such as TCP/IP and 
Ethernet along with a mechanism for real time and isochro 
nous real time communication, EtherCAT, which is an open 
high performance Ethernet-based fieldbus system, Ethernet/ 
IP, which is designed for use in process control and other 
industrial automation applications, Ethernet Powerlink, 
which is a deterministic real-time protocol for standard 
Ethernet, among others. As mentioned previously, NTS 
networks are not generally interoperable among themselves 
or with TS networks due to the proprietary implementation 
of the media access control (MAC) layer of each NTS 
network. Embodiments of the systems and methods below 
allow for such interoperability between TS and NTS net 
works and also amongst NTS networks. 
FIGS. 2-3: Exemplary Systems for Interoperability Between 
Networks 

FIG. 2 is a block diagram of an exemplary system for 
interoperability between networks, such as TS network 350 
and NTS network 250. It should be noted that although TS 
network 350 is illustrated as encompassing TS network 
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switch 200, TS NIC 300, and device 325, it is envisioned 
that TS network 350 may include one or more TS network 
switches, one or more TS network nodes, such as TSNICs, 
and one or more devices. In some embodiments the system 
for interoperating between a TS network, such as TS net 
work 350, and an NTS network, such as NTS network 250, 
may include a TS network switch, such as TS network 
switch 200, and a TS NIC, such as TSNIC 300. 

In an exemplary embodiment, the TS network switch 200 
may include a plurality of ports 210a-210e and a functional 
unit 205 coupled to the plurality of ports. A first port, e.g., 
port 210a, may be configured to couple to an NTS node of 
an NTS network, such as NTS network 350. The functional 
unit 205 may be configured to insert a VLAN tag indicating 
NTS network 350 into each NTS packet received from NTS 
network 250 by port 210a, before routing each NTS packet 
to one or more other ports of the plurality of ports, e.g., ports 
210b-210e, thereby generating tagged NTS packets. Further, 
the functional unit 205 may be configured to remove the 
VLAN tag from each received VLAN tagged NTS packet 
before forwarding, via the first port, each received VLAN 
tagged NTS packet to the NTS node of NTS network 250. 

Additionally, a second port, Such as port 210e, may be 
configured to couple to a TS NIC, such as TSNIC 300. The 
functional unit 205 may be configured to receive, via the 
second port, one or more of the tagged NTS packets from the 
first port (e.g., port 210a), and forward, via the second port, 
the one or more tagged NTS packets to the TS NIC. 
Additionally, the functional unit 205 may be configured to 
receive, via the second port, tagged NTS packets from the 
TS NIC and route tagged NTS packets to the first port. 

Further, the TS NIC, e.g., TS NIC 300, may include a 
plurality of NTS receive packet queues, e.g., queues 320a 
320n. Each NTS receive packet queue may be configured to 
store received packets from respective NTS networks. For 
example, a first NTS receive packet queue, such as NTS 
receive packet queue 320a of TS NIC 300, may be config 
ured to store packets received from the NTS network, e.g., 
NTS network 250. Additionally, the TSNIC may include a 
corresponding plurality of NTS transmit packet queues, e.g., 
queues 330a-330m. Each NTS transmit packet queue may be 
configured to store packets received from a device, such as 
device 325, coupled to the TS NIC for the respective NTS 
networks. Thus, for example, NTS transmit packet queue 
330a may correspond to queue 320a and store packets for 
transmission to NTS network 250. 

Note that device 325 may be or include instruments, data 
acquisition devices, Smart sensors, and any of various types 
of devices that are configured to acquire and/or store data. In 
other words, device 325 may be or include a measurement 
device or multiple measurement devices. 

In certain embodiments, additional ports of the TS net 
work Switch, e.g., one or more other ports of the plurality of 
ports of the TS network switch, such as ports 210b-210d of 
TS network switch 200, may each be configured to couple 
to a corresponding other NTS network, e.g., an NTS net 
work other than the NTS network coupled to the first port. 
In other words, exemplary ports 210b-210d may be config 
ured to couple to a corresponding NTS network. In such 
embodiments, functional unit 205 may be further configured 
to insert a VLAN tag into each NTS packet received by each 
of the additional ports from the NTS node of the corre 
sponding NTS network before routing each NTS packet to 
one or more ports of the plurality of ports in the TS network 
switch. In these embodiments, the VLAN tag indicates the 
respective, or corresponding, NTS network. Additionally, 
functional unit 205 may be configured to remove the VLAN 
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tag from received VLAN tagged NTS packets before for 
warding, via the appropriate additional port, each of the 
received VLAN tagged NTS packets to the respective NTS 
node of the corresponding NTS network. In this manner, 
interoperability between the TS network and a plurality of 
NTS networks may be achieved. 

Additionally, the TS NIC may include a functional unit 
305 coupled to the plurality of received packet queues 
320a-320n, and the plurality of transmit packet queues 
330a-330m. Also, the TS NIC may include a port 310a 
coupled to the functional unit, the plurality of received 
packet queues 320a-320n, and the plurality of transmit 
packet queues 330a-330m. In some embodiments, a TS 
network node may include the TS NIC 300. In other 
embodiments, a TS network node may include both the TS 
NIC 300 and the TS network Switch 200. 

In an exemplary embodiment, the functional unit 305 of 
the TS NIC 300 may be configured to queue tagged NTS 
packets received via port 310a in NTS receive packet queue 
320a for subsequent provision to device 325. Additionally, 
the functional unit 305 may be configured to queue NTS 
packets received from device 325 in NTS transmit packet 
queue 330a and insert the VLAN tag indicating NTS net 
work 250 into each packet received from NTS transmit 
packet queue before forwarding, via port 310a, each NTS 
packet to port 210e of TS network switch 200, thereby 
generating tagged NTS packets. 

In further embodiments, a TS network node may include 
a TSNIC, such as TSNIC300. Additionally, the TS network 
node may include a device, such as device 325. In an 
exemplary embodiment, the device may be or include an 
embedded device. The embedded device may include one or 
more measurement devices. 

Further, in some embodiments, the TS network node may 
include both a TS NIC, such as TS NIC 300, and a TS 
network switch, such as TS network switch 200. In such 
embodiments, the TS network node may also include a 
device, such as device 325. In an exemplary embodiment, 
the device may include an embedded device. In some 
embodiments, the embedded device may include one or 
more measurement devices. Additionally, in some embodi 
ments, the TS network node may be configured as a bridge 
between a TS network and an NTS network. The system 
may further include one or more additional TS network 
nodes, which in conjunction with the TS network node, form 
a plurality of TS network nodes. Each TS network node may 
include a TS NIC and a TS network switch with the 
functionalities disclosed above, and each TS network node 
of the plurality of TS network nodes may be configured as 
a bridge between the TS network and a respective NTS 
network. In other words, each TS network node may be 
coupled to an NTS network, and thus, there may be a 
corresponding NTS network for each TS network node. In 
this manner, interoperability between the TS network and a 
plurality of NTS networks may be achieved. 

FIG. 3 is a block diagram of another exemplary system for 
interoperability between networks, such as TS network 355 
and NTS network 250. Note that blocks with similar or the 
same functionality as blocks previously described above in 
reference to FIG. 2 are labeled similarly. Thus, NTS network 
250 may have the same or similar functionality as NTS 
network 250 of FIG. 2. Similarly, device 325 of FIG. 2 may 
have the same or similar functionality as device 325 of FIG. 
3. 

In an exemplary embodiment, a time-sensitive (TS) net 
work node 400 for interoperating between a TS network, 
e.g., TS network 355, and an NTS network, e.g., NTS 
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network 250, may include a functional unit 405 and a 
plurality of ports, e.g., ports 410a-410e, coupled to func 
tional unit 405. A first port, e.g., port 410a, may be config 
ured to couple to an NTS network node of NTS network 250. 
Additionally, TS network node 400 may include a plurality 
of NTS receive packet queues, e.g., queues 420a-420m, 
coupled to functional unit 405. The NTS receive packet 
queues may be configured to store received packets from 
respective NTS networks, where a first NTS receive packet 
queue, e.g., NTS receive packet queue 420a, corresponds to 
NTS network 250. TS network node 400 may further include 
a plurality of NTS transmit packet queues, e.g., queues 
430a-430n, coupled to functional unit 405. The NTS trans 
mit packet queues may be configured to store packets 
received from a device coupled to TS network node 400, 
such as device 325. Thus, for example, NTS transmit packet 
queue 430a may correspond to queue 420a and store packets 
for transmission to NTS network 250. 

In some embodiments, functional unit 405 may be con 
figured to communicate tagged NTS packets with the TS 
network 355 via a second port, e.g., one of ports 410b-410e. 
In Such embodiments, the second port, e.g., port 410b, may 
be configured to couple to another TS network node of the 
TS network and functional unit 405 may forward NTS 
packets received from NTS network 250 to the TS network 
via the second port. Additionally, the second port, e.g., port 
410b, may be configured to receive NTS packets from the 
TS network and the functional unit may forward the NTS 
packets received via the second port to the first port. 

Further, functional unit 405 may be configured to insert a 
VLAN tag indicating NTS network 250 into each NTS 
packet received from the NTS network by the first port, e.g., 
port 410a, before routing each NTS packet to either the 
second port, e.g., port 410b, one or more other ports of the 
plurality of ports, e.g., ports 410c-410e, or to the first NTS 
receive packet queue, e.g., queue 420a, thereby generating 
tagged NTS packets. Also, the functional unit may be 
configured to remove the VLAN tag from each VLAN 
tagged NTS packet received by the second port (e.g., port 
410b), the one or more other ports (e.g., ports 410c-410e), 
or from the NTS transmit packet queue that corresponds to 
the first NTS receive packet queue, e.g., queue 430a, before 
forwarding, via the first port (e.g., port 410a), each received 
VLAN tagged NTS packet to the NTS node of NTS network 
2SO. 

In certain embodiments, functional unit 405 may be 
configured to queue at least a Subset of tagged NTS packets 
received by TS network node 400 in NTS receive packet 
queue 420a for subsequent provision to device 325. Addi 
tionally, functional unit 405 may be configured to queue 
NTS packets received from device 325 in NTS transmit 
packet queue 430a before forwarding each NTS packet to 
port 410a, thereby generating tagged NTS packets. 

It should be noted that the number and labels of the 
various ports, queues, and networks disclosed herein are 
exemplary only, and are not intended to limit the ports, 
queues, and networks to any particular number, form, or 
function. 
FIGS. 4-8: Exemplary Implementations of Devices and 
Systems for Interoperability Between Networks 

FIGS. 4 through 8 illustrate implementations of embodi 
ments of the present techniques to allow interoperability 
between networks. The implementations described herein 
are for explanation purposes only and are not intended to 
limit the scope of the present invention to any particular 
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form, architecture, or functionality. Each implementation 
may use all or a portion of the embodiments described above 
in reference to FIGS 1-3. 

FIG. 4 is a high level block diagram of an exemplary 
implementation of a TS network interface controller (NIC) 
with support for a TS network. In some embodiments, the 
TS NIC may be included in a TS network node. Addition 
ally, the TS network node may include or be coupled to a 
device. Such as a measurement device. In some embodi 
ments, the device may include an embedded device which 
may include a physical interface and a bus/memory inter 
face, including an application and configuration interface. 
The TSNIC may include a functional unit configured to 

implement the logic described herein. For example, the 
functional unit may be configured to control the VLAN data 
management block as well as the dynamic memory access 
(DMA) block. Additionally, the functional unit may be 
coupled to and communicate with the physical layer (PHY), 
the media access layer (MAC), and time stamp unit(s) (TSU) 
of the TS NIC. Note that in some embodiments, the PHY 
may include a TSU. 

In some embodiments, the functional unit, via the VLAN 
data management block, may segregate traffic based on 
VLAN tags, such as the VLAN tags described above. The 
VLAN data management block may be coupled to a plural 
ity of transmit (Tx) queues and a plurality of receive (RX) 
queues. In some embodiments, a Subset of the TX queues 
may include a plurality of NTS transmit packet queues. 
Similarly, a Subset of the RX queues may include a plurality 
of NTS receive packet queues. The DMA block may be 
configured via software to read and write data to the embed 
ded device via the application interface. Data received by the 
NIC, such as tagged NTS packets, are routed to the VLAN 
Data Management block which segregates the data into the 
appropriate Rx queue. Then, the DMA block may read the 
data from the Rx queue and write the data to the embedded 
device. Additionally, the embedded device may generate 
data which is read by the DMA block and written to the 
appropriate TX queue. 

FIG. 5 is an example topology of a system allowing 
interoperability between a TS network and an NTS network, 
although the topology shown, and the various elements 
included therein, are meant to be exemplary only. The TS 
network may include a TS network switch which allows the 
interoperability between the TS and the NTS network. The 
TS network Switch may include any features, in any com 
bination, of the embodiments described above in reference 
to TS network switches 100, 200, and 400. The TS network 
switch 500 may include multiple ports, e.g., ports A-E. In the 
embodiment shown, ports A, B, and E are each coupled to 
a TS network node. Port A may be coupled to TS node 530 
which may be similar and have the same or similar func 
tionality to TS NIC 300 or the functionality described above 
in reference to the TS NIC of FIG. 4. In this particular 
example, TS node 530 may be coupled to embedded device 
EB530. Note, however, that TS node 530 may alternatively 
include embedded device EB530. Similar to port A, port B 
may be coupled to TS node 540, where TS node 540 may 
have similar or the same functionality as TS node 530. TS 
node 540 may be coupled to or include embedded device 
EB540. Additionally, port E may be coupled to TS node 520. 
TS node 520 may include both a TS NIC and a TS network 
switch. The TSNIC of TS node 520 may be coupled to or 
include embedded device EB520. Further, as disclosed 
above, TS node 520 may have multiple functional units or a 
single functional unit. In other words, TS node 520 may 
include a first functional unit to control the TS network 
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switch and a second functional unit to control the TSNIC or 
TS node 520 may have a single functional unit to control 
both the TSNIC and TS network switch. Also, TS node 520 
may be configured as a bridge and may be coupled to TS 
node 510 via a port of the TS network switch of TS node 
520. TS node 510 may be similar to TS node 520 and include 
both a TS NIC and TS network Switch. Embedded device 
EB510 may be included in or coupled to TS node 510. 

Ports D and C of the TS network switch may be coupled 
to networks or nodes other than TS networks or TS network 
nodes. For example, port D may be coupled to an Ethernet 
network, such as Internet/LAN 165 whereas port C may be 
coupled to an NTS node of an NTS network, such as NTS 
node 550. NTS node 550 may include or be coupled to 
embedded device EB550. Further, NTS node 550 may be 
configured as a bridge to NTS node 560 which may be 
coupled to or include embedded device EB560. In other 
words, NTS node 510 may include both a NIC and a switch. 

In order to allow interoperability between the TS network, 
e.g., TS nodes 510-540, and the NTS network, e.g., NTS 
nodes 550 and 560, TS network switch 500 may include or 
implement embodiments of the invention as described 
above. For example, a functional unit of TS network switch 
500 may be configured to insert a VLAN tag into each 
packet received via port C. In other words, each packet 
received from the NTS network would be tagged, for 
example with “VLAN 3”. Further, the functional unit of the 
TS network switch may be configured to remove VLAN tags 
from each packet received via port Abefore forwarding each 
packet to the NTS network via port C. Thus, packets 
received via port A and containing the tag “VLAN3 would 
have the tag removed prior to the packet being forwarded to 
the NTS network via port C. Note that in the configuration 
as described, only port A may egress packets tagged with 
“VLAN3', e.g., packets received from the NTS network via 
port C. All other ports are configured to discard packets with 
the “VLAN 3’ tag. 
As previously mentioned, each TS network node may be 

configured with any of the features of the embodiments 
described above. For example, TS node 530, coupled to port 
A, may include a functional unit configured to segregate and 
queue network packets based on VLAN tags. Thus, the TS 
NIC of TS node 530 may include a plurality of NTS receive 
packet queues and each NTS receive packet queue may be 
configured to store received packets from respective NTS 
networks, including a first NTS receive packet queue con 
figured to store packets received from the NTS network. 
Additionally, the TS NIC may include a corresponding 
plurality of NTS transmit packet queues, and each NTS 
transmit packet queue may be configured to store packets 
received from EB530 for the respective NTS networks. 
Thus, a first NTS transmit packet queue may correspond to 
the first NTS receive packet queue and store packets for 
transmission to the NTS network. Also, the functional unit 
of the TS node 530 may be coupled to the plurality of NTS 
receive packet queues and the plurality of NTS transmit 
packet queues and configured to queue tagged NTS packets 
received from port A in the first NTS receive packet queue 
for subsequent provision to EB530. Additionally, the func 
tional unit may be configured to queue NTS packets 
received from EB530 in the first NTS transmit packet queue 
and insert the VLAN tag indicating the NTS network, e.g., 
“VLAN 3,” into each packet received from the first NTS 
transmit packet queue before forwarding the NTS packet to 
port A of TS network switch 500. 

FIG. 6 is an example of an alternate topology of a system 
allowing interoperability between a TS network and an NTS 
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network. In Such a topology, the TS network may include 
one or more TS network nodes and switches, such as TS 
nodes 610-630 and TS network Switch 600. Note that 
embedded devices EB610-630 may be included in or 
coupled to respective TS nodes 610-630. Additionally, as 
shown, TS node 630 may be configured as a bridge between 
the TS network and the NTS network, which may include 
NTS nodes 640-650 where embedded devices EB640 and 
EB650 are included in or coupled to respective NTS nodes 
640 and 650. In order for TS node 630 to function as a bridge 
between the TS and NTS networks, it may include both a TS 
network switch and TSNIC configured with embodiments 
of the present invention to allow VLAN tagging of NTS 
packets received from the NTS network, e.g., NTS node 
640. Additionally, TS node 620 may also include a TS 
network switch and TSNIC configured with embodiments 
of the present invention to allow forwarding of VLAN 
tagged NTS packets to other destinations within the TS 
network, such as TS node 610 via TS network switch 600, 
which each may include embodiments of the present inven 
tion to allow forwarding and segregation of VLAN tagged 
NTS packets. 

FIG. 7 is an example topology of another alternate system 
allowing interoperability between a TS network and NTS 
networks. In Such a topology, the system may include 
multiple TS network nodes, each coupled to a respective 
NTS network. Thus, for example, TS node 720 may be 
coupled to an NTS network that includes NTS nodes 722 
728, TS node 730 may be coupled to an NTS network that 
includes NTS nodes 732-738, and TS node 740 may be 
coupled to an NTS network that includes NTS nodes 742 
748. Additionally, each NTS network may be assigned a 
specific VLAN tag indicating the NTS network. For 
example, packets received from NTS node 722 may be 
tagged with a “VLAN 2' tag whereas packets received from 
NTS node 732 may be tagged with a “VLAN 3’ tag and 
packets received from NTS node 742 may be tagged with a 
“VLAN 4" tag. Further, each of the TS nodes 720-740 may 
include both a TS NIC and a TS network switch, each 
configured according to an embodiment of the present 
invention allowing for the management of tagged NTS 
packets. Also, TS node 710, which may be coupled to or 
include embedded device 710, may be configured according 
to an embodiment of the present invention to manage NTS 
packets received from each of the respective NTS networks. 
Thus, TS node 710 may be configured with a respective NTS 
receive packet queue and a respective NTS transmit packet 
queue for each respective NTS network. In other words. TS 
node 710 may include a send/receive queue pair associated 
with each VLAN tag, e.g., a send/receive queue pair for 
“VLAN 2' tagged packets, a send/receive queue pair for 
“VLAN 3’ tagged packets, and a send/receive queue pair for 
“VLAN 4' tagged packets. Additionally, TS node 710 may 
include a send/receive queue pair for TS packets, such as 
those generated by real-time camera 750 and a send/receive 
queue pair for Ethernet packets, such as those received via 
TS node 720 from Internet/LAN 165. 

FIG. 8 is an example topology of yet another alternate 
system allowing interoperability between a TS network and 
NTS networks. In such a system, the interoperability 
between the TS network and the NTS networks is managed 
by TS network switch 800 configured in accordance with an 
embodiment of the present invention. Thus, TS network 
switch 800 may be configured to tag packets received from 
NTS network 830 with a “VLAN 3’ tag, packets received 
from NTS network 840 with a “VLAN 2' tag, and packets 
received from NTS network 850 with a “VLAN 1” tag. Also, 
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similar to TS node 710, TS nodes 810 and 820 may be 
configured to segregate packets received from and destined 
for each NTS network in respective send/receive queue pairs 
while also segregating TS network packets and Ethernet 
packets received via TS network switch 800 from Internet/ 
LAN 165. 
FIG.9 Flowchart of a Method for Interoperating Between 
a TS Network and an NTS Network 

FIG. 9 illustrates a method for interoperating between a 
TS network and an NTS network, according to one embodi 
ment. As described above, a TS network refers to a network 
adhering to the IEEE 802.1 standard for real-time data 
transfer whereas an NTS network refers to a real-time 
Ethernet network implementation such as PROFINET, 
which uses standards such as TCP/IP and Ethernet along 
with a mechanism for real time and isochronous real time 
communication, EtherCAT, which is an open high perfor 
mance Ethernet-based fieldbus system, Ethernet/IP, which is 
designed for use in process control and other industrial 
automation applications, or Ethernet Powerlink, which is a 
deterministic real-time protocol for standard Ethernet, 
among others. The method shown in FIG.9 may be used in 
conjunction with any of the systems or devices shown in any 
of the Figures described herein, among other devices. In 
various embodiments, some of the method elements shown 
may be performed concurrently, in a different order than 
shown, or may be omitted. Additional method elements may 
also be performed as desired. As shown, this method may 
operate as follows. 

First, in 902 a TS network switch may be configured. The 
TS network switch may be similar to the TS network 
switches described above and may include a plurality of 
ports and a first functional unit coupled to the plurality of 
ports. Elements 912-962 may be performed in order to 
configure the TS network switch. 

In 912, a first port of the plurality of ports may be 
configured to couple to an NTS node of the NTS network. 

In 922, a second port of the plurality of ports may be 
configured to couple to a TS NIC similar to the TS NICs 
described above. 

In 932, the first functional unit may be configured to insert 
a VLAN tag indicating the NTS network into each NTS 
packet received from the NTS network by the first port 
before routing each NTS packet to one or more other ports 
of the plurality of ports in the TS network switch, thereby 
generating tagged NTS packets. 

In 942, the first functional unit may be configured to 
remove the VLAN tag from each received VLAN tagged 
NTS packet before forwarding, via the first port, each 
received VLAN tagged NTS packet to the NTS node. 

In 952, the first functional unit may be configured to 
receive one or more of the tagged NTS packets from the first 
port and forward, via the second port, the one or more tagged 
NTS packets to the TS NIC. 

In 962, the first functional unit may be configured to 
receive, by the second port, tagged NTS packets from the TS 
NIC and route tagged NTS packets to the first port. 

In 904, the TSNIC may be configured. As mentioned, the 
TSNIC may be similar to the TSNICs described above and 
may include a second functional unit, a third port, a plurality 
of NTS receive packet queues, and a corresponding plurality 
of NTS transmit packet queues. Elements 914-924 may be 
performed in order to configure the TS network switch. 

In 914, the second functional unit may be configured to 
queue tagged NTS packets received via the third port in the 
first NTS receive packet queue for subsequent provision to 
the device coupled to the TS NIC. 
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In 916, the second functional unit may be configured to 
queue NTS packets received from the device coupled to the 
TSNIC in the first NTS transmit packet queue and insert the 
VLAN tag indicating the NTS network into each NTS 
packet received from the first NTS transmit packet queue 
before forwarding, via the third port, each NTS packet to the 
second port, thereby generating tagged NTS packets. 

In some embodiments, the method may further include 
the first functional unit inserting the VLAN tag indicating 
the NTS network into each NTS packet received by the first 
port from the NTS network before routing each NTS packet 
to one or more other ports of the plurality of ports in the TS 
network Switch, thereby generating tagged NTS packets. In 
Such embodiments, the first functional unit may also remove 
the VLAN tag from each received VLAN tagged NTS 
packet by the first port before forwarding each received 
VLAN tagged NTS packet to the NTS node. Further, the first 
functional unit may receive one or more of the tagged NTS 
packets from the first port and forward, via the second port, 
the one or more tagged NTS packets to the TS NIC. In 
addition, the first functional unit may receive, via the second 
port, tagged NTS packets from the TS NIC and then may 
route the tagged NTS packets to the first port. 

Additionally, the second functional unit may queue 
tagged NTS packets received via the third port in the first 
NTS receive packet queue for subsequent provision to the 
device coupled to the TSNIC. Also, the second functional 
unit may queue NTS packets received from the device 
coupled to the TSNIC in the first NTS transmit packet queue 
and may insert the VLAN tag indicating the NTS network 
into each NTS packet received from the first NTS transmit 
packet queue before forwarding, via the third port, each NTS 
packet to the second port. 

In certain embodiments, the method may further include 
configuring each of another one or more other ports of the 
plurality of ports of the TS network switch to couple to a 
corresponding other NTS network via a respective NTS 
node of the corresponding other NTS network. In such 
embodiments, the first functional unit may be further con 
figured to insert a VLAN tag into each NTS packet received 
via each of the another one or more other ports from the NTS 
node of the corresponding other NTS network before routing 
each NTS packet to one or more ports of the plurality of 
ports in the TS network switch, where the VLAN tag 
indicates the respective NTS network, thereby generating 
tagged NTS packets. In addition, the first functional unit 
may be further configured to remove the VLAN tag from 
received VLAN tagged NTS packets before forwarding, via 
each of the another one or more other ports, each of the 
received VLAN tagged NTS packets to the respective NTS 
node of the corresponding other NTS network. Further, in 
Some embodiments, the method may include coupling each 
of the another one or more other ports to the corresponding 
other NTS network via the respective NTS node of the 
corresponding other NTS network. 

Additionally, the first functional unit may insert a VLAN 
tag into each NTS packet received via each of the another 
one or more other ports from the NTS node of the corre 
sponding other NTS network before routing each NTS 
packet to one or more ports of the plurality of ports in the TS 
network switch, where the VLAN tag indicates the respec 
tive NTS network, thereby generating tagged NTS packets. 
Similarly, the first functional unit may remove the VLAN 
tag from received VLAN tagged NTS packets before for 
warding, via each of the another one or more other ports, 
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each of the received VLAN tagged NTS packets to the 
respective NTS node of the corresponding other NTS net 
work. 
FIGS. 10-12: Systems and Methods for Synchronizing a 
Master Clock Between Networks 
The systems and methods described below may allow for 

the synchronization between non-time sensitive (NTS) net 
works, e.g., real-time data transfer networks not conforming 
to the IEEE 802.1 standard for real-time data transfer and 
time-sensitive networks, e.g., networks conforming to the 
IEEE 802.1 standard for real-time data transfer, and non 
time sensitive (NTS) networks. Most NTS networks imple 
ment a proprietary clock synchronization scheme, thus, in 
order to be fully interoperative with a TS network, the TS 
network clock synchronization may be required to be 
mapped to each NTS network coupled to the TS network. 
The systems and methods below allow for clock synchro 
nization between TS and NTS networks. 
FIG. 10: Exemplary Block Diagram of a TS NIC 

FIG. 10 is a block diagram of an exemplary TSNIC for 
synchronizing clocks between a TS and an NTS network. TS 
NIC 1000 may be similar to the TS NICs described above. 
In some embodiments the TS NIC 1000 may include a 
functional unit, such as functional unit 1030, coupled to a 
port, such as port 1010. Additionally, the TS NIC may 
include a clock, such as clock 1032 coupled to the functional 
unit and synchronized to a master clock, Such as Master 
Clock 1052 of TS network 1050. In some embodiments, the 
master clock may be included in a TS network switch of the 
TS network. In other embodiments, the master clock may be 
external to the TS network, such as a NTS network time 
keeper. In certain embodiments, the master clock may be 
synchronized to a global clock external to the TS network. 
The clock may also be coupled to a time stamp unit 

(TSU), such as TSU 1034. The TSU may also be coupled to 
the functional unit. In some embodiments, the TSU may be 
included in the physical layer of the TSNIC. Further, the TS 
NIC may include a plurality of input/output queue pairs, 
such as queues 1020a-1020n and 1040a–1040n coupled to 
the functional unit and the port, for segregation of virtual 
local area network (VLAN) packets based on VLAN tags, 
wherein each input/output queue pair corresponds to a 
respective non-time-sensitive (NTS) network. For example, 
input queue 1020a may have a corresponding output queue 
1040a, and both may correspond to NTS network 1060. 
Additionally, the input queues may be NTS receive packet 
queues as discussed above and the output queues may be 
NTS transmit packet queues as discussed above. 

For each of the respective NTS networks, the functional 
unit may be configured to generate synchronization packets 
usable by an NTS network timekeeper, e.g., a clock that is 
synchronized to a master clock, of the respective NTS 
network to synchronize the NTS network to the master 
clock, including using the TSU to generate time stamps for 
the synchronization packets in accordance with the clock 
synchronized to the master clock and communicate with the 
respective NTS network via the port using the corresponding 
input/output queue pair, including sending the synchroniza 
tion packets to the NTS network timekeeper of the respec 
tive NTS network. In an exemplary embodiment, the first 
functional may be further configured to egress the synchro 
nization packets via the output queue of the at least one 
input/output queue pair based on a specified egress period, 
wherein the specified egress period specifies a time window 
and frequency for egressing the synchronization packets. 

Thus, for example, functional unit 1030 may generate 
synchronization packets usable by NTS timekeeper 1062 of 
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NTS network 1060 to synchronize NTS network 1060 to 
master clock 1052 of TS network 1050. To generate the 
synchronization packets, functional unit 1030 may use TSU 
1034 to generate time stamps for the synchronization pack 
ets in accordance clock 1032, Synchronized to master clock 
1052 of TS network 1050. Then, functional unit 1030 may 
communicate with NTS network 1060 via port 1010 using 
input queue 1020a and output queue 1040a, including 
sending the synchronization packets to NTS timekeeper 
1062 of NTS network 1060. 

It should be noted, that TS network 1050 may be required 
to include embodiments of the functionality discussed above 
to allow for the interoperability between TS network 1050 
and 1060. Thus, the synchronization packets sent by TSNIC 
1000 may be VLAN tagged NTS packets as described in 
detail above. 

In some embodiments, the TSNIC may be included in a 
TS network node. In one embodiment, the TS network node 
may include the TSNIC and a TS network switch. 
FIG. 11: Exemplary System for Synchronizing Clocks 
Between a TS and NTS Networks 

FIG. 11 is an illustration of an exemplary system for 
synchronizing clocks between a TS network and multiple 
NTS networks. As shown, the system may include TS 
network Switch 1100 and TS nodes 1110 and 1120. TS 
network switch 1100 may be similar in functionality to the 
TS network switches previously described. Thus, TS net 
work Switch may include a functional unit configured to 
manage VLAN tags and data flow between a TS network 
and one or more NTS networks. In this particular example, 
TS network switch 1100 includes ports A-E. Port B may be 
configured to couple to NTS network 1130 which includes 
NTS nodes 1132-1138. Thus, the functional unit may be 
configured to insert a VLAN tag indicating NTS network 
1130 in packets received from NTS node 1132 via port B. 
Similarly, port C may be configured to couple to NTS 
network 1140 which includes NTS nodes 1142-1148. Thus, 
the functional unit may also be configured to insert a VLAN 
tag indicating NTS network 1140 in packets received from 
NTS node 1142 via port C. 
TS nodes 1110 and 1120 may each include a TS NIC 

configured similarly to TS NIC 1000 of FIG. 10. Therefore, 
TS nodes 1110 and 1120 may each include a clock synchro 
nized to a master clock. In this particular example, the clock 
included in TS network switch 1100 may be configured as 
the master clock, e.g., the TS network master clock. Thus, 
the clocks of TS nodes 1110 and 1120 may each be syn 
chronized to the clock of TS network switch 1100. Note that 
since TS nodes 1110 and 1120 each includes a clock syn 
chronized to a master clock, both are considered timekeepers 
of the TS network. Additionally, the master clock of TS 
network switch 1100 may be synchronized to a global clock, 
such as the global clock of Internet/LAN 165. 

Further, TS node 1120 may be configured to propagate its 
clock via synchronization packets to NTS node 1132, the 
timekeeper of NTS network 1130. Additionally, TS node 
1110 may be configured to propagate its clock via synchro 
nization packets to NTS node 1142, the timekeeper of NTS 
network 1142. Note that each NTS network incorporates its 
own mechanism of synchronizing clocks within each NTS 
network, thus, by synchronizing the NTS timekeeper for an 
NTS network, the entire NTS network may be synchronized 
with the TS network node. Thus, each NTS node of NTS 
network 1130 may be synchronized with TS node 1120 and 
each NTS node of NTS network 1140 may; be synchronized 
with TS node 1110. Therefore, all networks may be syn 
chronized end-to-end. 
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FIG. 12: Flowchart for a Method for Synchronizing Clocks 
Between a TS and an NTS Network 

FIG. 12 illustrates one embodiment of a method for a 
time-sensitive (TS) network interface controller (NIC) to 
synchronize a non-time-sensitive (NTS) network time 
keeper. As described above, a TS network refers to networks 
adhering to the IEEE 802.1 standard for real-time data 
transfer whereas an NTS network refers to a real-time 
Ethernet network implementation such as PROFINET, 
which uses standards such as TCP/IP and Ethernet along 
with a mechanism for real time and isochronous real time 
communication, EtherCAT, which is an open high perfor 
mance Ethernet-based fieldbus system, Ethernet/IP, which is 
designed for use in process control and other industrial 
automation applications, or Ethernet Powerlink, which is a 
deterministic real-time protocol for standard Ethernet, 
among others. The method shown in FIG. 12 may be used 
in conjunction with any of the systems or devices shown in 
any of the Figures described herein, among other devices. In 
various embodiments, some of the method elements shown 
may be performed concurrently, in a different order than 
shown, or may be omitted. Additional method elements may 
also be performed as desired. As shown, this method may 
operate as follows. 

In 1202 a clock of the TS NIC may be configured to 
synchronize to a master clock, where the clock is coupled to 
a functional unit. The TS NIC may be similar to TS NIC 
1OOO. 

In 1204, a plurality of input/output queue pairs, coupled 
to the functional unit and a port, may be configured for 
segregation of VLAN packets based on VLAN tags, where 
each input/output queue pair corresponds to a respective 
NTS network. In some embodiments, the input/output queue 
pairs may include pairs of NTS receive packet queues and 
NTS transmit packet queues. 

In 1206, the functional unit may be configured to, for each 
respective NTS network, generate synchronization packets 
usable by an NTS network timekeeper of the respective NTS 
network to synchronize the NTS network to the master 
clock. This may include using a TSU to generate time 
stamps for the synchronization packets in accordance with 
the clock synchronized to the master clock. 

In 1208, the functional unit may be configured to, for each 
respective NTS network, communicate with the respective 
NTS network via the port using the corresponding input/ 
output queue pair, including sending the synchronization 
packets to the NTS network timekeeper of the respective 
NTS network. 

In certain embodiments, the method may further include 
the functional unit generating synchronization packets 
usable by an NTS network timekeeper of the respective NTS 
network to synchronize the NTS network to the master 
clock, including using the TSU to generate time stamps for 
the synchronization packets in accordance with the clock 
synchronized to the master clock. Additionally, the func 
tional unit may communicate with the respective NTS 
network via the port using the corresponding input/output 
queue pair, including sending the synchronization packets to 
the NTS network timekeeper of the respective NTS network. 

In an exemplary embodiment, the functional unit may be 
further configured to egress the synchronization packets via 
the output queue of the at least one input/output queue pair 
based on a specified egress period, wherein the specified 
egress period specifies a time window and frequency for 
egressing the synchronization packets. Further, the method 
may include the function unit egressing the synchronization 
packets via the output queue of the at least one input/output 
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queue pair based on a specified egress period, wherein the 
specified egress period specifies a time window and fre 
quency for egressing the synchronization packets. 
FIGS. 13–15: Systems and Methods for Scheduled Data 
Egress from a TS Network Switch 
The systems and methods described below may allow for 

the scheduled egress of data from a TS network switch, and 
allow the scheduling overhead of a TS network node to be 
offloaded to a TS network switch. Thus, the TS network 
node may send a plurality of packets to the TS network 
switch that need to be scheduled and the TS network switch 
may schedule and send the packets at the scheduled time. 
FIG. 13: Exemplary Block Diagram of a TS Network Switch 
Configured for Scheduled Data Egress 

FIG. 13 is an exemplary block diagram of a TS network 
Switch configured for scheduled data egress according to one 
embodiment. As shown in FIG. 13, a TS network switch, 
such as TS network switch 1300, may include a functional 
unit, such as functional unit 1320. Additionally, the TS 
network Switch may include a plurality of ports, such as 
ports 1310a-1310d, and each port may be coupled to the 
functional unit and associated with a respective set of 
network addresses for TS packets. Each port may be further 
configured with a respective set of egress periods, where 
each TS packet has a destination address and a type that 
specifies a respective egress period, where each egress 
period may specify a respective time window and frequency 
for egressing TS packets to network nodes based on the type 
of the TS packets. Further, the TS network switch may 
include a plurality of queues, coupled to the plurality of 
ports and the functional unit, such as queues 1321a-1321n 
coupled to port 1310a, queues 1322a-1322n coupled to port 
1310b, queues 1323a-1323n coupled to port 1310c, and 
queues 1324a-1324n coupled to port 1310d. Also, each 
queue may be associated with a respective TS packet type 
and a respective port of the plurality of ports. 

In certain embodiments, the functional unit may be con 
figured to receive one or more TS packets asynchronously 
from a network node via a first port. Thus, for example, 
functional unit 1320 may receive one or more TS packets 
asynchronously from a network node via port 1310a. In 
Some embodiments, the first port may be configured to 
couple to an NTS node of an NTS network. In other 
embodiments, the first port may be configured to couple to 
a TS network node of a TS network. Additionally, the 
functional unit may be configured to determine a second 
port, such as port 1310b for egressing at least one of the one 
or more TS packets based on the destination address of the 
at least one TS packet. In some embodiments, the second 
port may be configured to couple to an NTS node of an NTS 
network. In other embodiments, the second port may be 
configured to couple to a TS network node of a TS network. 
Further, the functional unit may be configured to determine 
an egress period for egressing the at least one TS packet 
based on the type of the at least one TS packet. Also, the 
functional unit may be configured to determine that the at 
least one TS packet cannot currently be egressed from the 
second port. In some embodiments, to determine that a 
respective time window for egress of the at least one TS 
packet is closed, the functional unit may be further config 
ured to determine that there is already a queued TS packet 
of the same type queued in the first queue for egress from the 
second port or determine that the second port is currently 
egressing a TS packet. 

In response to determining that the at least one TS packet 
cannot currently be egressed, the functional unit may queue 
the at least one TS packet in a first queue of the plurality of 
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queues based on the respective TS packet type and destina 
tion address, where the first queue is associated with the 
second port. For example, functional unit 1320 may deter 
mine that port 1310b cannot currently egress the at least one 
TS packet and, in response, may queue the at least one TS 
packet in queue 1322b. 
The functional unit may be additionally configured to 

egress the at least one TS packet in the respective time 
window from the second port. Thus, for example, functional 
unit 1320 may egress the at least one TS packet via port 
1310b in the respective time window for port 1310b. In 
Some embodiments, the at least one TS packet may include 
two or more TS packets. In Such embodiments, the respec 
tive time window of the determine egress period may be 
specified to allow the egress of one of the two or more TS 
packets. In certain embodiments where the at least one TS 
packet may include two or more TS packets, specifying the 
respective time window of the determined egress may 
include determining a quantity of the two or more TS 
packets to egress each egress period and configuring the 
respective time window to allow the egress of the quantity 
each egress period. In some embodiments, where two or 
more ports of the TS network switch may be configured to 
couple to respective NTS networks, TS packets for each of 
the two or ports may be scheduled to egress concurrently, 
thus allowing two or more NTS networks to receive TS 
packets concurrently. 
FIG. 14: Illustration of a Time-Based Scheduled Egress 
from a TS Network Switch 

FIG. 14 is an illustration of an exemplary schedule for a 
time-based data egress from a TS network Switch, Such as 
TS network switch 1300. At time A, TS packets 1-4 may be 
asynchronously ingressed to the TS network Switch and 
queued as described above. For simplification, it is assumed 
that all TS packets egressed at time Aare of the same packet 
type and same destination address. Additionally, for sim 
plicity, it is assumed that the egress period is specified Such 
that a single TS packet egresses each egress period. Then, at 
time B, TS packet 1 is dequeued and egressed. During the 
egress of TS packet 1, the “window of time' is “open’ 
allowing the TS packet to be egressed. Then, after a speci 
fied duration, the “window of time' is “closed’ and the TS 
Switch waits for the next egress period to begin. At time C. 
TS packet 2 is dequeued and egressed. Similarly, at times D 
and E, TS packets 3 and 4, respectively, are dequeued and 
egressed. In Such a manner, TS packets received asynchro 
nously at the TS network may be egressed on a time-based 
schedule. 
FIG. 15: Flowchart of a Method for Scheduled Data Egress 
from a TS Network Switch 

FIG. 15 illustrates a method for scheduled data egress 
from a TS network Switch, according to one embodiment. 
The method shown in FIG. 15 may be used in conjunction 
with any of the systems or devices shown in any of the 
Figures described herein, among other devices. In various 
embodiments, some of the method elements shown may be 
performed concurrently, in a different order than shown, or 
may be omitted. Additional method elements may also be 
performed as desired. As shown, this method may operate as 
follows. 

In 1502, a TS network switch may be provided. The TS 
network Switch may include a functional unit, a plurality of 
ports, and a plurality of queues. The plurality of ports may 
be coupled to the functional unit and may be associated with 
a respective set of network addresses for TS packets. Addi 
tionally, each port may be configured with a respective set 
of egress periods and each TS packet may have a destination 
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address and a type that may specify a respective egress 
period. Further, each egress period may specify a respective 
time window and frequency for egressing TS packets to 
network nodes based on the type of the TS packets. Also, the 
plurality of queues may be coupled to the plurality of ports 
and the functional unit and may be associated with a 
respective TS packet type and a respective port of the 
plurality of ports. 

In 1504, the functional unit may be configured to receive 
one or more TS packets asynchronously from a network 
node via a first port. In some embodiments, the first port may 
be configured to couple to an NTS node of an NTS network. 
In other embodiments, the first port may be configured to 
couple to a TS network node of a TS network. 

In 1506, the functional unit may be configured to deter 
mine a second port of the plurality of ports for egressing at 
least one of the one or more the TS packets based on the 
destination address of the at least one TS packet. In some 
embodiments, the second port may be configured to couple 
to an NTS node an NTS network. In other embodiments, the 
second port may be configured to couple to a TS network 
node of a TS network. 

In 1508, the functional unit may be configured to deter 
mine an egress period for egressing the at least one TS 
packet based on the type of the at least one TS packet. In 
Some embodiments, the at least one TS packet may include 
two or more TS packets. In such embodiments, the respec 
tive time window of the determined egress period may be 
specified to allow the egress of one of the two or more TS 
packets. Alternatively, in other such embodiments, to speci 
fying the respective time window of the determined egress 
may include determining a quantity of the two or more TS 
packets to egress each egress period and configuring the 
respective time window to allow the egress of the quantity 
each egress period. 

In 1510, the functional unit may be configured to deter 
mine that the at least one TS packet cannot currently be 
egressed from the second port. In some embodiments, to 
determine that the at least one TS packet cannot currently be 
egressed, the functional unit may be further configured to 
determine that a respective time window for egress of the at 
least one TS packet is closed, determine that there is already 
a queued TS packet of the same type queued in the first 
queue for egress from the second port, or determine that the 
second port is currently egressing a TS packet. 

In 1512, the functional unit may be configured to queue 
the at least one TS packet in a first queue of the plurality of 
queues based on the respective TS packet type and destina 
tion address in response to determining that the at least one 
TS packet cannot currently be egressed, wherein the first 
queue is associated with the second port. 

In 1514, the functional unit may be configured to egress 
the at least one TS packet in the respective time window 
from the second port. 

In further embodiments of the method, the functional unit 
may receive one or more TS packets asynchronously from a 
network node via a first port and determine a second port of 
the plurality of ports for egressing at least one of the one or 
more the TS packets based on the destination address of the 
at least one TS packet. Additionally, the functional unit may 
determine an egress period for egressing the at least one TS 
packet based on the type of the at least one TS packet and 
determine that the at least one TS packet cannot currently be 
egressed from the second port. Also, the functional unit may 
queue the at least one TS packet in a first queue of the 
plurality of queues based on the respective TS packet type 
and destination address in response to determining that the 
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at least one TS packet cannot currently be egressed, where 
the first queue is associated with the second port. Accord 
ingly, the at least one TS packet may be egressed in the 
respective time window from the second port. 

In certain embodiments of the method, the functional unit, 
in order to determine that the at least one TS packet cannot 
currently be egressed, may determine that a respective time 
window for egress of the at least one TS packet is closed, 
determine that there is already a queued TS packet of the 
same type queued in the first queue for egress from the 
second port, or determine that the second port is currently 
egressing a TS packet. 

In other embodiments of the method, the TS packet may 
include two or more TS packets. In such embodiments, the 
respective time window of the determined egress period may 
be specified to allow the egress of one of the two or more TS 
packets. Alternatively, specifying the respective time win 
dow of the determined egress may include the functional 
unit determining a quantity of the two or more TS packets 
to egress each egress period and configuring the respective 
time window to allow the egress of the quantity each egress 
period. 

Although the embodiments above have been described in 
considerable detail, numerous variations and modifications 
will become apparent to those skilled in the art once the 
above disclosure is fully appreciated. It is intended that the 
following claims be interpreted to embrace all such varia 
tions and modifications. 

We claim: 
1. A method for scheduled data egress, comprising: 
configuring a time-sensitive (TS) network switch to 

implement: 
receiving one or more TS packets asynchronously from 

a network node via a first port, wherein each TS 
packet has a destination address and a type that 
specifies a respective egress period, wherein each 
egress period specifies a respective time window for 
egressing TS packets to network nodes based on the 
type of the TS packets; 

determining a second port for egressing at least one of 
the one or more TS packets based on the destination 
address of the at least one TS packet; 

determining an egress period for egressing the at least 
one TS packet based on the type of the at least one 
TS packet; 

determining that the at least one TS packet cannot 
currently be egressed from the second port; 

queuing the at least one TS packet in a first queue based 
on the respective TS packet type and destination 
address in response to determining that the at least 
one TS packet cannot currently be egressed, wherein 
the first queue is associated with the second port; and 

egressing the at least one TS packet in the respective 
time window from the second port. 

2. The method of claim 1, further comprising: 
the TS network switch performing: 

said receiving one or more TS packets asynchronously 
from the network node via the first port; 

said determining the second port for egressing at least 
one of the one or more TS packets based on the 
destination address of the at least one TS packet; 

said determining an egress period for egressing the at 
least one TS packet based on the type of the at least 
one TS packet; 

said determining that the at least one TS packet cannot 
currently be egressed from the second port; 
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said queuing the at least one TS packet in the first queue 
based on the respective TS packet type and destina 
tion address in response to determining that the at 
least one TS packet cannot currently be egressed; 
and 

said egressing the at least one TS packet in the respec 
tive time window from the second port. 

3. The method of claim 1, wherein said determining that 
the at least one TS packet cannot currently be egressed from 
the second port comprises: 

determining that a respective time window for egress of 
the at least one TS packet is closed; 

determining that there is already a queued TS packet of 
the same type queued in the first queue for egress from 
the second port; or 

determining that the second port is currently egressing a 
TS packet. 

4. The method of claim 1, wherein each egress period 
further specifies a respective frequency for egressing TS 
packets to network nodes based on the type of the TS 
packets. 

5. The method of claim 1, wherein the TS network switch 
comprises a plurality of ports and a plurality of queues, 
wherein each port is associated with a respective set of 
network addresses for TS packets, and wherein each queue 
is associated with a respective TS packet type and a respec 
tive port of the plurality of ports. 

6. The method of claim 1, wherein specifying the respec 
tive time window of the determined egress comprises: 

determining a quantity of the TS packets to egress each 
egress period; and 

configuring the respective time window to allow the 
egress of the quantity each egress period. 

7. The method of claim 1, wherein the first port is 
configured to: 

couple to a non-time-sensitive (NTS) node of an NTS 
network. 

8. The method of claim 7, wherein the second port is 
configured to: 

couple to an NTS node of another NTS network. 
9. The method of claim 1, wherein the first port is 

configured to: 
couple to a TS network node of a TS network. 
10. The method of claim 9, wherein the second port is 

configured to: 
couple to a non-time-sensitive (NTS) node of an NTS 

network. 
11. A time-sensitive (TS) network switch for scheduled 

data egress, comprising: 
a functional unit; 
a plurality of ports coupled to the functional unit, wherein 

each port is associated with a respective set of network 
addresses for TS packets, wherein each port is config 
ured with a respective set of egress periods, wherein 
each TS packet has a destination address and a type that 
specifies a respective egress period, wherein each 
egress period specifies a respective time window for 
egressing TS packets to network nodes based on the 
type of the TS packets; and 

a plurality of queues, coupled to the plurality of ports and 
the functional unit, wherein each queue is associated 
with a respective TS packet type and a respective port 
of the plurality of ports; 

wherein the functional unit is configured to: 
receive one or more TS packets asynchronously from a 

network node via a first port; 
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determine a second port of the plurality of ports for 

egressing at least one of the one or more the TS 
packets based on the destination address of the at 
least one TS packet; 

determine an egress period for egressing the at least one 
TS packet based on the type of the at least one TS 
packet; 

determine that the at least one TS packet cannot cur 
rently be egressed from the second port; 

queue the at least one TS packet in a first queue of the 
plurality of queues based on the respective TS packet 
type and destination address in response to deter 
mining that the at least one TS packet cannot cur 
rently be egressed, wherein the first queue is asso 
ciated with the second port; and 

egress the at least one TS packet in the respective time 
window from the second port. 

12. The TS network switch of claim 11, wherein to 
determine that the at least one TS packet cannot currently be 
egressed from the second port, the functional unit is con 
figured to: 

determine that a respective time window for egress of the 
at least one TS packet is closed; 

determine that there is already a queued TS packet of the 
same type queued in the first queue for egress from the 
second port; or 

determine that the second port is currently egressing a TS 
packet. 

13. The TS network switch of claim 11, wherein speci 
fying the respective time window of the determined egress 
comprises: 

determining a quantity of TS packets to egress each egress 
period; and 

configuring the respective time window to allow the 
egress of the quantity each egress period. 

14. The TS network switch of claim 11, wherein each 
egress period further specifies a respective frequency for 
egressing TS packets to network nodes based on the type of 
the TS packets. 

15. The TS network switch of claim 11, wherein the TS 
network Switch comprises a plurality of ports and a plurality 
of queues, wherein each port is associated with a respective 
set of network addresses for TS packets, and wherein each 
queue is associated with a respective TS packet type and a 
respective port of the plurality of ports. 

16. The TS network switch of claim 11, wherein the first 
port is configured to: 

couple to a non-time-sensitive (NTS) node of an NTS 
network. 

17. The TS network switch of claim 16, wherein the 
second port is configured to: 

couple to an NTS node of another NTS network. 
18. The TS network switch of claim 11, wherein the first 

port is configured to: 
couple to a TS network node of a TS network. 
19. The TS network switch of claim 18, wherein the 

second port is configured to: 
couple to a non-time-sensitive (NTS) node of an NTS 

network. 
20. A non-transitory computer accessible memory 

medium that stores program instructions executable by a 
time-sensitive (TS) network switch to: 

receive one or more TS packets asynchronously from a 
network node via a first port, wherein each TS packet 
has a destination address and a type that specifies a 
respective egress period, wherein each egress period 
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specifies a respective time window for egressing TS 
packets to network nodes based on the type of the TS 
packets; 

determine a second port for egressing at least one of the 
one or more TS packets based on the destination 
address of the at least one TS packet; 

determine an egress period for egressing the at least one 
TS packet based on the type of the at least one TS 
packet; 

determine that the at least one TS packet cannot currently 
be egressed from the second port; 

queue the at least one TS packet in a first queue based on 
the respective TS packet type and destination address in 
response to determining that the at least one TS packet 
cannot currently be egressed, wherein the first queue is 
associated with the second port; and 

egress the at least one TS packet in the respective time 
window from the second port. 
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