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A sensing device senses an object present in a blind spot in
the surrounding environment of a moving body. The sensing
device is provided with a detection unit, a distance mea-
surement unit, and a control unit. The detection unit radiates
a physical signal from the moving body to the surrounding
environment, and detects a reflection signal which is a
reflection of the radiated physical signal. The distance
measurement unit detects distance information indicating
the distance from the moving body to the surrounding
environment. The control unit analyzes the result of the
detection by the detection unit. The control unit: senses, on
the basis of the distance information, a blind spot region
indicating a blind spot in the surrounding environment, and
another moving body travelling in front of the moving body
towards the blind spot region; and senses an object in the
blind spot region on the basis of a reflected signal reflected
by the other moving body, in the result of the detection by
the detection unit.
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SENSING DEVICE, MOVING BODY SYSTEM
AND SENSING METHOD

CROSS REFERENCE TO RELATED
APPLICATIONS

This is the U.S. national stage of application No. PCT/
JP2019/009942, filed on Mar. 12, 2019. Priority under 35
US.C. § 119(a) and 35 U.S.C. § 365(b) is claimed from
Japanese Application No. 2018-190260, filed Oct. 5, 2018,
the disclosure of which is also incorporated herein by
reference.

TECHNICAL FIELD

The present disclosure relates to a sensing device that
detects a peripheral object from a moving body, a moving
body system including the sensing device, and a sensing
method.

BACKGROUND ART

A technique that is mounted on a moving body such as an
automobile or an automated guided vehicle (AGV) for
monitoring the periphery of the moving body has been
proposed (see, for example JP 2011-242860 A and JP
2010-267211 A).

JP 2011-242860 A discloses an obstacle recognition
device that recognizes an obstacle in front of an own vehicle.
The obstacle recognition device of JP 2011-242860 A
includes a camera and a radar, detects a blind spot region for
an own vehicle, and estimates the attribute of an obstacle
that may exist in the blind spot region based on the size of
the detected blind spot region. The obstacle recognition
device causes the camera to search the blind spot region
when it is estimated that the attribute of the obstacle that
may exist in the blind spot region is a pedestrian, and causes
the radar to search the blind spot region when it is estimated
that the attribute of the obstacle is another vehicle.

JP 2010-267211 A discloses a vehicle environment esti-
mation device for the purpose of accurately estimating a
traveling environment around an own vehicle. The vehicle
environment estimation device of JP 2010-267211 A detects
the behavior of other vehicles around the own vehicle, and
estimates, based on the behavior of the vehicles, the exis-
tence of another vehicle traveling in a blind spot region from
the own vehicle. In this way, a vehicle traveling environment
that cannot be recognized by the own vehicle and can be
recognized by other vehicles on the periphery is estimated.

SUMMARY OF THE INVENTION
Problems to be Solved by the Invention

JP 2011-242860 A estimates whether an obstacle that may
exist in the detected blind spot region is a pedestrian or a
vehicle based on the existence probability preset in associa-
tion with the size of the blind spot region. According to the
prior arts such as JP 2011-242860 A and JP 2010-267211 A,
it has been difficult to detect an object existing in a blind spot
in the surrounding environment from a moving body.

An object of the present disclosure is to provide a sensing
device, a sensing method, and a moving body system
capable of detecting an object existing in a blind spot in a
surrounding environment from a moving body.

Means for Solving the Problems

A sensing device according to an embodiment of the
present disclosure detects an object existing in a blind spot
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in a surrounding environment of a moving body. The sensing
device includes a detection unit, a distance measuring unit,
and a control unit. The detection unit radiates a physical
signal from the moving body to the surrounding environ-
ment and detects a reflected signal of the radiated physical
signal. The distance measuring unit detects distance infor-
mation indicating a distance from the moving body to the
surrounding environment. The control unit analyzes a detec-
tion result made by the detection unit. The control unit
detects a blind spot region indicating a blind spot in the
surrounding environment and another moving body travel-
ing toward the blind spot region in front of the moving body
based on the distance information, and then detects an object
in the blind spot region based on the reflected signal
reflected by the other moving body in a detection result of
the detection unit.

A moving body system according to another embodiment
of the present disclosure includes the sensing device accord-
ing to the above embodiment of the present disclosure, and
a control device that controls the moving body based on a
detection result of the sensing device.

A sensing method according to yet another embodiment
of the present disclosure is to detect an object existing in a
blind spot in a surrounding environment of a moving body.
The sensing method includes the steps of a distance mea-
suring unit detecting distance information indicating a dis-
tance from the moving body to the surrounding environ-
ment, and of a control unit detecting a blind spot region
indicating a blind spot in the surrounding environment based
on the distance information. The sensing method further
includes the step of a control unit detecting another moving
body traveling toward the blind spot region in front of the
moving body. The sensing method further includes the step
of a detection unit radiating a physical signal from the
moving body to the surrounding environment and detecting
a reflected signal of the radiated physical signal. The sensing
method further includes the step of the control unit detecting
an object in the blind spot region based on the reflected
signal reflected by the other moving body in a detection
result of the detection unit.

Effects of the Invention

According to the sensing device, the moving body system,
and the sensing method of the present disclosure can detect
an object existing in a blind spot in a surrounding environ-
ment from a moving body.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram for describing an application example
of a sensing device according to the present disclosure.

FIG. 2 is a block diagram exemplifying a configuration of
a moving body system according to a first embodiment of
the present disclosure.

FIG. 3 is a flowchart for describing operation of the
sensing device according to the first embodiment.

FIG. 4 is a diagram for describing an example of distance
information in the sensing device.

FIG. 5A-FIG. 5B are diagrams for describing the opera-
tion of the sensing device according to the first embodiment.

FIG. 6 is a diagram for describing a variation of the
distance information in the sensing device.

FIG. 7A-FIG. 7B are diagrams for describing an experi-
ment of detection processing of a blind spot object.
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FIG. 8A-FIG. 8B are diagrams exemplifying a case where
there is a blind spot object in the experiment of FIG.
7A-FIG. 7B.

FIG. 9 is a flowchart exemplifying the detection process-
ing of a blind spot object by the sensing device.

FIG. 10 is a flowchart exemplifying determination pro-
cessing of a risk level by the sensing device.

FIG. 11 is a diagram for describing determination pro-
cessing of a risk level by the sensing device.

FIG. 12 is a flowchart for describing operation of the
sensing device according to a second embodiment.

FIG. 13 is a diagram for describing detection processing
of a blind spot object by the sensing device.

FIG. 14 is a diagram for describing detection processing
of a blind spot object by the sensing device.

FIG. 15 is a flowchart for describing operation of the
sensing device according to a third embodiment.

FIG. 16 is a diagram for describing the operation of the
sensing device according to the third embodiment.

FIG. 17 is a diagram for describing a variation of the
operation of the sensing device.

MODES FOR CARRYING OUT THE
INVENTION

Hereinafter, embodiments of the sensing device and
method, and the moving body system according to the
present disclosure will be described with reference to the
accompanying drawings. Note that, in each of the embodi-
ments below, the same reference numerals are given to the
same constituents.

Application Example

An example to which the sensing device and method, and
the moving body system according to the present disclosure
can be applied will be described with reference to FIG. 1.
FIG. 1 is a diagram for describing an application example of
the sensing device 1 according to the present disclosure.

The sensing device 1 according to the present disclosure
can be applied to, for example, in-vehicle use, and consti-
tutes a moving body system in a moving body such as an
automobile. FIG. 1 exemplifies a traveling state of a vehicle
2 on which the sensing device 1 is mounted. The moving
body system according to the present application example
uses, for example, the sensing device 1 to monitor the
surrounding environment that changes around the own
vehicle 2 that is traveling. The surrounding environment
includes, for example, structures such as a building and a
utility pole existing around the own vehicle 2, and various
objects such as moving objects such as a pedestrian and
another vehicle.

In the example of FIG. 1, a wall 31 of a structure near an
intersection 3 blocks a range that can be monitored from the
own vehicle 2, and a blind spot is created. The blind spot
indicates a place that cannot be seen directly geometrically
depending on the surrounding environment from a moving
body such as the own vehicle 2. In the present example, in
a blind spot region R1 which is a region of a blind spot from
the own vehicle 2, there is a passerby 4 who is moving
toward a location of a moving destination of the own vehicle
2.

In the above case, there is a concern for a situation where
the passerby 4 from a blind spot and the own vehicle 2 may
collide with each other at the crossing. Here, with a con-
ventional peripheral monitoring technique using a camera,
radar or the like, while a blind spot from the own vehicle 2
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has been detected, it has been difficult to detect the passerby
4 or the like approaching the own vehicle 2 in the blind spot
region R1.

In contrast, the sensing device 1 radiates a signal Sa
physically used by radar or the like and detects a signal Sb
indicating a reflected wave of the signal Sa so as to execute
detection of an object (hereinafter sometimes referred to as
a “blind spot object”) existing in the blind spot region R1
like the passerby 4.

Further, the sensing device 1 executes detection of
another vehicle 5 traveling in front of the own vehicle 2
toward the blind spot region R1. When detecting the other
vehicle 5, the sensing device 1 irradiates the other vehicle 5
with the physical signal Sa. The physical signal Sa is
reflected by the body of the other vehicle 5, reaches the blind
spot object 4, and is further reflected by the blind spot object
4. This reflected wave reaches the body of the other vehicle
5 and is further reflected. The sensing device 1 receives the
multiple reflected wave Sb reflected by the other vehicle 5,
and detects the blind spot object 4 in the blind spot region
R1 based on the multiple reflected wave Sb.

According to the sensing device 1, a risk level of the
intersection 3 and the like is determined based on a detection
result of the blind spot object 4, and a determination result
is reflected to various types of control for driving support,
driving control, and the like in the own vehicle 2, so that a
crossing collision and the like can be avoided.

Configuration Example

Hereinafter, embodiments as a configuration example of
the moving body system including the sensing device 1 will
be described.

First Embodiment

A configuration and operation of the moving body system
according to the first embodiment will be described below.
1. Configuration

The configuration of the moving body system according
to the first embodiment will be described with reference to
FIG. 2. FIG. 2 is a block diagram exemplifying the con-
figuration of the present system.

As exemplified in FIG. 2, the present system includes the
sensing device 1 and a vehicle control device 20. The
sensing device 1 of the first embodiment includes a radar 11,
a camera 12, and a control unit 13. Further, for example, the
sensing device 1 includes a storage unit 14, a navigation
device 15, and an in-vehicle sensor 16. The vehicle control
device 20 includes various in-vehicle devices mounted on
the own vehicle 2, and is used for, for example, driving
support or automatic driving.

In the sensing device 1, the radar 11 includes, for
example, a transmitter 11a, a receiver 115, and a radar
control circuit 11¢. The radar 11 is an example of a detection
unit in the first embodiment. The radar 11 is installed on the
front grill, the windshield, or the like of the own vehicle 2
s0 as to transmit and receive a signal toward the front (see
FIG. 1) in the traveling direction of the own vehicle 2, for
example.

The transmitter 11a includes, for example, an antenna
having variable directivity (phased array antenna or the
like), a transmission circuit for causing the antenna to
transmit the physical signal Sa to the outside, and the like.
The physical signal Sa includes, for example, at least one of
a millimeter wave, a microwave, a radio wave, and a
terahertz wave.
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The receiver 115 includes, for example, an antenna having
variable directivity, a receiving circuit for receiving the
wave signal Sb from the outside by the antenna, and the like.
The wave signal Sb is set in the same wavelength band as the
physical signal Sa so as to include the reflected wave of the
physical signal S a. Note that the transmitter 11a and the
receiver 115 may, for example, use a shared antenna or may
be integrally configured.

The radar control circuit 11¢ controls the transmission and
receiving of a signal by the transmitter 11a and the receiver
115. The radar control circuit 11c starts transmission and
receiving of a signal by the radar 11 or controls the direction
in which the physical signal Sa is radiated from the trans-
mitter 11a, for example, by a control signal from the control
unit 13. Further, the radar control circuit 11¢ radiates the
physical signal Sa from the transmitter 11a to the surround-
ing environment, and detects the wave signal Sb indicating
the reflected wave of the physical signal Sa in a receiving
result of the receiver 115.

The radar 11 operates according to a modulation system
such as a continuous wave (CW) system or a pulse system,
and measures the distance, direction, speed, and the like of
an external object. The CW system includes a two-wave CW
system, an FM-CW system, a spread spectrum system, and
the like. The pulse system may be a pulse-Doppler system,
or may use pulse compression of a chirp signal or pulse
compression of a PN sequence. The radar 11 uses, for
example, coherent phase information control. The radar 11
may use an incoherent system.

The camera 12 is installed at a position where, for
example, a range superimposed on a range in which the
physical signal S a can be radiated from the radar 11 in the
own vehicle 2 can be imaged. For example, the camera 12
is installed on the windshield or the like of the own vehicle
2 in a manner facing the front of the own vehicle 2 (see FIG.
1). For a blind spot in the sensing device 1, the installation
position of the camera 12 may be used as a geometrical
reference or the installation position of the radar 11 may be
used as a reference.

The camera 12 captures an external image from the
installation position and generates a captured image. The
camera 12 outputs image data indicating the captured image
to the control unit 13. The camera 12 is, for example, an
RGB-D camera, a stereo camera, or a distance image sensor.
The camera 12 is an example of a distance measuring unit
in the first embodiment.

The control unit 13 includes a CPU, a RAM, a ROM, and
the like, and controls each constituent according to infor-
mation processing. The control unit 13 is composed of, for
example, an electronic control unit (ECU). The control unit
13 loads a program stored in the storage unit 14 into a RAM,
and the CPU interprets and executes the program loaded into
the RAM. As a software module realized in this way, for
example, the control unit 13 realizes a blind spot estimation
unit 131, a blind spot object measurement unit 132, and a
risk level determination unit 133. Each of the units 131 to
133 will be described later.

The storage unit 14 stores a program executed by the
control unit 13, various types of data, and the like. For
example, the storage unit 14 stores structural information D1
described later. The storage unit 14 includes, for example, a
hard disk drive or a solid state drive. Further, the RAM and
the ROM may be included in the storage unit 14.

The above programs and the like may be stored in a
portable storage medium. The storage medium is a medium
that stores information of a program and the like in which a
computer, other devices and machines, and the like are
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recorded by an electrical, magnetic, optical, mechanical, or
chemical action so that the information of the program and
the like can be read. The sensing device 1 may acquire the
program and the like from the storage medium.

The navigation device 15 is an example of a distance
measuring unit including, for example, a memory for storing
map information and a GPS receiver. The in-vehicle sensor
16 is various sensors mounted on the own vehicle 2, and
includes, for example, a vehicle speed sensor, an accelera-
tion sensor, a gyro sensor, and the like. The in-vehicle sensor
16 detects the speed, acceleration, angular velocity, and the
like of the own vehicle 2.

The above configuration is an example, and the sensing
device 1 is not limited to the above configuration. For
example, the sensing device 1 does not have to include the
navigation device 15 or the in-vehicle sensor 16. Further, the
control unit 13 of the sensing device 1 may be composed of
a plurality of hardware resources that separately execute
each of the above units 131 to 133. The control unit 13 may
be composed of various semiconductor integrated circuits
such as a CPU, an MPU, a GPU, a microcomputer, a DSP,
an FPGA, and an ASIC.

The vehicle control device 20 is an example of a control
device of the moving body system according to the first
embodiment. The vehicle control device 20 includes, for
example, a vehicle drive unit 21 and a notification device 22.
The vehicle drive unit 21 is composed of, for example, an
ECU, and drives and controls each unit of the own vehicle
2. For example, the vehicle drive unit 21 controls the brake
of the own vehicle 2 to realize automatic braking.

The notification device 22 notifies the user of various
types of information by means of an image, a sound, or the
like. The notification device 22 is, for example, a display
device such as a liquid crystal panel or an organic EL panel
mounted on the own vehicle 2. The notification device 22
may be a voice output device that outputs an alarm or the
like by voice.

2. Operation
2-1. Outline

The operation of the moving body system and the sensing
device 1 configured as described above will be described
below.

The moving body system according to the first embodi-
ment operates the sensing device 1 so as to monitor the
surrounding environment, for example, while the own
vehicle 2 is driven. The vehicle control device 20 of the
present system performs various types of control for driving
support, automatic driving, or the like of the own vehicle 2
based on the detection result made by the sensing device 1.

The sensing device 1 of the first embodiment, for
example, captures an image around the own vehicle 2 with
the camera 12 and monitors the surrounding environment of
the own vehicle 2. The blind spot estimation unit 131 of the
sensing device 1 sequentially detects the presence or
absence of a region where a blind spot is estimated in the
current surrounding environment, based on, for example,
distance information indicating various distances in the
monitoring result and the like.

In the sensing device 1, when the blind spot estimation
unit 131 finds a blind spot, the blind spot object measure-
ment unit 132 measures an internal state of the blind spot
region R1 using the radar 11. It is considered that the
physical signal Sa radiated from the radar 11 of the own
vehicle 2, which has a wave-like property, may generate the
propagation in which the physical signal Sa causes multiple
reflections, diffractions, or the like to reach the blind spot
object 4 in the blind spot region R1, and further returns to
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the own vehicle 2. The sensing method of the first embodi-
ment detects the blind spot object 4 by utilizing a wave
propagating as described above.

Further, in a case where the sensing device 1 uses the
blind spot estimation unit 131 to find a blind spot, and the
other vehicle 5 traveling toward the blind spot region R1 in
front of the own vehicle 2 is detected, the blind spot object
measurement unit 132 uses the radar 11 to irradiate the other
vehicle 5 with the physical signal Sa. The physical signal Sa
is reflected by the body of the other vehicle 5, reaches the
blind spot object 4, and is further reflected by the blind spot
object 4. This reflected wave reaches the body of the other
vehicle 5 and is further reflected. The blind spot object
measurement unit 132 receives the multiple reflected wave
Sb reflected by the other vehicle 5, and detects the blind spot
object 4 in the blind spot region R1 based on the multiple
reflected wave Sb.

The risk level determination unit 133 determines a risk
level of the blind spot object 4 that may exist in the blind
spot region R1 based on a measurement result of the blind
spot object measurement unit 132. The risk level relates to
the possibility that, for example, the blind spot object 4 and
the own vehicle 2 collide with each other or the like.

For example, when the sensing device 1 determines a risk
level that is considered to require a warning, the present
system can notify the driver or the like by the notification
device 22 or execute vehicle control for enhancing the safety
such as automatic braking by the vehicle drive unit 21. The
details of the operation of the sensing device 1 in the present
system will be described below.

2-2. Operation of Sensing Device
2-2-1. Blind Spot Region and Detection of Presence or
Absence of Another Vehicle Entering Blind Spot Region

The operation of the sensing device 1 according to the first
embodiment will be described with reference to FIG. 3 to
FIG. 6.

FIG. 3 is a flowchart for describing the operation of the
sensing device 1 according to the first embodiment. Each
piece of processing shown in the flowchart of FIG. 3 is
executed by the control unit 13 of the sensing device 1. The
present flowchart is started at a predetermined cycle, for
example, while the own vehicle 2 is driven.

First, the control unit 13 acquires a captured image of one
or a plurality of frames from the camera 12 (S101). In step
S101, the control unit 13 may acquire a distance image as the
captured image, or may generate a distance image based on
the acquired captured image. The distance image is an
example of distance information indicating various dis-
tances for monitoring the surrounding environment.

Next, the control unit 13 performs image analysis on the
acquired captured image (S102) to generate the structural
information D1 regarding the current surrounding environ-
ment of the own vehicle 2. The structural information D1 is
information indicating various object structures in the sur-
rounding environment, and includes, for example, distances
to various structures. The structural information D1 includes
information on the other vehicle 5 in front of the own vehicle
2. Further, the control unit 13 also operates as the blind spot
estimation unit 131 in step S102, and also performs image
analysis for detecting a blind spot in the acquired captured
image. FIG. 4 exemplifies an image to be analyzed in step
S102.

In FIG. 4, for example, an image is captured from the own
vehicle 2 as a distance image (S101), and the image shows
walls 31 and 32 formed by a plurality of structures in the
vicinity of the intersection 3. In the present example, the
blind spot region R1 exists on the back side of the wall 31
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due to shielding by the wall 31 in the vicinity of the own
vehicle 2. Further, the wall 32 on the back side of the blind
spot region R1 faces the own vehicle 2. Hereinafter, the wall
31 is referred to as a “shielding wall”, and the wall 32 is
referred to as a “facing wall”. A boundary between the blind
spot region R1 and the outside is formed between the
shielding wall 31 and the facing wall 32 (see FIG. 1).

In step S102, for example, the control unit 13 extracts
distance values of the various walls 31 and 32 in the distance
image as structural information D1 for each pixel and holds
them in the storage unit 14. The distance value in the case
of FIG. 4 changes continuously from the side of the own
vehicle 2 for the size of the shielding wall 31 along a
direction dl, and changes discontinuously from an end
portion of the shielding wall 31 to the facing wall 32. The
control unit 13 can estimate the existence of the blind spot
region R1 by analyzing the change in the distance value as
described above.

Returning to FIG. 3, the control unit 13 as the blind spot
estimation unit 131 determines whether or not the blind spot
region R1 is detected in the current surrounding environ-
ment of the own vehicle 2 for example, according to an
estimation result by image analysis (S103). When determin-
ing that the blind spot region R1 is not detected (NO in
S103), for example, the control unit 13 periodically repeats
the processing of steps S101 to S103.

When the blind spot region R1 is determined to be
detected in step S103 (YES in S103), the control unit 13
determines, for example, whether or not a vehicle traveling
in the same direction as the own vehicle 2 in front of the own
vehicle 2 is about to enter the blind spot region R1 by
changing the traveling direction to the direction of the blind
spot region R1 according to an estimation result by image
analysis (S104).

2-2-2. Case where Another Vehicle in Front Entering Blind
Spot Region is not Present

In step S104, in a case where the vehicle traveling in the
same direction as the own vehicle 2 in front of the own
vehicle 2 is determined not to be in a state of being about to
enter the blind spot region R1 by changing the traveling
direction to the direction of the blind spot region R1 (NO in
step S104), the control unit 13 executes processing as the
blind spot object measurement unit 132 (S105 to S107). In
the first and subsequent embodiments, a processing example
of the blind spot object measurement unit 132 that measures
the blind spot object 4 in the blind spot region R1 will be
described by utilizing the multiple reflected wave in the
wave signal Sb of the radar 11.

The control unit 13 as the blind spot object measurement
unit 132 first controls the radar 11 so as to radiate the
physical signal Sa toward the blind spot region R1 (S105).
FIG. 5(A) and FIG. 5(B) exemplify a propagation path of the
physical signal Sa in step S105 in cases where there is and
there is not the blind spot object 4, respectively.

In step S105, the control unit 13 radiates the physical
signal Sa from the radar 11 to the facing wall 32 in the
vicinity of the boundary of the blind spot region R1, for
example, based on the analysis result of FIG. 4. In the
example of FIG. 5A the physical signal Sa from the radar 11
of the own vehicle 2 is repeatedly reflected between the
facing wall 32 and a wall 35 on the opposite side via the
blind spot region R1 of a side road, and propagates as a
multiple reflected wave. In the example of FIG. 5A, the
multiple reflected wave does not come toward the own
vehicle 2 corresponding to the absence of the blind spot
object 4.
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In contrast, in the example of FIG. 5B, since the blind spot
object 4 exists, the physical signal Sa from the radar 11 is
reflected by the blind spot object 4 in addition to the walls
32 and 33, respectively, and becomes a multiple reflected
wave Sbl directed toward the own vehicle 2. Therefore, the
wave signal Sb received by the radar 11 includes a signal
component of the multiple reflected wave Sb1 having the
information of the blind spot object 4.

In step S105, the radar 11 radiates the physical signal Sa
and receives the wave signal Sb to perform various types of
measurement based on the reflected wave of the physical
signal Sa. The control unit 13 acquires a measurement result
from the radar 11 (S106).

The control unit 13 performs detection processing of a
blind spot object based on a measurement result of the radar
11 (S107). A signal component of the multiple reflected
wave Sbl (FIG. 5B) has information according to the speed
of'the blind spot object 4 as a reflection source and the length
of the propagation path by the Doppler shift, the phase, and
the propagation time. The detection processing of a blind
spot object (S107) detects the speed, position, and the like of
the blind spot object 4 that reflects the multiple reflected
wave Sb1 by analyzing such a signal component. The details
of the processing of step S107 will be described later.

Next, the control unit 13 operates as the risk level
determination unit 133, and performs determination process-
ing of a risk level (S111) based on the detection result of the
blind spot object 4 (S107). In the determination processing
of a risk level, for example, whether a warning is required
or not is determined according to a risk level of the blind
spot object 4 approaching the own vehicle 2 based on the
detected position and speed. In a case where information of
the movement, distance, type, shape, and the like of the blind
spot object 4 is detected in step S107, the risk level may be
determined using such information in step S111. The details
of the processing in step S111 will be described later.

Next, the control unit 13 outputs various control signals to
the vehicle control device 20 (S112) according to the deter-
mination result of a risk level (S111). For example, in a case
where it is determined in step S111 that a warning is
required, the control unit 13 generates a control signal for
causing the notification device 22 to notify the warning or
controlling the vehicle drive unit 21.

When, for example, outputting a control signal (S112), the
control unit 13 ends the processing shown in the flowchart
of FIG. 3.

According to the above processing, the sensing device 1
detects the blind spot object 4 (S107) when a blind spot is
found (YES in S103) while performing peripheral monitor-
ing of the own vehicle 2 (S101 to S103), and can perform
various actions (S112).

In the above processing, the camera 12 is used for the
peripheral monitoring. However, the navigation device 15
may be used. The present variation is shown in FIG. 6. As
shown in FIG. 6, the navigation device 15 calculates various
distances to the own vehicle 2 in map information D2 of the
surrounding environment of the own vehicle 2 and monitors
the current position of the own vehicle 2. The control unit 13
can use the monitoring result of the navigation device 15 as
described above for various types of processing shown in
FIG. 3. The control unit 13 can acquire the structural
information D1 and detect the blind spot region R1 based on
the monitoring result of the navigation device 15, for
example, based on a structure 30 in the map information D2
(8102). Further, the control unit 13 may appropriately use a
detection result of the in-vehicle sensor 16 in the processing
of FIG. 3.
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The detection processing of a blind spot object (S107 in
FIG. 3) will be described with reference to FIG. 7A to FIG.
9.

FIG. 7A-FIG. 7B are diagrams for describing an experi-
ment of the detection processing of a blind spot object. FIG.
7A illustrates the structural information D1 of an experi-
mental environment of the present experiment. FIG. 7B
illustrates a measurement result of the radar 11 in a case
where the blind spot object 4 is absent. FIG. 8A-FIG. 8B are
diagrams exemplifying a case where there is a blind spot
object in the experiment of FIG. 7A-FIG. 7B. FIG. 8A
illustrates a measurement result of the radar 11 in a case
where the blind spot object 4 is present. FIG. 8B exemplifies
a propagation path of a multiple reflected wave estimated
from the blind spot object 4.

The present experiment was performed in a passage with
an intersection, as shown in FIG. 7A. The shades in FIG. 7B
and FIG. 7A indicate that the lighter the shade, the stronger
the signal strength obtained by the radar 11.

In the present experiment, in the state where the blind spot
object 4 is absent, a strong peak P1 was confirmed near 4 m
as shown in FIG. 7B. The peak P1 shows a reflected wave
from the facing wall P1 facing the radar 11. Further, in FIG.
7B, peaks P2 and P3 due to reflected waves from the other
walls 32 and 33 can be confirmed, respectively.

In contrast, in a state where the blind spot object 4 was
placed, a strong peak P4 appeared near 7 m farther than the
facing wall 32, as shown in FIG. 8A. The direction of the
peak P4 can be seen on the back side of the facing wall 32
from the radar 11. From the above distance and direction, it
can be seen that the peak P4 is mainly composed of a
component reflected from the blind spot object 4 through the
reflection by the facing wall 32 (see FIG. 8B). That is, it was
confirmed that the peak P4 with the blind spot object 4 as a
wave source can be detected based on the distance and the
direction to the peak P4 in the measurement result of the
radar 11.

In the analysis of a signal component of the blind spot
object 4 as described above, the presence/absence, position,
and the like of the blind spot object 4 can be detected more
accurately by using the structural information of the sur-
rounding environment. Hereinafter, an example of the detec-
tion processing of a blind spot object according to the first
embodiment will be described with reference to FIG. 9.

FIG. 9 is a flowchart exemplifying the detection process-
ing of a blind spot object according to the first embodiment.
The processing according to the flowchart of FIG. 9 is
executed by the control unit 13 that operates as the blind spot
object measurement unit 132 in step S107 of FIG. 3.

First, the control unit 13 removes an environmental com-
ponent showing a reflected wave from the surrounding
environment from a signal of the measurement result of the
radar 11 acquired in step S106 of FIG. 3 in order to extract
a signal component to be analyzed of the blind spot object
(S11). The processing of step S11 is performed using, for
example, the structural information acquired in step S102.

For example, the peaks P1, P2, and P3 in the example of
FIG. 7B can be estimated in advance as environmental
components showing the reflected waves from the corre-
sponding walls 31, 32, and 33 in the structural information
D1 of the passage (FIG. 7B), respectively. The control unit
13 predicts reflected waves in various structures with refer-
ence to the structural information D1, and subtracts an
environmental component of the prediction result from the
measurement result (for example, FIG. 8A) of the radar 11
(S11). In this manner, the influence of a reflected wave by a
structure under an environment such as a passage can be
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reduced, and only a signal component of an object in a blind
spot can be easily emphasized.

Next, the control unit 13 performs signal analysis for
detecting the blind spot object 4 based on the signal com-
ponent obtained by removing the environmental component
(S12). The signal analysis in step S12 may include various
types of analysis such as frequency analysis, analysis on the
time axis, spatial distribution, and signal strength.

Based on an analysis result of the signal analysis, the
control unit 13 determines, for example, whether or not a
wave source is observed on the further side of the facing
wall 32 of a blind spot (S13), and, in this manner, detects the
presence or absence of the blind spot object 4. For example,
in the example of FIG. 8A, the peak P4 has a wave source
on the back side of the passage further than the facing wall
32, and is at a position that is not predicted as an environ-
mental component from the structure of the passage. From
this, the peak P4 can be estimated to be caused by multiple
reflections of a wave having a wave source in the blind spot.
That is, the control unit 13 can determine that the blind spot
object 4 is present in a case where a reflected wave is
observed at a distance exceeding the facing wall 32 in the
direction of a blind spot that has already been detected (YES
in step S13).

In a case where the control unit 13 determines that a wave
source is observed on the further side of the facing wall 32
of the blind spot (YES in S13), various state variables, such
as the distance to the blind spot object 4 and speed, are
measured according to a propagation path in which refrac-
tion due to multiple reflections is estimated (S14). For
example, the control unit 13 uses information indicating a
road width of the blind spot portion (width of the blind spot
region R1) in the structural information D1 so as to be able
to correct a path length to the blind spot object 4 that can be
found from the signal component in a manner folding back
the path as shown in FIG. 8B, and calculate the position of
the blind spot object 4 that is closer to the actual position.

When performing measurement of the blind spot object 4
(S14), the control unit 13 ends the process of step S107 in
FIG. 3. The control unit 13 then executes the determination
processing of a risk level (S111 in FIG. 3) for the detected
blind spot object 4.

Further, in a case of determining that no wave source is
observed on the further side of the facing wall 32 of the blind
spot (NO in S13), the control unit 13 ends the present
processing without performing any particular measurement.
In this case, the control unit 13 may omit the processing after
step S111 in FIG. 3.

According to the above processing, the blind spot object
4 can be detected by using a signal component generated
inside the blind spot region R1 based on the property of
multiple reflections in the physical signal Sa of the radar 11.

Here, the signal component having the information of the
blind spot object 4 is weak and is detected in the presence
of a reflected wave from a visible object outside the blind
spot. Accordingly, it is considered to be difficult to detect
and estimate the signal component. Further, since the actual
distance to the blind spot object 4 and the length of the
propagation path of the signal are different, it is considered
to be difficult to estimate the actual distance. In contrast, by
using the structural information D1 of the surrounding
environment, it is possible to narrow down the preconditions
for analyzing a received wave (S11) and improve the esti-
mation accuracy (S14).

For example, in step S11, the control unit 13 refers to a
distance to the intersection in the vicinity of the blind spot
in the structural information D1 and removes a signal

10

15

20

25

30

35

40

45

50

55

60

65

12

component of a received wave obtained in the reciprocating
propagation time of a signal with respect to a linear distance
from the intersection, or less. Such a received wave, which
is a directly reflected wave (that is, a wave with one
reflection) and does not include information on the blind
spot object 4, can be excluded from the object to be
analyzed. Further, the control unit 13 can also separate a
reflected wave arriving from the blind spot and a reflected
wave arriving from another angle based on an azimuth angle
of the blind spot seen from the own vehicle 2.

The processing of step S11 does not need to use the
structural information D1 of the surrounding environment.
For example, the control unit 13 may limit the object to be
analyzed to a moving object by subtracting a position
change of the own vehicle 2 from a signal obtained along the
time axis. The present processing may be performed in the
signal analysis in step S12.

In step S12 above, the control unit 13 may analyze
whether or not there is a characteristic that appears due to the
behavior of a specific object such as Doppler shift due to
reflection on a moving object or fluctuation of the behavior
peculiar to a person or a bicycle in the signal component to
be analyzed. Further, the control unit 13 may analyze
whether signal distribution of surface measurement having
spatial expanse has distribution peculiar to an automobile, a
bicycle, a person, or the like, includes reflection by an
automobile-sized metal body based on reflection intensity,
or the like. The above analysis may be performed in com-
bination as appropriate, or may be performed as a multidi-
mensional feature quantity using machine learning instead
of explicitly analyzing each.

The determination processing of a risk level (S111 in FIG.
3) will be described with reference to FIG. 10 to FIG. 11.

FIG. 10 is a flowchart exemplifying the determination
processing of a risk level. FIG. 11 is a diagram for describing
the determination processing of a risk level. The processing
according to the flowchart of FIG. 10 is executed by the
control unit 13 that operates as the risk level determination
unit 133 in step S111 of FIG. 3.

First, the control unit 13 calculates a risk level index D
based on the detection result of the blind spot object 4 in step
S107 (S21). The risk level index D indicates an index for
determining a risk level of collision between the detected
blind spot object 4 and the own vehicle 2. For example, as
shown in FIG. 11, the speed v, at which the blind spot object
4 approaches the own vehicle 2 can be set as the risk level
index D.

Next, by using, for example, a preset threshold value Va,
the control unit 13 determines whether or not the calculated
risk level index D exceeds the threshold value Va (S22). The
threshold value Va is set in consideration of the magnitude
of the risk level index D that requires a warning regarding,
for example, the blind spot object 4. For example, when the
risk level index D exceeds the threshold value Va when
D=v,, the control unit 13 proceeds to “YES” in step S22.

When determining that the risk level index D exceeds the
threshold value Va (YES in S22), the control unit 13 sets, for
example, a warning flag to “ON” as a determination result
of the risk level (S23). The warning flag is a flag that
manages the presence and absence of a warning regarding
the blind spot object 4 by “ON/OFF”, and is stored in the
storage unit 14.

In contrast, when determining that the risk level index D
does not exceed the threshold value Va (NO in S22), the
control unit 13 sets the warning flag to “OFF” (S24).
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When setting the warning flag as described above (S23
and S24), the control unit 13 ends the determination pro-
cessing of a risk level (S111 in FIG. 3) and proceeds to the
processing of step S112.

According to the above processing, a risk level of the
blind spot object 4 approaching the own vehicle 2 or the
intersection 3 is determined according to the corresponding
risk level index D. For example, binary determination is
performed according to the warning flag. When the warning
flag is “ON”, the control unit 13 can cause the notification
device 22 to issue a warning or the vehicle drive unit 21 to
perform specific control (S112 in FIG. 3).

Note that the determination processing of a risk level is
not limited to the binary determination, and for example, a
ternary determination for determining the presence or
absence of attention calling when a warning is unnecessary
may be performed. For example, using a threshold value Vb
(<Va) for attention calling, the control unit 13 may deter-
mine whether or not D>Vb when proceeding to “NO” in step
S22.

In the above processing, the risk level index D is not
limited to the speed v,, and can be set by various state
variables related to the blind spot object 4. For example, the
risk level index D may be set to an acceleration dv,/dt
instead of the speed v,.

Further, the risk level index D may be set to a distance L
between the own vehicle 2 and the blind spot object 4. It is
considered that the smaller the distance L, the higher the risk
level of collision between the own vehicle 2 and the blind
spot object 4. In view of the above, for example, in step S22,
the control unit 13 may proceed to “YES” when the risk
level index D (=L) falls below the threshold value Va, and
may proceed to “NO” when the risk level index D (=) does
not fall below the threshold value Va.

Further, the risk level index D may be set by a combina-
tion of various state variables. The risk level index D of such
an example is shown in the following equation (1):

D=I(Ly=v, AD+(Lo=voAD) (1

In the above equation (1), L, is a distance from a reference
position PO to the blind spot object 4 (FIG. 11). The
reference position PO is set to a position where collision
between the blind spot object 4 and the own vehicle 2 is
expected, such as the center of an intersection. The prede-
termined time width At is set in the vicinity of, for example,
a time width that the own vehicle 2 is predicted to take to
reach the reference position P0. The distance L, is from the
reference position P0 to the own vehicle 2. The speed v, of
the own vehicle 2 can be acquired from the in-vehicle sensor
16 and the like.

The risk level index D in the above equation (1) is the sum
of a distance between the blind spot object 4 and the
reference position PO and a distance between the reference
position PO and the own vehicle 2 estimated after the time
width At elapses (FIG. 11). According to the above equation
(1), when the risk level index D becomes smaller than a
predetermined value, it can be estimated that the possibility
that the own vehicle 2 and the blind spot object 4 reach the
reference position PO at the same time is sufficiently high. As
determination of a risk level corresponding to the above
estimation, in the case of the above equation (1), the control
unit 13 may proceed to “YES” in step S22 when the risk
level index D falls below the threshold value Va and may
proceed to “NO” when the risk level index D does not fall
below the threshold value Va, as in the case of D=L.
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Further, the risk level index D may be set as in the
following equation (2) or equation (2'):

D=L,-v At )

@)

In each of the above equations (2) and (2'), for example,
At=L/v, is set. The time width At may be set within an
allowable range in consideration of a fluctuation of the speed
v, of the own vehicle 2 or an estimation error of the
reference position P0.

When the risk level index D in the equation (2) is smaller
than the predetermined value (including a negative value), it
can be estimated that the possibility that the blind spot object
4 crosses the front of the own vehicle 2 before the own
vehicle 2 reaches the reference position PO is sufficiently
high. Further, when the risk level index D (an absolute value
in the case of the equation (2)) of equation (2') is smaller
than the predetermined value, it can be estimated that the
possibility that the own vehicle 2 and the blind spot object
4 exist at the reference position PO at the same time is
sufficiently high. In response to the above estimation, the
control unit 13 can use the risk level index D of the equation
(2) or the equation (2') to determine a risk level as in the case
of the equation (1).

In the above determination processing of a risk level, the
threshold value Va may be dynamically changed according
to states of the own vehicle 2 and the blind spot object 4. For
example, in a case where L, described above is small, dv/dt
or dv,/dt is large, or the blind spot object 4 is estimated to
be a person, it is considered that the determination of a risk
level should be performed more strictly. In view of the
above, when such a case is detected, the control unit 13 may
increase the threshold value Va with respect to the risk level
index D of the above equation (1), for example.

2-2-3. Case where Another Vehicle in Front Entering Blind
Spot Region is Present

In step S104 of FIG. 3, in a case where the other vehicle
5 traveling in the same direction as the own vehicle 2 in front
of the own vehicle 2 is determined to be in a state of being
about to enter the blind spot region R1 (state exemplified in
FIG. 1) by changing the traveling direction to the direction
of the blind spot region R1 (YES in step S104), the control
unit 13 executes measurement processing as corresponding
to the above state (S108 to S110).

The control unit 13 as the blind spot object measurement
unit 132 first performs measurement using the radar 11
(S108). The radar 11 radiates the physical signal Sa and
receives the multiple reflected wave Sb to perform various
types of measurement. Next, the control unit 13 acquires a
measurement result from the radar 11 (S109).

The control unit 13 performs detection processing of a
blind spot object based on the measurement result of the
radar 11 (S110). A signal component of the multiple reflected
wave Sb has information according to the speed of the blind
spot object 4 as a reflection source and the length of the
propagation path by the Doppler shift, the phase, and the
propagation time. The detection processing of a blind spot
object (S110) detects the speed, position, and the like of the
blind spot object 4 that reflects the multiple reflected wave
Sb by analyzing such a signal component.

For example, in the same manner as in step S11, the
control unit 13 removes an environmental component show-
ing a reflected wave from the surrounding environment from
a signal of the measurement result of the radar 11 in order
to extract a signal component to be analyzed of the blind
spot object. Then, for example, in the same manner as in step
S12, the control unit 13 performs signal analysis for detect-
ing the blind spot object 4 based on the signal component
obtained by removing the environmental component. Next,

D=IL;-v,All
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in the same manner as in step S13, based on an analysis
result of the signal analysis, the control unit 13 determines,
for example, whether or not a wave source is observed on the
further side of the facing wall 32 of a blind spot, and, in this
manner, detects the presence or absence of the blind spot
object 4. The control unit 13 can determine that the blind
spot object 4 is present in a case where a reflected wave is
observed in the direction of the other vehicle 5 at a distance
exceeding a side surface portion on the own vehicle 2 side
of the other vehicle 5.

For example, in the same manner as in step S14, in a case
where the control unit 13 determines that a wave source is
observed on the further side of the side surface portion on
the own vehicle 2 side of the other vehicle 5, various state
variables, such as the distance to the blind spot object 4 and
speed, are measured according to a propagation path in
which refraction due to multiple reflections is estimated.

When step S110 is completed, the control unit 13 executes
the processing after the determination processing of a risk
level (S111) described above.

3. Summary

As described above, the sensing device 1 according to the
first embodiment detects the blind spot object 4 existing in
a blind spot in the surrounding environment of the own
vehicle 2 which is an example of a moving body. The
sensing device 1 includes the radar 11 as a detection unit, the
camera 12 as a distance measuring unit, and the control unit
13. The radar 11 radiates the physical signal Sa from the own
vehicle 2 to the surrounding environment, and detects the
reflected signal Sb of the radiated physical signal Sa. The
camera 12 detects distance information indicating a distance
from the own vehicle 2 to the surrounding environment. The
control unit 13 analyzes the detection result of the radar 11.
Based on the detected distance information, the control unit
13 detects the blind spot region R1 indicating a blind spot in
the surrounding environment and the other vehicle 5 trav-
eling toward the blind spot region R1 in front of the own
vehicle 2 (S102, S103, and S104), and detects the blind spot
object 4 in the blind spot region R1 based on the reflected
signal Sb reflected by the other vehicle 5 in the detection
result of the radar 11 (S110).

According to the above sensing device 1, the physical
signal Sa from the radar 11 and the reflected signal Sb
reflected by the other vehicle 5 can be used to detect an
object existing in a blind spot in the surrounding environ-
ment from the own vehicle 2.

In the sensing device 1 of the first embodiment, the
control unit 13 determines a risk level regarding the blind
spot region R1 based on the detection results (S107 and
S110) of the blind spot object 4 (S111). By determination of
a risk level, for example, it is possible to easily avoid a
collision between the own vehicle 2 and the blind spot object
4 at the crossing and the like.

The moving body system according to the first embodi-
ment includes the sensing device 1 and the vehicle control
device 20. Based on the detection result of the sensing
device 1, the vehicle control device 20 executes various
types of control in the own vehicle 2, such as the notification
device 22 and the vehicle drive unit 21. In the moving body
system, an object existing in a blind spot in the surrounding
environment from the moving body can be detected by the
sensing device 1.

The sensing method according to the first embodiment is
a sensing method for detecting the blind spot object 4
existing in a blind spot in the surrounding environment of
the own vehicle 2. The present method includes step S101 in
which the camera 12 detects the distance information indi-
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cating a distance from the own vehicle 2 to the surrounding
environment, and steps S102 and S103 in which the control
unit 13 detects the blind spot region R1 indicating a blind
spot in the surrounding environment based on the detected
distance information. The present method includes step
S104 in which the control unit 13 detects the other vehicle
5 traveling toward the blind spot region R1 in front of the
own vehicle 2. The present method includes step S109 in
which the radar 11 radiates the physical signal Sa from the
own vehicle 2 and detects the reflected signal Sb of the
radiated physical signal Sa. The present method includes
step S107 in which the control unit 13 detects the blind spot
object 4 in the blind spot region R1 based on the reflected
signal Sb reflected by the other vehicle 5 in the detection
result of the radar 11.

In the first embodiment, a program for causing the control
unit 13 to execute the above sensing method is provided.
According to the sensing method of the first embodiment, it
is possible to detect an object existing in a blind spot in the
surrounding environment from a moving body such as the
own vehicle 2.

Second Embodiment

FIG. 12 is a flowchart for describing detection operation
according to a second embodiment by the sensing device 1.
The flowchart of the second embodiment shown in FIG. 12
includes step S210 of detecting a blind spot object based on
information including a temporal change in the other vehicle
5 instead of step S110 of the flowchart of the first embodi-
ment of FIG. 3.

FIGS. 13 and 14 are diagrams for describing step S210 of
detecting a blind spot object based on information including
a temporal change in the other vehicle 5. FIG. 13 is a
diagram showing states of the own vehicle 2, the other
vehicle 5, and the blind spot object 4 at a time T1. In FIG.
13, the own vehicle 2 is moving in the direction of a
traveling direction F2 indicated by a broken line arrow.

Note that the traveling direction F2 is the direction in
which the own vehicle 2 should move if a driving force is
applied, and even if the own vehicle 2 is stopped in FIG. 13,
the traveling direction of the own vehicle 2 is represented by
F2. In a case where the own vehicle 2 travels backward
(back), the traveling direction F2 is opposite to that shown
in FIG. 13. In the example of FI1G. 13, the traveling direction
F2 of the own vehicle 2 passes through the center of the
vehicle body of the own vehicle 2 and is parallel to the
longitudinal axis of the own vehicle 2.

In FIG. 13, the other vehicle 5 is in front of the own
vehicle 2. Before the time T1, the other vehicle 5 travels in
the same direction as the own vehicle 2 in front of the own
vehicle 2, and, at the time T1 in FIG. 13, the other vehicle
5 changes the traveling direction to the direction of the blind
spot region R1 and is about to enter the blind spot region R1.
A broken line arrow F5 indicates the traveling direction of
the other vehicle 5.

A first angle 0b(T1) is the angle formed by the traveling
direction F2 of the own vehicle 2 and the traveling direction
F5 of the other vehicle 5 at the time T1.

In the state shown in FIG. 13, the blind spot region R1 is
detected (YES in S103), and the other vehicle 5 traveling in
the same direction as the own vehicle 2 in front of the own
vehicle 2 changes the traveling direction to the direction of
the blind spot region R1 and is in a state of being about to
enter the blind spot region R1 (YES in S104). Accordingly,
the control unit 13 performs the processing of steps S108,
$109, and S210.
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In step S210, the control unit 13 can determine that the
blind spot object 4 is present since the reflected wave Sb is
observed in the direction of the other vehicle 5 at a distance
exceeding the side surface portion on the own vehicle 2 side
of the other vehicle 5. Since the radar 11 radiates the
physical signal Sa in a pulse shape as described above, it is
possible to grasp when and in what direction the physical
signal Sa to which the reflected wave Sb corresponds is
radiated. Therefore, in a case of determining that the blind
spot object 4 is present, the control unit 13 can identify the
radiation direction of the physical signal Sa corresponding to
the reflected wave Sb. The radiation angle (first angle)
0a(T1) of the physical signal Sa is the angle formed by the
traveling direction F2 of the own vehicle 2 and the radiation
direction of the physical signal Sa.

As shown in FIG. 13, the physical signal Sa radiated from
the own vehicle 2 in the direction of the first angle 6a(T1)
is reflected at a reflection point P of the other vehicle 5 and
reaches the blind spot object 4. When a first distance A(T1)
between the radiation position of the physical signal Sa of
the own vehicle 2 and the reflection point P of the other
vehicle 5 at the time T1, and a second distance C(T1)
between the radiation position of the physical signal Sa of
the own vehicle 2 and the blind spot object 4 are used, a third
distance B(T1) between the reflection point P of the other
vehicle 5 and the blind spot object 4 is expressed by the
following equation (3):

B(T1)=C(T1)-A(T1) 3

Note that the first distance A(T1) can be calculated by
performing image analysis on the captured image acquired
by the camera 12 (S102). Further, the second distance C(T1)
is acquired as a measurement result made by the radar 11
(S109).

Further, an angle 6x(T1) formed by a line segment
connecting the radiation position of the physical signal Sa of
the own vehicle 2 and the reflection point P of the other
vehicle 5 and a line segment connecting the reflection point
P ofthe other vehicle 5 and the blind spot object 4 at the time
T1 is expressed by the following equation (4):

Ox(T1)=180°-265(T1)+20a(T1) )

Since the above geometric information can be obtained,
the control unit 13 can identify the position of the blind spot
object 4.

FIG. 14 is a diagram showing states of the own vehicle 2,
the other vehicle 5, and the blind spot object 4 at a time T2
(>T1). The other vehicle 5 is turning further from the state
of the time T1. At the time T2, the above equations (3) and
(4) are also established. That is, the following equations (5)
and (6) are established:

B(I2)=C(12)-A(T2) ®

Ox(T2)=180°-20b(T2)+26a(T2) (6

As described above, the position of the blind spot object
4 at the times T1 and T2 can be identified from the radiation
position of the physical signal Sa of the own vehicle 2, the
result of the image analysis (S102), and the measurement
result (S109) by the radar 11. In this manner, the control unit
13 can determine, for example, whether or not the blind spot
object 4 such as a person is moving toward the intersection
3 or a point of the moving destination of the own vehicle 2.
Further, the speed of the blind spot object 4 in a case of
moving can be calculated.
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Using the obtained position, moving direction, speed, and
the like of the blind spot object 4, the determination pro-
cessing of a risk level is executed as in the first embodiment
(S111).

As described above, in the sensing device 1 according to
the second embodiment, the control unit 13 calculates the
first angle 6b formed by the traveling direction F2 of the own
vehicle 2 and the traveling direction F5 of the other vehicle
5 and the first distance A between the radar 11 and the
reflection point P of the other vehicle 5 based on the distance
information. The control unit 13 calculates the third distance
B between the other vehicle 5 and the blind spot object based
on the first distance A and the second distance C between the
own vehicle 2 and the blind spot object 4 calculated based
on the detection result made by the radar 11.

Further, the control unit 13 calculates the angle 6x formed
by a line segment connecting the radar 11 and the reflection
point P of the other vehicle 5 and a line segment connecting
the reflection point P of the other vehicle 5 and the blind spot
object 4 based on the equation (4) or (6). Here, 0b is the first
angle, and 0a is the second angle formed by the traveling
direction F2 of the own vehicle 2 and the radiation direction
of the physical signal Sa.

In this manner, the control unit 13 can identify the
position of the blind spot object 4 in detail.

Further, the control unit 13 determines a risk level regard-
ing the blind spot region based on at least one of the second
distance C, a temporal change in the second distance C, the
third distance B, and a temporal change in the third distance
B. By using the position of the blind spot object 4 identified
in detail for the determination of a risk level, a risk level can
be determined with high accuracy, and, for example, a
collision at the crossing between the own vehicle 2 and the
blind spot object 4 can be easily avoided.

Third Embodiment

FIG. 15 is a flowchart for describing the detection opera-
tion according to the third embodiment by the sensing
device 1. In a process indicated by the flowchart of the third
embodiment shown in FIG. 15, unlike the second embodi-
ment, in a case where the blind spot region R1 is detected
(YES in S103), and the other vehicle 5 traveling in the same
direction as the own vehicle 2 in front of the own vehicle 2
changes the traveling direction to the direction of the blind
spot region R1 and is in a state of being about to enter the
blind spot region R1 (YES in S104), the control unit controls
the radar 11 toward the other vehicle 5 (S308).

As described in the first and second embodiments, in a
case of YES in S104, the sensing device 1 causes the
physical signal Sa radiated from the radar 11 to be reflected
by the other vehicle 5 and to reach the blind spot object 4.
Therefore, in a case of YES in S104, the radiation angle Oa
of the physical signal Sa radiated from the radar 11 only
needs to satisfy —8e<Ba<0d (see FIG. 16), and the physical
signal Sa does not need to be radiated to a range other than
this.

0d and Be are determined based on the position and shape
of'the other vehicle 5 acquired by image analysis performed
on the captured image acquired by the camera 12 (S102).

The process of the operation of step S109 and subsequent
steps after step S308 for controlling the radar 11 toward the
other vehicle 5, which is the same as the process of the
operation shown in FIG. 12 in the second embodiment, will
be omitted from the description.

As described above, in the sensing device 1 according to
the third embodiment, when detecting the other vehicle 5
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traveling toward the blind spot region R1 in front of the own
vehicle 2, the control unit 13 controls the radar 11 to radiate
the physical signal Sa toward the detected other vehicle 5. In
this manner, only a narrow range facing the other vehicle 5
needs to be scanned by the physical signal Sa of the radar 11.
Therefore, the control unit 13 can grasp the position of the
blind spot object 4 at a high frame rate, for example.
Therefore, the position and speed of the blind spot object 4
can be grasped with high accuracy. In a case where the risk
level determination is performed, a risk level can be deter-
mined with high accuracy. Accordingly, a collision at the
crossing between the own vehicle 2 and the blind spot object
4 can be easily avoided, for example.

Other Embodiments

In the above first embodiment, the multiple reflected wave
is utilized for detecting the blind spot object 4. However, the
wave is not limited to the multiple reflected wave, and for
example, a diffracted wave may be utilized. The present
variation will be described with reference to FIG. 17.

In FIG. 17, the physical signal Sa from the radar 11 is
diffracted on the shielding wall 31 and reaches the blind spot
object 4. Further, the reflected wave of the blind spot object
4 is diffracted by the shielding wall 31 and returns to the own
vehicle 2 as a diffracted wave Sb2. For example, the control
unit 13 of the present embodiment controls the wavelength
and direction of the physical signal Sa radiated from the
radar 11 so as to cause wraparound at the shielding wall 31
in step S105 of FIG. 3.

For example, as the physical signal Sa having a wave-
length larger than that of visible light is used, the signal can
be allowed to reach even a region which cannot be geo-
metrically reached by visible light having high straightness
and the like due to the existence of various shielding objects.
Further, since a vehicle, a person, and the like that can be the
blind spot object 4 usually have a rounded shape, the signal
is reflected not only to a completely reflexive path, but also
in the direction in which the own vehicle 2 from which the
signal is radiated exists. When such a reflected wave causes
a diffraction phenomenon with respect to the shielding wall
31 and propagates, the radar 11 can receive the diffracted
wave Sb2 as a signal component to be analyzed.

The signal component of the diffracted wave Sb2 has
information on the propagation path to the blind spot object
4 and Doppler information according to the moving speed.
Therefore, as signal analysis is performed on the signal
component, the position and speed of the blind spot object
4 can be measured from the information on the propagation
time, phase, and frequency of the signal component, as in the
first embodiment. At this time, the propagation path of the
diffracted wave Sb2 can also be estimated from the distance
to the shielding wall 31 or various types of the structural
information D1. Further, the propagation path in which
multiple reflection and diffraction are combined can also be
estimated as appropriate, and the signal component of such
a wave may be analyzed.

Each of the above embodiments describes the example in
which the camera 12 captures the surrounding environment
of the own vehicle, and the control unit 13 performs image
analysis on the acquired captured image to generate struc-
tural information regarding the current surrounding envi-
ronment of the own vehicle 2. The structural information
may include information indicating the shape of the other
vehicle 5, particularly the shape near the reflection point P
of the other vehicle 5. In step S104 of each of the above
embodiments, in a case where the other vehicle 5 traveling
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in the same direction as the own vehicle 2 in front of the own
vehicle 2 is determined to be in a state of being about to enter
the blind spot region R1 by changing the traveling direction
to the direction of the blind spot region R1 (YES in step
S104), the control unit 13 identifies the position of the blind
spot object 4 by using the fact that the physical signal S a
radiated from the radar 11 to the other vehicle 5 is reflected
at the reflection point P. At this time, if the information
indicating the shape of the other vehicle 5 obtained by the
image analysis, particularly the shape near the reflection
point P of the other vehicle 5, is used, for example, the
direction in which the physical signal Sa should be emitted
can be controlled so that the physical signal Sa reliably
propagates in the direction of the blind spot region R1
through the reflection point P of the other vehicle 5. Further,
as the shape of the other vehicle 5 and the information of the
reflected signal Sb such as the arrival angle are combined,
the position of the blind spot object 4 can be identified with
high accuracy.

Further, in each of the above embodiments, the radar 11
is described as an example of the detection unit. The
detection unit of the present embodiment is not limited to the
radar 11, and may be, for example, LIDAR. The physical
signal Sa radiated from the detection unit may be, for
example, an infrared ray. Further, the detection unit may be
a sonar or may emit an ultrasonic wave as the physical signal
Sa. In these cases, the wave signal Sb received by the
detection unit is set in the same manner as the corresponding
physical signal Sa.

Further, in each of the above embodiments, the example
is described in which the radar 11 and the camera 12 are
installed in a manner facing the front of the own vehicle 2.
However, the installation position of the radar 11 and the like
is not particularly limited. For example, the radar 11 and the
like may be arranged to face the rear of the own vehicle 2,
and for example, the moving body system may be used for
parking assistance.

Further, in each of the above embodiments, an automobile
is exemplified as an example of the moving body. The
moving body on which the sensing device 1 is mounted is
not particularly limited to an automobile, and may be, for
example, an AGV. For example, the sensing device 1 may
detect an object in a blind spot by monitoring the surround-
ings during the automatic traveling of the AGV.

Additional Note

Various embodiments of the present disclosure are
described above. However, the present disclosure is not
limited to the above content, and various changes can be
made within the scope of substantially the same technical
idea. Hereinafter, various aspects according to the present
disclosure will be added.

The first aspect of the present disclosure provides a
sensing device (1) that detects an object existing in a blind
spot in a surrounding environment of a moving body (2).
The sensing device (1) includes a detection unit (11), a
distance measuring unit (12), and a control unit (13). The
detection unit radiates a physical signal from the moving
body to the surrounding environment and detects a reflected
signal (Sb) of the radiated physical signal. The distance
measuring unit detects distance information indicating a
distance from the moving body to the surrounding environ-
ment. The control unit analyzes a detection result made by
the detection unit. The control unit detects a blind spot
region indicating a blind spot (R1) in the surrounding
environment and another moving body (5) traveling toward
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the blind spot region in front of the moving body based on
the distance information (S102, S103, S104), and then
detects an object (4) in the blind spot region based on the
reflected signal reflected by the other moving body in a
detection result of the detection unit (S110).

The second aspect of the present disclosure provides the
sensing device according to the first aspect, wherein when
the other moving body traveling toward the blind spot region
in front of the moving body is detected, the control unit
controls the detection unit to radiate the physical signal
toward the detected other moving body (S308).

The third aspect of the present disclosure provides the
sensing device according to the first or second aspect,
wherein

the control unit calculates a first angle (6b) formed by a

traveling direction of the moving body and a traveling
direction of the other moving body and a first distance
(A) between the detection unit and a reflection point of
the other moving body based on the distance informa-
tion, and

calculates a third distance (B) between the other moving

body and an object in the blind spot region based on the
first distance (A) and a second distance (C) between the
moving body and an object in the blind spot region
calculated based on a detection result made by the
detection unit.

The fourth aspect of the present disclosure provides the
sensing device according to the third aspect, wherein

the control unit calculates, based on an equation (1), an

angle 6x formed by a line segment connecting the
detection unit and a reflection point of the other moving
body and a line segment connecting a reflection point
of the other moving body and an object in the blind spot
region,

0x=180°-20b+20a

wherein 0b is the first angle, and 6a is a second angle
formed by a traveling direction of the moving body and a
radiation direction of the physical signal.

The fifth aspect of the present disclosure provides the
sensing device according to any one of the above aspects,
wherein the control unit determines a risk level regarding the
blind spot region based on a detection result of an object in
the blind spot region.

The sixth aspect of the present disclosure provides the
sensing device according to the third or fourth aspect,
wherein the control unit determines a risk level regarding the
blind spot region based on at least one of the second distance
(C), a temporal change in the second distance, the third
distance (B), and a temporal change in the third distance.

The seventh aspect of the present disclosure provides the
sensing device according to any one of the above aspects,
further comprising a drive unit (21) that drives the moving
body according to a detection result of the control unit.

The eighth aspect of the present disclosure provides the
sensing device according to any one of the above aspects,
further comprising a notification unit (22) that performs
notification to a user of the moving body according to a
detection result of the control unit.

The ninth aspect of the present disclosure provides the
sensing device according to the fifth or sixth aspect, further
comprising a drive unit that drives the moving body accord-
ing to the risk level.

The tenth aspect of the present disclosure provides the
sensing device according to any one of the fifth, the sixth and
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the ninth aspects, further comprising a notification unit (22)
that performs notification to a user of the moving body
according to the risk level.

The eleventh aspect of the present disclosure provides the
sensing device according to any one of the above aspects,
wherein the distance measuring unit includes at least one of
a camera, a radar, LIDAR, and a navigation device.

The twelfth aspect of the present disclosure provides the
sensing device according to any one of the above aspects,
wherein the physical signal includes at least one of an
infrared ray, a terahertz wave, a millimeter wave, a micro-
wave, a radio wave, and an ultrasonic wave.

The thirteenth aspect of the present disclosure provides a
moving body system including the sensing device according
to any one of the above aspects and a control device (20).
The control device controls the moving body based on a
detection result of the sensing device.

The fourteenth aspect of the present disclosure provides a
sensing method of detecting an object existing in a blind spot
in a surrounding environment of a moving body (2). The
method includes the steps of:

a distance measuring unit (12) detecting (S101) distance
information indicating a distance from the moving
body to the surrounding environment;

a control unit (13) detecting (S102, S103) a blind spot
region (R1) indicating a blind spot in the surrounding
environment based on the distance information; and

the control unit detecting (S102, S104) another moving
body (5) traveling toward the blind spot region in front
of the moving body.

The method further includes a step (S108) of a detection
unit radiating a physical signal (Sa) from the moving body
to the surrounding environment and detecting a reflected
signal (Sb) of the radiated physical signal.

The method further includes a step (S110) of the control
unit detecting an object (4) in the blind spot region based on
the reflected signal reflected by the other moving body in a
detection result of the detection unit.

The fifteenth aspect of the present disclosure provides a
program for causing a control unit to execute the sensing
method according to the fourteenth aspect.

The invention claimed is:

1. A sensing device that is mounted on a moving body and
detects an object existing in a blind spot in a surrounding
environment of the moving body, the sensing device com-
prising:

a detector that radiates a physical signal from the moving
body to the surrounding environment and detects a
reflected signal of the radiated physical signal;

a distance measuring unit that detects distance informa-
tion indicating a distance from the moving body to the
surrounding environment; and

a control circuit that analyzes a detection result made by
the detection unit, wherein

the control unit

detects a blind spot region indicating a blind spot in the
surrounding environment and then detects another
moving body traveling toward the detected blind spot
region in front of the moving body based on the
distance information, and

detects an object in the blind spot region based on the
reflected signal radiated from the moving body and
reflected by a surface of the other moving body in a
detection result of the detection unit.

2. The sensing device according to claim 1, wherein

when the other moving body traveling toward the blind
spot region in front of the moving body is detected, the
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control circuit controls the detector to radiate the physi-
cal signal toward the detected other moving body.
3. The sensing device according to claim 1, wherein
the control circuit calculates a first angle formed by a
traveling direction of the moving body and a traveling
direction of the other moving body and a first distance
between the detector and a reflection point of the other
moving body based on the distance information, and
calculates a third distance between the other moving body
and an object in the blind spot region based on the first
distance and a second distance between the moving
body and an object in the blind spot region calculated
based on a detection result made by the detection unit.
4. The sensing device according to claim 3, wherein
the control circuit calculates, based on an equation (1), an
angle 6x formed by a line segment connecting the
detector and a reflection point of the other moving body
and a line segment connecting a reflection point of the
other moving body and an object in the blind spot
region,

0x=180°-26b+20a o)

wherein 0b is the first angle, and 6a is a second angle
formed by a traveling direction of the moving body and
a radiation direction of the physical signal.

5. The sensing device according to claim 1, wherein the
control circuit determines a risk level regarding the blind
spot region based on a detection result of an object in the
blind spot region.

6. The sensing device according to claim 3, wherein the
control circuit determines a risk level regarding the blind
spot region based on at least one of the second distance, a
temporal change in the second distance, the third distance,
and a temporal change in the third distance.

7. The sensing device according to claim 1, further
comprising a drive unit that drives the moving body accord-
ing to a detection result of the control unit.

8. The sensing device according to claim 1, further
comprising a notification device that performs notification to
a user of the moving body according to a detection result of
the control unit.
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9. The sensing device according to claim 5, further
comprising a drive unit that drives the moving body accord-
ing to the risk level.

10. The sensing device according to claim 5, further
comprising a notification device that performs notification to
a user of the moving body according to the risk level.

11. The sensing device according to claim 1, wherein the
distance measuring unit includes at least one of a camera, a
radar, LIDAR, and a navigation device.

12. The sensing device according to claim 1, wherein the
physical signal includes at least one of an infrared ray, a
terahertz wave, a millimeter wave, a microwave, a radio
wave, and an ultrasonic wave.

13. A moving body system comprising:

the sensing device according to claim 1; and

a control device that controls the moving body based on
a detection result of the sensing device.

14. A sensing method of detecting an object existing in a
blind spot in a surrounding environment of a moving body,
the sensing method comprising the steps of:

a distance measuring unit mounted on the moving body
detecting distance information indicating a distance
from the moving body to the surrounding environment;

a control circuit mounted on the moving body detecting a
blind spot region indicating a blind spot in the sur-
rounding environment based on the distance informa-
tion;

the control circuit detecting another moving body travel-
ing toward the blind spot region in front of the moving
body;

a detector mounted on the moving body radiating a
physical signal from the moving body to the surround-
ing environment and detecting a reflected signal of the
radiated physical signal; and

the control circuit detecting an object in the blind spot
region based on the reflected signal radiated from the
moving body and reflected by a surface of the other
moving body in a detection result of the detection unit.

15. A program for causing a control circuit to execute the
sensing method according to claim 14.
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