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(57) ABSTRACT 
Methods, systems and computer readable media for discov 
ering edge devices within a network and establishing con 
nectivity between the edge devices and one or more corre 
sponding network services are described. In some 
implementations, the method can include Snooping a 
received packet to determine whether a source entity of the 
received packet is known and to determine whether the 
received packet can be handled by a first processing layer 
based on a rule set in the first processing layer and config 
ured to be accessed by the first processing layer. The method 
can also include classifying the packet at the first processing 
layer when the packet can be handled by the first processing 
layer, and forwarding the packet to a second processing layer 
when the packet cannot be handled by the first processing 
layer. 
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HOST DISCOVERY AND ATTACH 

TECHNICAL FIELD 

Some implementations relate generally to computer net 
works, and more particularly, to methods, systems and 
computer readable media for discovering edge devices 
within a network and establishing connectivity between the 
edge devices and one or more corresponding network Ser 
W1CS 

BACKGROUND 

Service discovery protocol suites such as mDNS, UPnP/ 
SSDP, LLMNR have helped make discovery of devices such 
as printers and display devices relatively easy. Further, using 
Zero configuration protocols and systems, client devices 
Such as phones, tablets, and laptops can discover available 
printers and display devices on a network. Technologies 
Such as these may have begun in home and Small office 
environments, but quickly spread to large enterprises, uni 
versities and Schools. 

Virtualized server instances (e.g., VMs) and storage 
devices are being utilized in some new application deploy 
ments today. The traditional “bare metal server approach is 
becoming a thing of the past. Consequently, a key problem 
faced by some IT departments is meeting the challenges of 
mapping virtualized server instances to appropriate network 
instances (e.g., network services). The dynamic migration 
capabilities of VMs can exacerbate this problem. 

Different management (responsibility) domains between 
the server management—and the network management team 
may complicate the matter and require relatively complex 
and costly coordination. Time to service for connecting a 
new application to the network can typically take days 
instead of minutes as it should. A need may exist for a simple 
and effective way to ensure that applications can be quickly 
attached to the correct network domain. 
Some implementations were conceived in light of the 

above mentioned needs, problems and/or limitations, among 
other things. 

SUMMARY 

Some implementations can include methods, systems and 
computer readable media for discovering edge devices 
within a network and establishing connectivity between the 
edge devices and one or more corresponding network Ser 
vices. A method can include "Snooping a received packet to 
determine whether a source entity of the received packet is 
known and to determine whether the received packet can be 
handled by a first processing layer based on a rule set in the 
first processing layer and configured to be accessed by the 
first processing layer. 
The method can also include classifying the packet at the 

first processing layer when the packet can be handled by the 
first processing layer, and forwarding the packet to a second 
processing layer when the packet cannot be handled by the 
first processing layer. The second processing layer can 
include a set of predefined, but adjustable, rules which can 
classify the packet further to make a forward or drop 
decision. The method can further include identifying a 
Source type of the received packet at the first processing 
layer, and determining, at the second processing layer, a 
predefined processing rule applicable to the received packet 
based on the Source type of the received packet and Source 
information of the received packet. The method can also 
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2 
include applying the determined rule to logically attach the 
source entity of the received packet with one or more 
network resources, and updating the rule set in the first 
processing layer to include the determined processing rule 
for the received packet. The method can further include 
processing the received packet in the first processing layer 
according to the updated first rule set. 

In the method implementation described above, the 
Snooping can include Snooping with an SPB-UNI Snooping 
interface. The source entity can include a virtual entity. The 
first processing layer can include a hardware fast path 
processing layer. The second processing layer can include a 
control plane processing layer. The source type can include, 
but is not limited to, one of VXLAN and VLAN and its 
virtual service identifiers. 
Some implementations can include a system comprising 

one or more processors configured to perform operations. 
The operations can include Snooping a received packet to 
determine whether a source entity of the received packet is 
known and to determine whether the received packet can be 
handled by a first processing layer based on a rule set in the 
first processing layer and configured to be accessed by the 
first processing layer. The operations can also include clas 
Sifying the packet at the first processing layer when the 
packet can be handled by the first processing layer, and 
forwarding the packet to a second processing layer when the 
packet cannot be handled by the first processing layer. The 
operations can further include identifying a source type of 
the received packet at the first processing layer, and deter 
mining, at the second processing layer, a predefined pro 
cessing rule applicable to the received packet based on the 
source type of the received packet and source information of 
the received packet. 
The operations can also include applying the determined 

rule to logically attach the source entity of the received 
packet with one or more network resources, and updating the 
rule set in the first processing layer to include the determined 
processing rule for the received packet. The operations can 
further include processing the received packet in the first 
processing layer according to the updated first rule set. 

In the system implementation described above, the Snoop 
ing can include Snooping with an SPB-UNI Snooping inter 
face. The source entity can include a virtual entity. The first 
processing layer can include a hardware fast path processing 
layer. The second processing layer can include a control 
plane processing layer. The Source type can include one of 
VXLAN and VLAN. 
Some implementations can include a nontransitory com 

puter readable medium having stored thereon software 
instructions that, when executed by one or more processors, 
cause the one or more processors to perform operations. The 
operations can include Snooping a received packet to deter 
mine whether a source entity of the received packet is known 
and to determine whether the received packet can be handled 
by a first processing layer based on a rule set associated with 
the first processing layer and configured to be accessed by 
the first processing layer. The operations can also include 
classifying the packet at the first processing layer when the 
packet can be handled by the first processing layer, and 
forwarding the packet to a second processing layer when the 
packet cannot be handled by the first processing layer. The 
operations can further include identifying a source type of 
the received packet at the first processing layer, and deter 
mining, at the second processing layer, a predefined pro 
cessing rule applicable to the received packet based on the 
Source type of the received packet and Source information of 
the received packet. 
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The operations can also include applying the determined 
rule to logically attach the source entity of the received 
packet with one or more network resources, and updating the 
rule set in the first processing layer to include the determined 
processing rule for the received packet. The operations can 
further include processing the received packet in the first 
processing layer according to the updated first rule set. 

In the nontransitory computer readable medium imple 
mentation described above, the Snooping can include Snoop 
ing with an SPB-UNI Snooping interface. The source entity 
can include a virtual entity. The first processing layer can 
include a hardware fast path processing layer. The second 
processing layer can include a control plane processing 
layer. The source type can include one of VXLAN and 
VLAN. 

Logically attaching the source entity of the received 
packet with one or more network resources includes logi 
cally attaching network traffic from a source network to a 
network service identifier (ISID). The source network can 
include, but is not limited to, VXLAN or VLAN. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a diagram of an example network environment 
for host discovery and attach in accordance with at least one 
implementation. 

FIG. 2 is a flowchart of an example method of host 
discovery and attach in accordance with at least one imple 
mentation. 

FIG. 3 is a diagram of an example computer system for 
host discovery and attach in accordance with at least one 
implementation. 

DETAILED DESCRIPTION 

In general, some implementations can provide dynamic 
attachment of hosts (e.g., SPB) to services (e.g., ISID) via 
one or more rule sets. The dynamic attachment can include 
a Snooping method to discover and attach virtual devices to 
network resource without using any additional protocols to 
detect service end-points. For example, some implementa 
tions can include a new SPB-UNI functionality having 
specific Snooping capabilities. These Snooping capabilities 
can permit a Switch to dynamically attach an edge device 
(e.g., a virtual machine or VM) to appropriate network 
resources based on a given policy, which can be pre-defined. 
An SPB-UNI Snooping interface can be configured to “lis 
ten' to incoming message (or packet) traffic and determine 
whether the switch should forward the traffic onto the correct 
SPB Service Instance (ISID) based on a pre-defined rule set. 
Some implementations can include a generic policy in 

which most (or all) VLANs are attached to VSNs based on 
a generic mapping rule-set (e.g., for a one-domain deploy 
ment). Alternatively, or in addition to the generic policy, the 
system can include a set of rules that allow attaching to 
different domains based on the ingressing VLAN or 
VXLAN IDs (or source type) in a “fine grain” or specific 
a. 

If a packet cannot be classified using hardware (HW) 
(e.g., a fast path layer), the packet can be sent to a CPU (e.g., 
a control plane system layer), where a Snooping process 
(e.g., a UNI-Snooping daemon) on the control plane can 
check the policy against the incoming communication 
request (e.g., packet) and program the HW accordingly to 
ensure that all Subsequent packets are forwarded according 
to policy. Thus, the system can automatically attach virtual 
devices to an appropriate network resource and update the 
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4 
HW programming so future packets to/from the virtual 
device are handled using the relatively fast HW processing. 
Some implementations can be largely vendor implemen 

tation independent, with only packet format information 
needed for the snooping interface (e.g., VLAN, VXLAN, 
NVGRE, STT and the like). In particular, some implemen 
tations can provide a solution for VLAN and VXLAN. 
Some implementations can provide a simple, automated 

and generic Solution for mapping and transporting network 
traffic (e.g., VLAN and VXLAN traffic) originating from 
virtualized environments (e.g., virtual machine (VM), 
vSwitch, and the like) via fabric virtual service networks 
(VSNs). Further, some implementations can provide a sepa 
ration of concerns relative to the management domains (e.g., 
networking VS. compute) allowing the domains to co-exist in 
an independent model without requiring per event coordi 
nation between networking and compute operations teams 
thus delivering short service delivery times and significantly 
reduced operational expenses by reducing coordination and 
fault domains. 

For example, an implementation can permit a VMware 
environment in which server operations staff uses VMware 
VCenter to add, move, change and delete VMs while the 
network automatically provisions the required services 
based on pre-defined policies without any need for complex, 
per event coordination between networking and compute 
operations teams. 

Further, the UNI-Snooping function does not necessarily 
replace solutions such as Avaya Virtual Provisioning Ser 
vices (VPS), Fabric Attach/Auto Attach (FA), VXLAN-GW, 
SDN or the like, but rather can work in conjunction with one 
or more of these solutions. For example, a UNI-snooping 
solution can be configured to work with VPS where VPS 
documents all VM move activities. In such an implementa 
tion, VPS would not have to actually program the switch 
ports anymore, but rather could leave that programming task 
to the Switches themselves. This can increase the scaling and 
speed of a solution dramatically. 

In some implementations, UNI-Snooping can extend the 
auto-attachment functionality beyond specific (e.g., 
VMWare only) deployments to any kind of VM deploy 
ments and thus provide a multi-functional Solution. In some 
implementations, UNI-Snooping can be configured to pro 
vide VXLANGW capabilities of the switch hardware in a 
VXLAN environment. 

UNI-Snooping may not replace FA because UNI-Snooping 
is only targeted at the server edge and would not be 
applicable for some deployments (e.g., campus riser deploy 
ments where VLAN memberships are very rarely changing). 
SDN deployments can benefit from UNI-Snooping as well 
by removing the need for the SDN controller to own the 
responsibility to tie the compute/storage resources to the 
network resources, but rather focus on the higher level 
bindings and applications needs. 

Because UNI-snooping interface functionality is based on 
actual traffic to determine actual service provisioning, it can 
also work seamlessly in a blade server/switch environment, 
for example when the blade switch has been put into a 
transparency mode. This implementation can permit the 
network UNI-Snooping port to determine whether the ser 
vice should be made available or not. UNI-Snooping could 
also be extended to Support a FC Jeda Solution seamlessly, 
for example. 

FIG. 1 is a diagram of an example network environment 
for host discovery and attach in accordance with at least one 
implementation. In particular, the network environment 100 
includes a received message 102, a listener 104, a control 



US 9,641,628 B2 
5 

plane 106, one or more rule/policy sets 108 including 
generic rules/policies 110 and/or specific rules/policies 112, 
a hardware classifier module 114, hardware rule set 116, and 
a forwarded message 118. 

In operation, the message 102 is received. The listener 
module 104 can be set up to listen to a given domain (e.g., 
ID & NAME) and associated ports (SWITCH/PORT) and to 
Snoop the message to determine if the message can be 
processed by the hardware classifier module 114 (or hard 
ware processing layer or a fast path layer, see, e.g., flowchart 
section 203 of FIG. 2). During the snooping process, the 
listener module 104 can reference the hardware rule set 116 
directly or via reference or by copy. 

If the message 102 can be processed by the hardware 
processing layer 114, the message 102 is processed accord 
ing to the logical attachment between the source of the 
message (e.g., a VM) and a network resource (e.g., an ISID) 
stored in the hardware rule set 116. If the message 102 
cannot be processed by the hardware classifier module 114, 
then the message 102 is sent to a control plane layer (or 
system) 106 (e.g., a software application layer executing on 
a processor, see, e.g., flowchart section 207 in FIG. 2). 

At the control plane layer 106, the message 102 is 
analyzed and compared against a rule/policy set 108. Based 
on the rule/policy set 108, an entry for the hardware rule set 
116 can be generated and stored in the hardware rule set 116. 
The message 102 (e.g., VXLAN/VLAN traffic) can then be 
processed by the hardware layer 114 and forwarded 118 
according to the attached network resource (e.g., ISID). 

FIG. 2 is a flowchart of an example method of host 
discovery and attach in accordance with at least one imple 
mentation. Processing begins at 202, where a message Such 
as a VXLAN or VLAN packet is received. Processing 
continues to 204. 

At 204, it is determined whether a source ID (e.g., the 
VXLAN/VLAN ID) of the received message is known. For 
example, a listener or Snooping interface (e.g., 104) can be 
used to determine whether the received message is known 
and thus can be processed by a hardware fast processing 
layer (203). If the message can be processed by a hardware 
processing layer, processing continues to 206. Otherwise, 
processing continues to 208, where a control plane (or CPU 
processing) layer 207 handles the received message. 

At 206, the message is processed by a hardware process 
ing layer. 

At 208, a source type of the message is determined. For 
example, it is determined whether the message is a VXLAN 
or VLAN source type. If the message is a VLAN message, 
then processing continues to 210. If the message is a 
VXLAN message, then processing continues to 212. 

At 210, the rules for the VLAN message type are refer 
enced to determine how to handle this type of message. The 
message source type and Source information are used to 
determine which rule of the VLAN rule/policy set 218 are 
applicable. Processing continues to 214. 

At 212, the rules for the VXLAN message type are 
referenced to determine how to handle this type of message. 
The message source type and source information are used to 
determine which rule of the VXLAN rule/policy set 220 are 
applicable. Processing continues to 213. 

At 213, the message is optionally processed. The process 
ing can include forwarding the message or dropping the 
message. Processing continues to 214. 

At 214, the processing rule to process the message (e.g., 
attach traffic from the message source to a network resource) 
is written to the hardware processing layer rule set 216. 
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6 
202-214 can be repeated in whole or in part in order to 

accomplish a contemplated host discovery and attach opera 
tion. 
An example host discovery and attach configuration file 

for the system shown in FIG. 1 or the method shown in FIG. 
2 can include: 
GLOBAL: ENABLE/DISABLE (default); VXLAN, 

VLAN or both 
GLOBAL: "Snooping Domain (ID & NAME) and asso 

ciated ports (SWITCH/PORT) 
PER DOMAIN: I-SID prefix for VLAN ID to I-SID 

mapping 
PER DOMAIN: Rules 
VLAN/VXLAN Ranges to accept 
VLAN/VXLAN Ranges to drop 
DEFAULT behavior (accept and map/drop) 
PER DOMAIN: Timeout (default 0.5d) 
(OPTIONAL) PER DOMAIN with optional per port 

Override: SECURITY 
FIG. 3 is a diagram of an example computer system 300 

in accordance with at least one implementation. The com 
puter system 300 includes a processor 302, operating system 
304, memory 306 and I/O interface 308. The memory 306 
can include a database for host discovery and attach appli 
cation 310 and a database 312 (e.g., configured to store host 
discovery and attach rules and/or policies, or the like). 

In operation, the processor 302 may execute the applica 
tion 410 stored in the memory 306. The application 310 can 
include software instructions that, when executed by the 
processor, cause the processor to perform operations for 
building and using a location database for service discovery 
in accordance with the present disclosure (e.g., performing 
one or more of steps 202-214 described above). The appli 
cation program 310 can operate in conjunction with the 
database 312 and the operating system 304. 

In one configuration and application example implemen 
tation, a network environment can include hypervisors and 
VMs with distributed vSwitches, standalone hypervisors and 
VMs, physical servers connected though VLAN, and a 
fabric connect infrastructure. 

In operation, a network administrator can configure a 
"Snooping Domain or snooping interface (e.g., SPB-UNI 
Snooping interface) and assigns the ports hosting VMs with 
relevant policies. A switch, on the fabric UNI, detects 
VXLAN traffic. The switch can then create a rule and map 
the VXLAN traffic to the I-SID based on policy and rules. 
Network Admin maps VLAN 200 to I-SID for physical 
SeVe. 

In another example, a multi-tenant environment includes 
hypervisors and VMs controlled by a first tenant and hyper 
visors and VMs controlled by a second tenant, all connected 
by a fabric connect infrastructure. In operation, a network 
administrator configures two "Snooping Domains’ (one for 
each tenant) and assigns the ports with relevant policies. 
The multi-tenant example configuration can also be appli 

cable for one tenant with multiple domains (e.g., DCs. 
organizations, and the like), and for one tenant with multiple 
solutions in one DC (e.g., KVM, VMW, Microsoft, and the 
like). 

In another multi-tenant configuration and operation 
example, a system administrator can creates two VM 
instances from a VM management platform and assign them 
to a first VLAN (e.g., VLAN 100). In operation, switches on 
the fabric UNI detect traffic on the first VLAN and create 
and map VLAN 100 to an I-SID based on policy and rules. 
It will be appreciated that in many environments there may 
be blade servers with blade switches and/or 3rd party TOR 
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Switches. The example multi-tenant configuration can Sup 
port all these switch/server configurations little or no addi 
tions or changes. 

In yet another multi-tenant configuration and operation 
example, a system administrator creates two VM instances 
from a VM management system and assigns them to a first 
VXLAN (e.g., VXLAN 2100). In operation, switches on the 
fabric UNI detect VXLAN 2100 traffic and create and map 
VXLAN 2100 to an I-SID based on policy and rules. As a 
result, connectivity between the VMs can be established 
automatically based on Snooping domain policies. VM man 
agement domains can be completely detached from the 
network. 

In a VMware/Vswitch configuration and operation 
example, the network environment can include hypervisors 
and VMs controlled by VMW vSphere and dvS, for 
example. The network environment can include a fabric 
connect infrastructure. 

In operation, a network administrator can configures a 
"Snooping Domain and assigns the ports with relevant 
policies. 
The system administrator can configure ESX clusters and 

can eithera) instruct the dvs to use a specific VLAN ID (e.g., 
VLAN #2000) to tunnel VXLAN traffic over the physical 
network or b) not configure the VLAN ID. In case a). 
switches on fabric UNI detect VLAN #2000 traffic, create 
and map to I-SID based on policy and rules. Also, vSphere 
directed VXLAN traffic can be tunneled over VLAN #2000. 

In another example, a network environment includes 
VMware distributed Vswitches in which hypervisors and 
VMs are controlled by VMW vSphere and dvS. The 
example environment can also include a fabric connect 
infrastructure. 

In operation, a network administrator configures a 
"Snooping Domain” (e.g., an SPB-UNI Snooper) and 
assigns the ports with relevant policies. In operation, a 
system administrator configures ESX clusters and can either 
a) instruct the dvs to use a specific VLAN ID to tunnel 
VXLAN traffic over the physical network or b) not configure 
the VLAN ID. In the case of a), switches on the fabric UNI, 
detect VLAN traffic via the Snooping domain and create and 
map to I-SID based on policy and rules. vSphere directed 
VXLAN traffic is tunneled over the VLAN. 

In the case ofb), no VLAN ID is configured. Switches on 
the fabric UNI detect VXLAN IDs, and create and map to 
I-SIDs based on policy and rules. 

It will be appreciated that the modules, processes, sys 
tems, and sections described above can be implemented in 
hardware, hardware programmed by Software, software 
instructions stored on a nontransitory computer readable 
medium or a combination of the above. A system as 
described above, for example, can include a processor 
configured to execute a sequence of programmed instruc 
tions stored on a nontransitory computer readable medium. 
For example, the processor can include, but not be limited 
to, a personal computer or workstation or other such com 
puting system that includes a processor, microprocessor, 
microcontroller device, or is comprised of control logic 
including integrated circuits such as, for example, an Appli 
cation Specific Integrated Circuit (ASIC). The instructions 
can be compiled from source code instructions provided in 
accordance with a programming language Such as Java, C. 
C++, C#.net, assembly or the like. The instructions can also 
comprise code and data objects provided in accordance with, 
for example, the Visual BasicTM language, or another struc 
tured or object-oriented programming language. The 
sequence of programmed instructions, or programmable 
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8 
logic device configuration Software, and data associated 
therewith can be stored in a nontransitory computer-readable 
medium such as a computer memory or storage device 
which may be any Suitable memory apparatus, such as, but 
not limited to ROM, PROM, EEPROM, RAM, flash 
memory, disk drive and the like. 

Furthermore, the modules, processes systems, and sec 
tions can be implemented as a single processor or as a 
distributed processor. Further, it should be appreciated that 
the steps mentioned above may be performed on a single or 
distributed processor (single and/or multi-core, or cloud 
computing system). Also, the processes, system compo 
nents, modules, and Sub-modules described in the various 
figures of and for embodiments above may be distributed 
across multiple computers or systems or may be co-located 
in a single processor or system. Example structural embodi 
ment alternatives suitable for implementing the modules, 
sections, systems, means, or processes described herein are 
provided below. 
The modules, processors or systems described above can 

be implemented as a programmed general purpose com 
puter, an electronic device programmed with microcode, a 
hard-wired analog logic circuit, software stored on a com 
puter-readable medium or signal, an optical computing 
device, a networked system of electronic and/or optical 
devices, a special purpose computing device, an integrated 
circuit device, a semiconductor chip, and/or a software 
module or object stored on a computer-readable medium or 
signal, for example. 
Embodiments of the method and system (or their sub 

components or modules), may be implemented on a general 
purpose computer, a special-purpose computer, a pro 
grammed microprocessor or microcontroller and peripheral 
integrated circuit element, an ASIC or other integrated 
circuit, a digital signal processor, a hardwired electronic or 
logic circuit such as a discrete element circuit, a pro 
grammed logic circuit such as a PLD, PLA, FPGA, PAL, or 
the like. In general, any processor capable of implementing 
the functions or steps described herein can be used to 
implement embodiments of the method, system, or a com 
puter program product (software program stored on a non 
transitory computer readable medium). 

Furthermore, embodiments of the disclosed method, sys 
tem, and computer program product (or Software instruc 
tions stored on a nontransitory computer readable medium) 
may be readily implemented, fully or partially, in software 
using, for example, object or object-oriented Software devel 
opment environments that provide portable source code that 
can be used on a variety of computer platforms. Alterna 
tively, embodiments of the disclosed method, system, and 
computer program product can be implemented partially or 
fully in hardware using, for example, standard logic circuits 
or a VLSI design. Other hardware or software can be used 
to implement embodiments depending on the speed and/or 
efficiency requirements of the systems, the particular func 
tion, and/or particular Software or hardware system, micro 
processor, or microcomputer being utilized. Embodiments 
of the method, system, and computer program product can 
be implemented in hardware and/or software using any 
known or later developed systems or structures, devices 
and/or software by those of ordinary skill in the applicable 
art from the function description provided herein and with a 
general basic knowledge of the Software engineering and 
computer networking arts. 

Moreover, embodiments of the disclosed method, system, 
and computer readable media (or computer program prod 
uct) can be implemented in Software executed on a pro 
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grammed general purpose computer, a special purpose com 
puter, a microprocessor, a network server or Switch, or the 
like. 

It is, therefore, apparent that there is provided, in accor 
dance with the various embodiments disclosed herein, meth 
ods, systems and computer readable media for discovering 
edge devices within a network and establishing connectivity 
between the edge devices and one or more corresponding 
network services. 

While the disclosed subject matter has been described in 
conjunction with a number of embodiments, it is evident that 
many alternatives, modifications and variations would be, or 
are, apparent to those of ordinary skill in the applicable arts. 
Accordingly, Applicants intend to embrace all Such alterna 
tives, modifications, equivalents and variations that are 
within the spirit and scope of the disclosed subject matter. 

What is claimed is: 
1. A method comprising: 
Snooping a received packet to determine whether a source 

entity of the received packet is known and to determine 
whether the received packet can be handled by a first 
processing layer based on a rule set in the first pro 
cessing layer and configured to be accessed by the first 
processing layer, 

classifying the packet at the first processing layer when 
the packet can be handled by the first processing layer; 

forwarding the packet to a second processing layer when 
the packet cannot be handled by the first processing 
layer; 

identifying a source type of the received packet at the first 
processing layer; 

determining, at the second processing layer, a predefined 
processing rule applicable to the received packet based 
on the Source type of the received packet and Source 
information of the received packet; 

applying the determined rule to logically attach the Source 
entity of the received packet with one or more network 
resources; 

updating the rule set in the first processing layer to include 
the determined processing rule for the received packet; 
and 

processing the received packet in the first processing layer 
according to the updated first rule set. 

2. The method of claim 1, wherein the snooping includes 
Snooping with an SPB-UNI Snooping interface. 

3. The method of claim 1, wherein the source entity is a 
virtual entity. 

4. The method of claim 1, wherein the first processing 
layer is a hardware fast path processing layer. 

5. The method of claim 1, wherein the second processing 
layer is a control plane processing layer. 

6. The method of claim 1, wherein the source type 
includes one of VXLAN and VLAN. 

7. A system comprising one or more processors config 
ured to perform operations including: 

Snooping a received packet to determine whether a source 
entity of the received packet is known and to determine 
whether the received packet can be handled by a first 
processing layer based on a rule set in the first pro 
cessing layer and configured to be accessed by the first 
processing layer, 

classifying the packet at the first processing layer when 
the packet can be handled by the first processing layer; 

forwarding the packet to a second processing layer when 
the packet cannot be handled by the first processing 
layer; 

5 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

10 
identifying a source type of the received packet at the first 

processing layer, 
determining, at the second processing layer, a predefined 

processing rule applicable to the received packet based 
on the Source type of the received packet and source 
information of the received packet; 

applying the determined rule to logically attach the Source 
entity of the received packet with one or more network 
resources; 

updating the rule set in the first processing layer to include 
the determined processing rule for the received packet; 
and 

processing the received packet in the first processing layer 
according to the updated first rule set. 

8. The system of claim 7, wherein the snooping includes 
Snooping with an SPB-UNI Snooping interface. 

9. The system of claim 7, wherein the source entity is a 
virtual entity. 

10. The system of claim 7, wherein the first processing 
layer is a hardware fast path processing layer. 

11. The system of claim 7, wherein the second processing 
layer is a control plane processing layer. 

12. The system of claim 7, wherein the source type 
includes one of VXLAN and VLAN. 

13. A nontransitory computer readable medium having 
stored thereon software instructions that, when executed by 
one or more processors, cause the one or more processors to 
perform operations including: 

Snooping a received packet to determine whether a source 
entity of the received packet is known and to determine 
whether the received packet can be handled by a first 
processing layer based on a rule set in the first pro 
cessing layer and configured to be accessed by the first 
processing layer, 

classifying the packet at the first processing layer when 
the packet can be handled by the first processing layer; 

forwarding the packet to a second processing layer when 
the packet cannot be handled by the first processing 
layer; 

identifying a source type of the received packet at the first 
processing layer, 

determining, at the second processing layer, a predefined 
processing rule applicable to the received packet based 
on the Source type of the received packet and source 
information of the received packet; 

applying the determined rule to logically attach the Source 
entity of the received packet with one or more network 
resources; 

updating the rule set in the first processing layer to include 
the determined processing rule for the received packet; 
and 

processing the received packet in the first processing layer 
according to the updated first rule set. 

14. The nontransitory computer readable medium of 
claim 13, wherein the Snooping includes Snooping with an 
SPB-UNI Snooping interface. 

15. The nontransitory computer readable medium of 
claim 13, wherein the source entity is a virtual entity. 

16. The nontransitory computer readable medium of 
claim 13, wherein the first processing layer is a hardware 
fast path processing layer. 

17. The nontransitory computer readable medium of 
claim 13, wherein the second processing layer is a control 
plane processing layer. 

18. The nontransitory computer readable medium of 
claim 13, wherein the source type includes one of VXLAN 
and VLAN. 
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19. The nontransitory computer readable medium of 
claim 13, wherein logically attaching the Source entity of the 
received packet with one or more network resources 
includes logically attaching network traffic from a source 
network to a network service identifier (ISID). 5 

20. The nontransitory computer readable medium of 
claim 19, wherein the source network includes one of 
VXLAN and VLAN. 
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