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COMPLEMENTARY SPACE REDUCTION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application is related to co-pending U.S. patent 
application Ser. No. 12/416,139 for Opportunistic Global 
Space Reduction and filed concurrently herewith, which is 
incorporated herein by reference for all purposes; co-pend 
ing U.S. patent application Ser. No. 12/416,145 for Global 
Space Reduction Groups and filed concurrently herewith, 
which is incorporated herein by reference for all purposes: 
and co-pending U.S. patent application Ser. No. 12/416,147 
for Opportunistic Restore and filed concurrently herewith, 
which is incorporated herein by reference for all purposes. 

FIELD OF THE INVENTION 

The present invention relates generally to information 
storage systems, and more particularly, to systems and 
methods of efficiently backing up information. 

BACKGROUND OF THE INVENTION 

Backup applications read data from sources and store 
copies of Source data in different locations. Backing up data 
is important because it enables users of data to access data 
in the event an original copy of data is corrupted or 
destroyed. 

Typically, backup copies of data are stored in remote 
locations. Backup applications may utilize a network con 
nection to read data from a client and store copies of the 
client's data in a data warehouse hundreds of miles away. 

However, many of today’s clients have an intermittent 
connection to a network connection. For example, a client 
may include a laptop which frequently moves between 
worksites, or a cell phone which roams in and out of service, 
among others. If a network connection is unavailable, 
backup applications cannot remotely perform a backup. 

There is a need, therefore, for an improved method, article 
of manufacture, and apparatus for backing up information. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention will be readily understood by the 
following detailed description in conjunction with the 
accompanying drawings, wherein like reference numerals 
designate like structural elements, and in which: 

FIG. 1 is a diagram of an embodiment of a backup system 
in accordance with the invention. 

FIG. 2 is a diagram of an embodiment of a backup system 
in accordance with the invention. 

FIG. 3 is a flowchart of a method to backup information 
in accordance with the invention. 

FIG. 4 is a flowchart of a method to restore information 
in accordance with the invention. 

FIG. 5 is a flowchart of a method to backup information 
in accordance with the invention. 

FIG. 6 is a flowchart of a method to backup information 
in accordance with the invention. 

DETAILED DESCRIPTION 

A detailed description of one or more embodiments of the 
invention is provided below along with accompanying fig 
ures that illustrate the principles of the invention. While the 
invention is described in conjunction with Such 
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2 
embodiment(s), it should be understood that the invention is 
not limited to any one embodiment. On the contrary, the 
scope of the invention is limited only by the claims and the 
invention encompasses numerous alternatives, modifica 
tions, and equivalents. For the purpose of example, numer 
ous specific details are set forth in the following description 
in order to provide a thorough understanding of the present 
invention. These details are provided for the purpose of 
example, and the present invention may be practiced accord 
ing to the claims without some or all of these specific details. 
For the purpose of clarity, technical material that is known 
in the technical fields related to the invention has not been 
described in detail so that the present invention is not 
unnecessarily obscured. 

It should be appreciated that the present invention can be 
implemented in numerous ways, including as a process, an 
apparatus, a system, a device, a method, or a computer 
readable medium such as a computer readable storage 
medium containing computer readable instructions or com 
puter program code, or as a computer program product, 
comprising a computer usable medium having a computer 
readable program code embodied therein. In the context of 
this disclosure, a computer usable medium or computer 
readable medium may be any medium that can contain or 
store the program for use by or in connection with the 
instruction execution system, apparatus or device. For 
example, the computer readable storage medium or com 
puter usable medium may be, but is not limited to, a random 
access memory (RAM), read-only memory (ROM), or a 
persistent store, such as a mass storage device, hard drives, 
CDROM, DVDROM, tape, erasable programmable read 
only memory (EPROM or flash memory), or any magnetic, 
electromagnetic, infrared, optical, or electrical means sys 
tem, apparatus or device for storing information. Alterna 
tively or additionally, the computer readable storage 
medium or computer usable medium may be any combina 
tion of these devices or even paper or another suitable 
medium upon which the program code is printed, as the 
program code can be electronically captured, via, for 
instance, optical scanning of the paper or other medium, 
then compiled, interpreted, or otherwise processed in a 
Suitable manner, if necessary, and then stored in a computer 
memory. Applications, software programs or computer read 
able instructions may be referred to as components or 
modules. Applications may be hardwired or hard coded in 
hardware or take the form of software executing on a general 
purpose computer or be hardwired or hard coded in hard 
ware such that when the software is loaded into and/or 
executed by the computer, the computer becomes an appa 
ratus for practicing the invention. Applications may also be 
downloaded in whole or in part through the use of a software 
development kit or toolkit that enables the creation and 
implementation of the present invention. In this specifica 
tion, these implementations, or any other form that the 
invention may take, may be referred to as techniques. In 
general, the order of the steps of disclosed processes may be 
altered within the scope of the invention. 
An embodiment of the invention will be described with 

reference to a backup system in the form of a storage system 
configured to store files, but it should be understood that the 
principles of the invention are not limited to data storage 
systems. Rather, they are applicable to any system capable 
of storing and handling various types of objects, in analog, 
digital, or other form. Although terms such as document, 
file, object, etc. may be used by way of example, the 
principles of the invention are not limited to any particular 
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form of representing and storing data or other information; 
rather, they are equally applicable to any object capable of 
representing information. 

Disclosed herein are a method and system to efficiently 
backup information. Typically, backups are conducted 
according to a set schedule. For example, a backup may 
occur every day, or every week. However, Such backups do 
not take into account the connectivity or availability of a 
client. For example, a client may be behind a firewall and 
unauthorized to connect to a server, or a client may be 
disconnected from a network. Nor do Such backups consider 
the availability of a server. For example, a server may be too 
busy to perform a backup when convenient for the client. 

Furthermore, many backups perform space reduction, 
Such as deduplication or compression, on data. This may 
include identifying global redundant data (redundant data 
across all clients) and storing a single instance copy of the 
global redundant data on a server storage. If a server was 
unavailable, a backup application would be unable to deter 
mine previously identified single instance copies of data. 
The present invention allows for backup systems to 

perform global space reduction opportunistically. In some 
embodiments, each client performs space reduction on its 
own data. When convenient (e.g. connected, available, 
authorized, etc.), a client may store its space reduced data in 
an intermediate shared storage. Similarly, a server may at its 
convenience retrieve client space reduced data from the 
intermediate shared storage. 

FIG. 1 illustrates an embodiment of the present invention. 
A backup system 10 comprises clients 100, intermediate 
shared storages 102, backup server 104, server storage 106, 
intermediate servers 108, and client storages 110. Clients 
100 are the sources of backup data, and may be mobile or 
non-mobile. Mobile clients are clients which frequently 
change location, such as cell phones or laptops. Non-mobile 
clients are clients which remain in the same location, Such 
as desktop computers. Client storages 110 are storage 
devices in which clients 100 may store data. Intermediate 
shared storages 102 are storage devices in which clients 100 
may store data. Intermediate servers 108 retrieves data from 
intermediate shared storages 102. Server storage 106 is 
available for server 104 to store data in. Intermediate servers 
108 manage and implement policies for intermediate shared 
storages 102. Though FIG. 1 shows intermediate servers 108 
to manage policies for intermediate shared storages 102. 
backup server 104 may also centrally manage policies for 
backup system 10. It should be understood that any type of 
storage may be used, such as disk drives, tape drives, content 
addressable storage, flash memory, optical drives, CD-Re 
cordable drives, DVD-Recordable drives, non-volatile stor 
age, etc. 

Mobile clients commonly have intermittent connections 
with a network. For example, cell phones may roam in and 
out of service, and laptops may be carried in and out of 
networks. Networks also routinely implement firewalls, 
which may limit the connectivity of mobile clients. Due to 
intermittent connections, it is very difficult for backup 
systems to schedule a backup in which all clients (mobile 
and non-mobile) are available. 
As shown by dashed lines connecting client 100 and 

intermediate server 108, any or all clients 100 may have an 
intermittent connection to intermediate servers 108. Security 
is enhanced when clients use standard network Storage 
protocols (e.g., NFS or CIFS) to transfer data to or from 
intermediate servers because non-standard ports need not be 
opened in a firewall. 
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4 
Intermittent connections present further difficulties for 

backup systems utilizing global space reduction. For 
example, several clients may have a copy of an email 
attachment. A backup system utilizing global deduplication, 
a form of space reduction, would store only a single copy of 
the email attachment in a server storage. However, if a client 
was temporarily disconnected from the server, the discon 
nected client would be unable to access the server and 
unable to identify redundant data. Note that redundant data 
in the email attachment could be eliminated at a file-level or 
subfile-level. 

Intermediate shared storages address this problem. In 
Some embodiments, clients with an intermittent connection 
may store their data in intermediate shared storages when a 
connection is available. For example, a laptop at home may 
not have authorization to store data in an intermediate shared 
storage, but when taken to the office, would be connected to 
a corporate intranet and allowed to access the intermediate 
shared storage. As shown by FIG. 1, a plurality of interme 
diate shared storages may be available to a plurality of 
clients. 

Clients may store their data in intermediate shared stor 
ages in a variety of ways. For example, a client may store its 
data in a unique folder in an intermediate shared storage, 
separating its data from the data of other clients. A client 
may also store its data in a general folder in an intermediate 
shared storage, thereby mixing its data with the data of other 
clients. Though FIG. 1 illustrates a plurality of clients 
connecting to a single intermediate shared storage, the 
present invention allows for clients to connect to multiple 
intermediate shared storages. A single client may connect to 
multiple intermediate shared storages. 

Clients may perform any number of space reduction 
methods on their data before storing their data in an inter 
mediate shared storage. This may be preferable due to 
limited space on a client, limited bandwidth, etc. In some 
embodiments, clients may perform space reduction, such as 
delta-based deduplication. Delta-based deduplication, also 
known as byte-level data differencing or delta encoding, 
stores or transmits data in the form of differences from a 
baseline copy. The baseline copy is a complete point-in-time 
copy of the data used to recreate other versions of the data. 
These other versions of the data may include updates or 
other modifications of the baseline copy. Delta-based dedu 
plication has advantages when utilized by a client. Since 
clients transmit versions serially, the most a client would 
lose if a network connection was suddenly lost would be the 
version being transmitted (e.g. versions 1 and 2 transferred 
Successfully, transmission of version 3 interrupted, can 
resume transfer starting with version 3). Clients need not 
perform space reduction on client data. 

If a network connection is highly intermittent (frequent 
interruptions), a transfer queue may be utilized. For 
example, if a client attempted to store four files in an 
intermediate shared storage, but the network connection was 
lost during transmission of the second file, a transfer queue 
would include the last three files. When the network con 
nection is restored, the client would begin from the transfer 
queue, instead of attempting to store all four files. By storing 
data serially via a transfer queue, the most data that would 
have to be re-transmitted if a connection was lost would be 
the last data sent when interrupted. 
By having clients actively store client data in intermediate 

shared storage, the problem of individual client connectivity 
is resolved. Clients may locally space reduce their data, and 
transmit their data according to each individual clients 
connectivity. The availability of a server is no longer an 
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issue (from the client’s viewpoint), nor is the availability of 
other clients. A client may globally space reduce its data, 
even if every other client is disconnected from the network 
during the space reduction, and may also asynchronously 
store their data in an intermediate shared storage. 

After an intermediate shared storage data has client data 
stored in it, the intermediate server may conduct further 
space reduction. The intermediate server need not perform 
the same space reduction method performed by any of its 
client. For example, clients may perform delta-based dedu 
plication on client data, while a server may perform com 
monality factoring deduplication on data in the intermediate 
shared storage. 
Commonality factoring, also known as hash-based dedu 

plication, defines and computes atomic units of data, pro 
viding a mechanism for finding Subsets of the data that are 
replicated across time or within and across data sets, and 
reducing or eliminating the replicated data. 

FIG. 6 illustrates a process for using a plurality of space 
reduction methods, comprising using a first space reduction 
method to space reduce client data in step 600, transmitting 
the first space reduced data from a client to an intermediate 
shared storage at a time convenient for the client in step 602, 
using a second space reduction method to space reduce data 
from the intermediate shared storage in step 604, transfer 
ring the second space reduced data to a server in step 606, 
and storing the data in a server storage in step 608. 

In some embodiments, an intermediate server is always 
connected to a server. For example, an intermediate server 
may be inside a corporate firewall, and a server may 
designate a specific port for the intermediate server. Since an 
intermediate server is always connected to a server, the 
connectivity of clients is no longer an issue (from the 
server's viewpoint). 
The intermediate server may conduct a space reduction of 

data in the intermediate shared storage when it is convenient 
for the server (e.g. low server load, sufficient bandwidth, 
etc.), and store the space reduced intermediate shared Stor 
age data in a server storage. Since the data in the interme 
diate shared storage data is a compilation of data from every 
client, the intermediate server may perform reduction glob 
ally, i.e. spanning all of its clients. The intermediate server 
manages the space on the intermediate shared storage 
according to policies that may be established by the server. 
This allows Subsequent client backups and global space 
reduction to be performed without running out of space. If 
new data is found in the intermediate shared storage, the 
server may retrieve the new data and store it in the server 
storage. If no new data is found in the intermediate shared 
storage, the intermediate shared storage data may be dis 
carded. 

In some embodiments, since the data in an intermediate 
shared storage is a compilation of data from every client, by 
space reducing the intermediate shared storage data, the 
intermediate server is performing a global space reduction. 
It should be noted that the intermediate shared storage is 
passive throughout the process—clients store data in the 
intermediate shared storage when it is convenient for clients, 
and intermediate servers or servers perform space reduction 
on the intermediate shared storage data when it is convenient 
for intermediate servers and servers. 

Since data stored in the server storage is global space 
reduced data, data stored in intermediate shared storages 
may be deleted by the intermediate servers. In this way, 
intermediate shared storage acts like a buffer temporarily 
storing client data until a server processes and retrieves the 
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6 
data. In some embodiments, intermediate servers decide 
when to delete data from the intermediate shared storage 
based on a policy. 

Policies may vary depending on user preference. If a user 
desired a faster restore process (e.g. data on server is used to 
restore client to a previously stored State), it may be pref 
erable to retain some data on the intermediate shared stor 
age. Clients may receive Some data from the intermediate 
shared storage, instead of the server, thereby conserving 
bandwidth between the server and intermediate shared stor 
age. 

FIG. 3 illustrates a flowchart for backing up information 
in one embodiment of the present invention. In step 300, 
data is transmitted from a first client to an intermediate 
shared storage at a time convenient for the first client. In step 
302, data is transmitted from a second client to an interme 
diate shared storage at a time convenient for the second 
client. In step 304, the transmitted data is transferred from 
the intermediate shared storage to a server at a time deter 
mined by the server. In step 306, the transferred data is space 
reduced. In step 308, the space reduced data is stored in a 
server storage. 
The above method may also utilize source space reduc 

tion. Data at the intermediate shared storage (the Source) is 
space reduced before being transferred to the server. It may 
be preferable to perform space reduction at the source of the 
data because it lowers the bandwidth required to retrieve the 
data from the source. In some embodiments, Source space 
reduction may be more desirable in terms of scalability, 
efficiency, and availability. 
The present invention is equally capable of target space 

reduction. Target space reduction is when space reduction 
occurs at the target. For example, a server may retrieve 
non-space reduced data from an intermediate shared storage, 
store the non-space reduced data in a server storage, and 
then perform space reduction on the data in the server 
storage. This may be preferable when bandwidth is not an 
issue, and the server storage is capable of accommodating a 
large amount of redundant data. 
Though some embodiments include one intermediate 

shared storage containing data from every client, some 
embodiments may include multiple intermediate shared 
storages. Accordingly, data across multiple intermediate 
shared storages may constitute global data. Furthermore, 
there may be multiple levels of intermediate shared storages. 

FIG. 2 illustrates one embodiment of the present inven 
tion utilizing multiple levels of intermediate shared storages. 
A backup system 20 comprises the backup system 10 as 
described in FIG. 1, 200, clients 212, intermediate shared 
storages 202, backup server 204, server storage 206, inter 
mediate servers 208, and client storages 210. Systems 10 as 
described in FIG. 1 200 and clients 212 are the sources of 
backup data. Client storages 210 are storage devices in 
which clients 200 may store data. Intermediate shared stor 
ages 202 are storage devices in which systems 10 as 
described in FIG. 1 200 may store data. Intermediate server 
208 retrieves data from intermediate shared storages 202. 
Server storage 206 is available for server 204 to store data 
in. Intermediate servers 208 manage policies for intermedi 
ate shared storages 202. Though FIG. 2 shows intermediate 
servers 208 to enforce policies for intermediate shared 
storages 202, backup server 204 may also centrally establish 
these policies. 

Depending on the role, an intermediate shared storage 
may behave in an active capacity or a passive capacity. For 
example, server 104, though a server in FIG. 1, is an 
intermediate shared storage in FIG. 2. Server 104 receives 
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data from other intermediate shared storages. When receiv 
ing data, Server 104 is passive. Server 104 also sends data 
to other intermediate shared storages as depicted in FIG. 2. 
When sending data, Server 104 is active. 
The connections between the various levels of interme 

diate shared storages may be intermittent or constant. Fire 
walls may also be placed at various connections between the 
different levels in order to enhance security. If the connec 
tion is intermittent, the active intermediate shared storage 
transfers data when it is convenient for it. Much like how 
clients may transfer or space reduce data without regard to 
other clients connections or the availability of the server, 
active intermediate shared storages may transfer or space 
reduce data without regard to other similarly situated shared 
storages (e.g. same level intermediate shared storage), or the 
availability of the “server” (the “server” may be another 
intermediate shared storage device). 
As shown by intermediate server 208 in FIG. 2, any level 

intermediate shared storage may utilize a server to assist in 
space reduction, managing policies, carrying out policies, or 
other processes when the intermediate shared storage 
behaves in an active capacity. 

It should be noted that space reduction need not be 
performed at every intermediate shared storage. However, 
space reduction must be performed Such that all client data 
can be compared with each other, allowing redundancies 
throughout all client data to be identified and removed. This 
may be done by server 204 with target space reduction or by 
intermediate servers 208 with source space reduction. In all 
cases, the data stored in server storage 206 is globally space 
reduced. 

Depending on user preference, clients may be grouped 
together into client groups. For example, one client group 
may include people from legal, while another client group 
may include people from development. This may be pref 
erable since people from the same department are more 
likely to have similar data. In some embodiments, a client 
group may have a unique folder in an intermediate shared 
storage. In some embodiments, a client group may have an 
entire intermediate shared storage. 

FIG. 5 illustrates a process to group clients in an embodi 
ment of the invention, comprising receiving information 
about a plurality of clients in step 500, grouping clients into 
client groups based on the information in step 502, trans 
mitting data from a client group to an intermediate shared 
storage at a time convenient for the client group in step 504, 
transferring the data to a server in step 506, and storing the 
data in a server storage in step 508. 

In some embodiments, it may not be preferable to mix 
data from different clients. For example, if a client was 
Company A, and another client was Company B, a backup 
provider may not be allowed to mix data from Company A 
and Company B. A server would therefore not be able to 
perform global deduplication, since it would require mixing 
data from both clients. A backup system may segregate 
Company A from Company B, provide unique intermediate 
shared storages for each, and unique server storages for 
each. 

Clients may be segregated into groups based on location. 
For example, clients in a building may be grouped together, 
while clients in another building may be segregated into a 
different group. Geographical location need not be limited to 
different buildings in a corporate campus. Client groups may 
just as easily be segregated based on which state a client 
resides in, which time Zone, which coast, which country, etc. 
There are numerous ways to segregate clients into groups. 
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8 
The restore process of a backup of the present invention 

may be similar to that of the backup process. Referring to 
FIG. 1, a server 104 may receive a request to restore data on 
a client 100. Due to the intermittent connections of the client 
100, server 104 may temporarily send data to intermediate 
shared storage 102 as a staging ground before the final 
transfer to client 100. Once client 100 is connected to 
intermediate shared storage 102 (e.g. when it is convenient 
for client 100), client 100 may retrieve the data from 
intermediate shared storage 102. 

FIG. 4 illustrates a process to restore data in an embodi 
ment of the invention, comprising transferring space 
reduced data from a server to an intermediate shared storage 
at a time determined by the server in step 400, transmitting 
the transferred data from the intermediate shared storage to 
a first client at a time convenient for the first client in step 
402, transmitting the transferred data from the intermediate 
shared storage to a second client at a time convenient for the 
second client in step 404, and reconstituting the space 
reduced data in step 406. 

Depending on user preference, server 104 may reconsti 
tute space reduced data before sending it to intermediate 
shared storage 102. However, reconstituting space reduced 
data would increase bandwidth consumption between server 
104 and intermediate shared storage 102, as well as require 
server 104 to process the data. Similarly, intermediate server 
108 may reconstitute space reduced data before client 100 
retrieves the data. However, this would increase bandwidth 
consumption between intermediate shared storage 102 and 
client 100. The least bandwidth intensive method would be 
client 100 to reconstitute the space reduced data. This way, 
only space reduced data is sent through the network. How 
ever, this requires that client 100 understand how to recon 
stitute the space reduced data. 

For the sake of clarity, the processes and methods herein 
have been illustrated with a specific flow, but it should be 
understood that other sequences may be possible and that 
Some may be performed in parallel, without departing from 
the spirit of the invention. Additionally, steps may be sub 
divided or combined. As disclosed herein, software written 
in accordance with the present invention may be stored in 
Some form of computer-readable medium, Such as memory 
or CD-ROM, or transmitted over a network, and executed by 
a processor. 
Though the above has been described with reference to 

the term “backup” for illustrative purposes, the present 
invention is equally applicable to all forms of data duplica 
tion. These forms of data duplication include replication and 
archiving, among others. 

All references cited herein are intended to be incorporated 
by reference. Although the present invention has been 
described above in terms of specific embodiments, it is 
anticipated that alterations and modifications to this inven 
tion will no doubt become apparent to those skilled in the art 
and may be practiced within the Scope and equivalents of the 
appended claims. More than one computer may be used, 
Such as by using multiple computers in a parallel or load 
sharing arrangement or distributing tasks across multiple 
computers such that, as a whole, they perform the functions 
of the components identified herein; i.e. they take the place 
of a single computer. Various functions described above may 
be performed by a single process or groups of processes, on 
a single computer or distributed over several computers. 
Processes may invoke other processes to handle certain 
tasks. A single storage device may be used, or several may 
be used to take the place of a single storage device. The 
present embodiments are to be considered as illustrative and 
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not restrictive, and the invention is not to be limited to the 
details given herein. It is therefore intended that the disclo 
Sure and following claims be interpreted as covering all such 
alterations and modifications as fall within the true spirit and 
scope of the invention. 

What is claimed is: 
1. A method for storing data, comprising: 
using a first data deduplication method to space reduce 

data in a client; 
transmitting the first deduplicated data from a client to an 

intermediate shared storage at a time convenient for the 
client; 

storing the data in the intermediate shared storage as 
non-volatile data, wherein the intermediate shared stor 
age includes data from other clients: 

using a global data deduplication method at the interme 
diate shared storage to space reduce data from both the 
client and the other clients into a second deduplicated 
data; 

transferring the second deduplicated data to a server; and 
storing the data in a server storage, wherein the stored 

data includes only single instance data. 
2. The method as recited in claim 1, wherein the first data 

deduplication method is delta based deduplication. 
3. The method as recited in claim 1, further comprising 

using a space reduction method to space reduce data at the 
server storage. 

4. The method as recited in claim 3, wherein the space 
reduction method includes commonality factoring. 

5. The method as recited in claim 3, wherein the third 
space reduction method includes data deduplication. 

6. The method as recited in claim 1, wherein intermediate 
shared storage includes a plurality of intermediate shared 
Storages. 

7. The method as recited in claim 6, wherein the second 
data deduplication method is used to by the plurality of 
intermediate shared storages. 

8. The method as recited in claim 1, wherein a client 
includes a plurality of clients. 

9. The method as recited in claim 8, wherein the first data 
deduplication method is used by the plurality of clients. 

10. The method as recited in claim 1, wherein the client 
has an intermittent connection to the intermediate shared 
Storage. 
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11. The method as recited in claim 1, wherein the inter 

mediate shared storage has a constant connection to the 
SerWer. 

12. The method as recited in claim 1, wherein the second 
data deduplication method may begin before transmission of 
the first data deduplication data is complete. 

13. A system for storing data, comprising: 
a client; 
an intermediate shared storage; 
a server; and 
a processor configured to: 

using a first data deduplication method to space reduce 
data in a client; 

transmitting the first deduplicated data from a client to 
an intermediate shared storage at a time convenient 
for the client; 

storing the data in the intermediate shared storage as 
non-volatile data, wherein the intermediate shared 
storage includes data from other clients; 

using a global data deduplication method at the inter 
mediate shared storage to space reduce data from 
both the client and the other clients into a second 
deduplicated data; 

transferring the second deduplicated data to a server; 
and 

storing the data in a server storage, wherein the stored 
data includes only single instance data. 

14. A computer program product for storing data, com 
prising a non-transitory computer readable medium having 
program instructions embodied therein for: 

using a first data deduplication method to space reduce 
data in a client; 

transmitting the first deduplicated data from a client to an 
intermediate shared storage at a time convenient for the 
client; 

storing the data in the intermediate shared storage as 
non-volatile data, wherein the intermediate shared stor 
age includes data from other clients; 

using a global data deduplication method at the interme 
diate shared storage to space reduce data from both the 
client and the other clients into a second deduplicated 
data; 

transferring the second deduplicated data to a server; and 
storing the data in a server storage, wherein the stored 

data includes only single instance data. 


