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MULTIPLE VIRTUAL ENVIRONMENTS 

BACKGROUND 

The field of computer graphics may involve generating 
three-dimensional (3D) scenes and displaying the 3D scenes 
using a two-dimensional (2D) space, such as a display 
screen. For example, a 3D representation of geometric data 
may be rendered for display as a 3D scene on the display 
screen. The 3D scene may be composed of a plurality of 
objects. Each object may be composed of a plurality of 
geometric primitives. A color and a brightness level may be 
associated with each object in the 3D scene. In addition, the 
objects may be located on an imaginary Z-axis that repre 
sents the depth of object from a virtual camera capturing the 
3D scene. 

Creating a 3D scene may include a modeling phase, a 
scene layout phase and a rendering phase. The modeling 
phase may involve forming computer models of objects that 
are to be included in the 3D scene. The scene layout phase 
may involve placement of the objects onto the 3D scene. The 
rendering phase may involve generating an image from the 
objects placed onto the 3D scene. The 3D scene may be 
generated for display on the display screen according to a 
graphics pipeline or rendering pipeline. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates a system and related operations for 
generating a comic book page for an electronic comic book 
using a page renderer and generating a plurality of comic 
book panels for the comic book page using multiple panel 
renderers according to an example of the present technology. 

FIG. 2A is an illustration of a networked system for 
generating an electronic comic book according to an 
example of the present technology. 

FIG. 2B is an additional illustration of a networked 
system for generating an electronic comic book according to 
an example of the present technology. 

FIG. 3 illustrates a comic book page for an electronic 
comic book that contains an active comic book panel and an 
inactive comic book panel according to an example of the 
present technology. 

FIG. 4 illustrates a plurality of comic book panels and 
panel overlays arranged at various page depths within a 
depth space according to an example of the present tech 
nology. 

FIG. 5 illustrates a comic book page for an electronic 
comic book that displays a page presentation object sequen 
tially in front of a plurality of comic book panels according 
to an example of the present technology. 

FIG. 6 illustrates a series of comic book panels on a comic 
book page that are each generated based on previous user 
interactions with the comic book panels according to an 
example of the present technology. 

FIG. 7 illustrates a graphics pipeline used for generating 
3D virtual environments and 3D virtual sub-environments 
for a comic book page accordance to an example of the 
present technology. 

FIG. 8 is a flowchart of an example method for generating 
an electronic comic book. 

FIG. 9 is a flowchart of an example method for generating 
an electronic book. 

FIG. 10 is a block diagram that provides an example 
illustration of a computing device that may be employed in 
the present technology. 
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2 
DETAILED DESCRIPTION 

A technology is described for generating an interactive 
electronic book with graphics and providing the interactive 
electronic book to a user. For example the interactive 
electronic book may be a comic book with graphics. The 
electronic comic book may contain at least one comic book 
page (also referred to as a page object). The comic book 
page may be provided in a three-dimensional (3D) virtual 
environment viewed using a virtual camera from an ortho 
graphic view. The 3D virtual environment may be a com 
puter-based simulated environment that is displayed to the 
user. A plurality of comic book panels (also referred to as 
page panels) may be displayable in front of the comic book 
page. Each comic book panel may provide a scene depicting 
a 3D virtual sub-environment. The 3D virtual sub-environ 
ment may be a separate environment as compared to the 3D 
virtual environment and may not be a sub-part of the 3D 
virtual environment. Each comic book panel scene may be 
rendered using a virtual camera looking into an interactive 
3D virtual world or 3D virtual sub-environment. The 3D 
virtual world may allow for user interaction, e.g., a user may 
explore the 3D virtual world, perform queries within the 3D 
virtual world, perform actions, interact with other users, 
carry out missions via a character or the users avatar within 
the 3D virtual world, etc. 

In one example, the interactive 3D virtual environment 
may be generated and viewable through a page renderer, 
Such as an orthographic page renderer. The comic book page 
may be generated in the interactive 3D virtual environment. 
As an example, the comic book page may be a blank page 
of a specified color (e.g., a blank white or colored page) in 
the 3D virtual environment. In addition, the interactive 3D 
virtual environment may include page presentation objects, 
e.g., objects that are displayed in front of the comic book 
page. Examples of page presentation objects may include 
characters walking in front of the comic book page or 
curtains opening to reveal the comic book page. 

Scenes depicting 3D virtual sub-environments may be 
viewable through perspective panel renderers. The scenes 
may be included on comic book panels that are located in 
front of the comic book page. As a non-limiting example, 
nine comic book panels may be located in front of the comic 
book page, and the nine comic book panels may each display 
a separate 3D virtual Sub-environment using nine panel 
renderers. The 3D virtual sub-environments may be inter 
active 3D scenes or 3D virtual worlds that enable user 
interaction. The 3D sub-environments may depict a wide 
variety of landscapes and/or objects, such as cities, build 
ings, castles, houses, vehicles, jungles, beaches, rainforests, 
rivers, deserts, mountains, fantasy backdrops, etc. Both the 
3D virtual environment and the 3D virtual sub-environments 
may be generated via the page renderer and the panel 
renderers, respectively, using one or more databases of 
geometries and textures. The term virtual Sub-environment 
refers to an environment that is contained within the 3D 
virtual environment representing the page. However, the 
virtual Sub-environment may be of equal or greater com 
plexity than the main 3D virtual environment. 

In one example, one comic book panel may be active at 
a time. More specifically, one comic book panel at a time 
may be receiving user interaction and rendering a scene for 
a user to view. The comic book panels that are not currently 
receiving user interaction (e.g., inactive comic book panels) 
may be represented by static images. A static image dis 
played for an inactive comic book panel may represent a 
current state (i.e., last rendered state) of the 3D virtual 
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Sub-environment that is associated with that inactive comic 
book panel (e.g., the last frame rendered for the 3D virtual 
Sub-environment). The user may switch from an active 
comic book panel (i.e., a comic book panel that is receiving 
user interaction) to a comic book panel that was previously 
inactive. In this example, the previously active comic book 
panel may become inactive and represented with a static 
image (e.g., a static image representing a current state of the 
3D virtual world when the user Switched between comic 
book panels), and the previously inactive comic book panel 
may become active. When the user switches between comic 
book panels, a virtual camera may be activated in the now 
active comic book page and the panel renderer may begin 
rendering additional Scene frames. Further, the user may 
interact with the active comic book page. Since the comic 
book panels are not being simultaneously rendered (i.e., one 
comic book panel may be rendered at a time), the comic 
book page may include a large number of comic book panels 
with relatively complex 3D virtual sub-environments that 
are capable of receiving user interaction. Therefore, a fully 
interactive multi-panel display of a storyline may be pro 
vided to a user device with less powerful processing capaci 
ties than might otherwise be expected. 

In one configuration, panel overlays may be associated 
with the comic book panels. The panel overlays may include 
decorators, descriptors, speech bubbles, thought bubbles 
and/or other types of graphic overlays. The decorators may 
represent exclamatory Sounds effects, graphics or word 
effects that are displayed when certain events occur at the 3D 
scene (e.g., a BAM when a hero punches a monster). The 
descriptors may be narratives describing a particular 3D 
scene in a comic book panel (e.g., “the hero enters the room 
and sees the princess in distress'). The speech bubbles may 
be dialogue spoken by characters in the 3D scene. The 
thought bubbles may be unspoken thoughts for characters in 
the 3D scene. In one example, the panel overlays may be 
within the boundaries of the comic book panel, or alterna 
tively, the panel overlays may be outside the comic book 
panel on the comic book page. The panels may be polygonal 
in shape or the panels may be irregularly shaped. 

In one example, the page renderer may interact with the 
panel renderers in order to display the comic book panels 
depicting the 3D virtual sub-environments in front of the 
comic book page. The page renderer may request a 3D 
virtual Sub-environment (e.g., a rendered 3D scene) from an 
active panel renderer. The page renderer may receive the 
rendered frame(s) of the 3D virtual sub-environment from 
the active panel renderer, and then display the frames of the 
3D virtual sub-environment in the active comic book panel. 
The page renderer may include a panel border Surrounding 
the rendering of the 3D virtual sub-environment. In addition, 
the page renderer may request, from the active panel ren 
derer, the panel overlays that are associated with the active 
comic book panel. Upon receipt of the panel overlays, the 
page renderer may display the panel overlays for the active 
comic book panel. 
The page renderer may display the static images from a 

frame buffer of a respective panel renderer for the comic 
book panels that are inactive (i.e., the comic book panels that 
are not currently receiving user interaction) along with the 
active comic book panel in front of the comic book page. 
The page renderer may receive the static images from the 
inactive panel renderers, or alternatively, the page renderer 
may retrieve static images for the inactive comic book 
panels that were previously stored in a cache. Thus, the page 
renderer may take the 3D virtual sub-environment received 
from the active page renderer and the static images associ 
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4 
ated with the inactive page renderers, and then map them to 
the appropriate comic book panels for display in front of the 
comic book page. 

In one configuration, the page renderer may arrange: the 
comic book page in the 3D virtual environment, the comic 
book panels providing the 3D virtual sub-environments, and 
the panel overlays at various page depths within a depth 
space. The comic book page, the comic book panels and the 
panel overlays may each be located at separate depths within 
the depth space for the page in order to avoid depth fighting. 
Depth fighting may occur when multiple objects have the 
same page depths. In one example, the page renderer may 
display the comic book page furthest away from the virtual 
camera. In other words, the comic book page may be 
assigned a relatively low depth value (e.g., a depth value of 
-10). The comic book panels may be displayed in front of 
the comic book page, and therefore, the comic book panels 
may be assigned depth values that are higher than the depth 
value (closer to the virtual camera) associated with the 
comic book page. In addition, each comic book panel may 
be located within a defined range of depth values (or depth 
range). For example, a first comic book panel may be located 
within a depth range of -9.9 to -9 in the depth space. A 
second comic book panel may be within a depth range of 
-8.9 to -8 in the depth space, i.e., the second comic book 
panel may be closer to the virtual camera as compared to the 
first comic book panel but this may be undetectable to the 
user in the orthographic view. 

In addition, the panel overlays associated with a particular 
comic book panel may be arranged within the depth range 
(or depth space) associated with that comic book panel. For 
example, the panel overlays associated with the first comic 
book panel may be located in the depth range of -9.9 to -9. 
but may be assigned depth values that are higher (closer to 
a virtual camera) than the depth value of the first comic book 
panel. The panel overlays associated with the second comic 
book panel may be located in the depth range of -8.9 to -8. 
but may be assigned depth values that are higher than the 
depth value of the second comic book panel. For this 
example, the panel overlays associated with the first comic 
book panel may include a decorator, a first speech bubble 
and a second speech bubble. The decorator may be located 
at a depth value of -9.8, a first speech bubble may be located 
at a depth value of -9.7, and a second speech bubble may be 
located at a depth value of -9.6. In one example, the 
decorators may be arranged closest to the virtual camera as 
compared to other panel overlays (i.e., the decorators may be 
assigned the relatively highest depth values in the depth 
space), and then followed by the narratives, the speech 
bubbles and the thought bubbles, respectively. 

FIG. 1 illustrates a system 100 and related operations for 
generating a comic book page 130 (also referred to as a page 
object) for an electronic comic book using a page renderer 
110 and generating a plurality of comic book panels (also 
referred to as page panels) using a plurality of panel ren 
derers 120. The page renderer 110 may generate a view of 
a 3D virtual environment and include the comic book page 
130 in the 3D virtual environment. The page renderer 110 
may render a view of the 3D virtual environment using a 3D 
virtual environment data store 112. The 3D virtual environ 
ment data store 112 may store a set of geometries, textures, 
etc. that enables the page renderer 110 to generate a view of 
the 3D virtual environment. In the example shown in FIG. 
1, the page renderer 110 may generate the comic book page 
130 to be a solid background color in the 3D virtual 
environment. 
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The panel renderers 120 may render 3D virtual sub 
environments (e.g., 3D virtual worlds) using 3D virtual 
sub-environment data stores 122. The 3D virtual sub-envi 
ronment data stores 122 may store sets of geometries, 
textures, etc. that enable the panel renderers 120 to generate 
the 3D virtual sub-environments. The page renderer 110 may 
receive the 3D virtual sub-environments from the panel 
renderers 120 via a separate frame buffer for each panel 
renderer. As a non-limiting example, the page renderer 110 
may receive a 3D virtual Sub-environment depicting a 
character in a forest. In addition, the page renderer 110 may 
receive a descriptor 142 and a speech bubble 144 for the 3D 
virtual Sub-environment depicting the character in the forest. 
The page renderer 110 may display a comic book panel 

140 that includes the 3D virtual sub-environment (e.g., the 
3D scene of the character in the forest) with which the comic 
book panel 140 has been linked. For example, the panel 
renderer 120 may be providing a view of the 3D virtual 
sub-environment at 30 frames per second (fps) and those 
frames are passed on to the page renderer 110 that may be 
outputting images at 30 or 60 fps. 

In addition, the page renderer 110 may generate the comic 
book panel 140 to include the descriptor 142 and the speech 
bubble 144. In one example, the page renderer 110 may 
place the comic book panel 142 at a defined depth value 
within a depth space. The descriptor 142 and the speech 
bubble 144 may be assigned depth values that are greater 
than the depth value assigned to the comic book panel 140, 
and the descriptor 142 and the speech bubble 144 may be 
displayed in front of the comic book panel 140, as a result. 
In addition, the page renderer 110 may identify static images 
for inactive comic book panels on the comic book page 130. 
Thus, the page renderer 110 may display static images for 
comic book panels 150, 160, 170. The page renderer 110 
may assign increasing depth values for the comic book panel 
150, the comic book panel 160 and the comic book panel 
170, such that each comic book panel is displayed in front 
of a previous comic book panel. 
The 3D virtual environment and the 3D virtual sub 

environments may have virtual cameras looking into their 
respective 3D virtual worlds. In one example, the page 
renderer 110 may provide the 3D virtual environment from 
an orthographic point of view that is a fixed view. In other 
words, the page renderer 110 may render the 3D virtual 
environment with a limited sense of perspective so that the 
comic book page 130 appears flat despite the depth features 
included in the scene. The page renderer 110 may include the 
3D virtual sub-environments in the comic book panels 140, 
150, 160, 170 that use a perspective point of view. Further, 
the page renderer 110 may render the 3D virtual sub 
environments with a 3D perspective where the virtual cam 
era is movable by the user viewing the 3D virtual sub 
environment, and the objects within the 3D virtual sub 
environments may become Smaller with distance. 

In the following discussion, a general description of an 
example system for generating comic book pages and the 
system's components are provided. The general description 
is followed by a discussion of the operation of the compo 
nents in a system for the technology. FIG. 2A illustrates a 
networked environment 200a according to one example of 
the present technology. The networked environment 200a 
may include one or more computing devices 210 in data 
communication with a client 280 by way of a network 275. 
The network 275 may include the Internet, intranets, extra 
nets, wide area networks (WANs), local area networks 
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6 
(LANs), wired networks, wireless networks, or other suit 
able networks, etc., or any combination of two or more such 
networks. 

Various applications, services and/or other functionality 
may be executed in the computing device 210 according to 
varying embodiments. Also, various data may be stored in a 
data store 220 that is accessible to the computing device 210. 
The term “data store' may refer to any device or combina 
tion of devices capable of storing, accessing, organizing, 
and/or retrieving data, which may include any combination 
and number of data servers, relational databases, object 
oriented databases, simple web storage systems, cloud stor 
age systems, data storage devices, data warehouses, flat files, 
and data storage configuration in any centralized, distrib 
uted, or clustered environment. The storage system compo 
nents of the data store may include storage systems such as 
a SAN (Storage Area Network), cloud storage network, 
volatile or non-volatile RAM, optical media, or hard-drive 
type media. The data stored in the data store 220, for 
example, may be associated with the operation of the various 
applications and/or functional entities described below. 
The data stored in the data store 220 may include a 3D 

virtual environment 222, including relevant geometries 223, 
textures 227, etc. The 3D virtual environment 222 may be a 
computer-based simulated environment that displays a 
comic book page (or page object) for an electronic comic 
book and other 3D objects that may be presented over (or in 
front of) the electronic comic book page. In other words, the 
comic book page may be generated in the 3D virtual 
environment 222. The 3D virtual environment 222 may 
include 3D scenes, buildings, objects, characters, etc. The 
3D virtual environment 222 may be created from a set of 
geometries, textures, etc. The 3D virtual environment 222 
may be displayed from a perspective point of view using a 
virtual camera. 

In one example, the 3D virtual environment 222 may 
include page presentation objects 228. The page presenta 
tion objects 228 may be objects that are displayed in the 3D 
virtual environment 222. The page presentation objects 228 
may not be associated with comic book panels on the comic 
book page, but rather, the page presentation object 228 may 
be associated with the comic book page itself. Some 
examples of page presentation objects 228 may include a 
bird that flies on the comic book page in front of the comic 
book panels, a character that walks in front of the comic 
book panels, or a curtain that opens to show the comic book 
panels behind the curtain. The page presentation objects 228 
may be composed from the set of geometries, textures, etc. 
in the 3D virtual environment 222. In addition, the page 
presentation objects 228 may be arranged according to depth 
values in a depth space. Such that the page presentation 
objects 228 are displayed in front of the comic book page, 
the comic book panels and the panel overlays 226. 
The data stored in the data store 220 may include 3D 

virtual Sub-environments 224, including relevant geometries 
225, textures 229, etc. The 3D virtual sub-environments 224 
may be computer-based simulated environments that are 
rendered to be displayed in comic book panels (or page 
panels). The comic book panels may be located in the scene 
in front of the comic book page using a depth axis. In one 
example, the 3D virtual sub-environments 224 may be 
associated with a virtual gaming world. The 3D virtual 
sub-environments 224 may include interactive 3D scenes or 
3D virtual worlds that allow for user interaction, virtual 
camera movement, model actions, storyline interaction, etc. 
The 3D virtual sub-environments 224 may include a wide 
variety of landscapes and/or objects, such as characters, 



US 9,588,651 B1 
7 

buildings, castles, houses, vehicles, jungles, beaches, rain 
forests, cities, rivers, deserts, mountains, etc. Each 3D 
virtual Sub-environment 224 may contain a plurality of 
objects that make up the 3D scene. The 3D virtual sub 
environments 224 may be created using a shared set of 
geometries, textures and resources or a mixture of shared 
resources and independent resources may be used (e.g., 
mixed sets of geometries, textures) etc. Alternatively, each 
of the virtual Sub-environments 224 may be created using an 
independent set of geometries, textures, etc. The 3D virtual 
Sub-environments 224 may be displayed from an ortho 
graphic point of view or a perspective point of view. 
The data stored in the data store 220 may include panel 

overlays 226. The panel overlays 226 may be objects that are 
associated with one or more of the comic book panels on the 
comic book page. The panel overlays 226 may be sized to be 
constrained within the border of the comic book panel, or 
alternatively, the panel overlays 226 may extend outside the 
border of the comic book panel on the comic book page. The 
panel overlays 226 may include, but are not limited to, 
decorators, descriptors, speech bubbles and/or thought 
bubbles. The decorators may represent exclamatory sounds 
effects or word effects that are displayed to represent certain 
events occurring in the 3D virtual sub-environment 222 
(e.g., a BAM when a hero punches a monster in a 3D scene). 
The descriptors may be narratives describing a particular 3D 
virtual Sub-environment 222 displayed in a panel (e.g., “the 
hero enters the room and sees the princess in distress'). The 
speech bubbles may be dialogue spoken by characters in the 
3D virtual sub-environment 222. The thought bubbles may 
be unspoken thoughts for characters in the 3D virtual 
sub-environment 222. In addition, the panel overlays 226 
may be arranged according to depth values in a depth space, 
so that the panel overlays 236 are displayed in front of the 
comic book panels. The panel overlays 226 may be arranged 
within the depth space according to a defined hierarchy. For 
example, the decorators may appear relatively closest to the 
virtual camera, followed by the descriptors, the speech 
bubbles and the thought bubbles, respectively. Of course, 
other panel hierarchies may be defined. 
The components executed on the computing device 210 

may include a page renderer module 240, a panel renderer 
module 245, an activation module 250, a display module 
255, an interaction module 260 and other applications, 
services, processes, systems, engines, or functionality not 
discussed in detail herein. The page renderer module 240 
may be configured to generate and render a comic book page 
in an interactive 3D (three dimensional) virtual environment 
222. The interactive 3D virtual environment 222 may be 
viewable using the page renderer module 240. The 3D 
virtual environment 222 may include 3D scenes, objects, 
characters, etc. and the 3D virtual environment 222 may be 
created from a set of geometries, textures, etc. In one 
example, the page renderer module 240 may generate the 
comic book page for an electronic comic book. 
The panel renderer module(s) 245 may be configured to 

generate scenes to depict interactive 3D virtual sub-envi 
ronments 224 that are viewable using the panel renderer 
module 245. The 3D virtual sub-environments 224 may 
include interactive 3D scenes or 3D virtual worlds that allow 
for user viewing, manipulation and interaction. The panel 
renderer module 245 may generate comic book panels that 
include the scenes depicting the interactive 3D virtual sub 
environments 224. In one example, the comic book panels 
may be activatable using an activation module 255 to enable 
user interaction with the scenes depicting the interactive 3D 
virtual sub-environments 224 in the comic book panels. The 
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panel renderer module 245 may provide the comic book 
panels including the scenes depicting the interactive 3D 
virtual sub-environments 224 (e.g., rendered 3D scenes) to 
the page renderer module 240, and the page render module 
240 may create an output for the comic book panels that is 
displayable on a display screen. 
The display module 250 may be configured to send the 

comic book page in the electronic comic book to a client for 
display. For example, the comic book page may be displayed 
on a mobile device or tablet computer. The display module 
250 may send a single comic book panel on the comic book 
page, or alternatively, may display a plurality of comic book 
panels on the comic book page. A user may interact with the 
comic book page via input controls on the client and/or 
gestures provided to a display Screen of the client. The 
display module 250 may send the rendered frames to a 
stand-alone application on the client or through a web 
browser where interaction from a user may be captured. 
The activation module 255 may be configured to activate 

a comic book panel on the comic book page that is currently 
receiving interaction from a user. An active comic book 
panel may display the interactive 3D virtual sub-environ 
ment 224. In addition, the activation module 255 may 
deactivate the comic book panels that are not currently 
receiving interaction from the user. More specifically, the 
activation module 255 may also de-activate the panel ren 
derer module 245 for any panel that is not active. Thus, a 
rendering pipeline may be active for a single panel at a time 
while the rendering pipeline for inactive panels may be 
Suspended until the respective inactive panel is reactivated. 
This focuses the processing power and resources on one 
panel at a time. The activation module 255 may display 
static images for the comic book panels that are deactivated. 
The static images may represent current state or statuses 
(e.g., last frame buffer output) of the 3D virtual sub 
environments 224 associated with the deactivated comic 
book panels. 
The interaction module 260 may be configured to receive 

interactions from the user that are performed on the client 
(e.g., the client that is displaying the electronic comic book). 
The interaction module 260 may receive user actions within 
the 3D virtual environment and/or 3D virtual sub-environ 
ments so that the comic book page and the comic book 
panels may be correctly rendered and displayed to the user. 
For example, the interaction module 260 may detect when a 
particular comic book panel is activated or deactivated. The 
interaction module 260 may detect user actions performed 
within a specific 3D virtual sub-environment so that subse 
quent 3D virtual Sub-environments may be generated 
accordingly. 
The computing device 210 may comprise, for example, a 

server computer or any other system providing computing 
capability. Alternatively, a plurality of computing devices 
210 may be employed that are arranged, for example, in one 
or more server banks, computer banks or other computing 
arrangements. For example, a plurality of computing devices 
210 together may comprise a clustered computing resource, 
virtualization server, a grid computing resource, and/or any 
other distributed computing arrangement. Such computing 
devices 210 may be located in a single installation or may be 
distributed among many different geographical locations. 
For purposes of convenience, the computing device 210 is 
referred to herein in the singular. Even though the computing 
device 210 is referred to in the singular, it is understood that 
a plurality of computing devices 210 may be employed in 
the various arrangements as described above. 
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The client 280 may be representative of a plurality of 
client devices that may be coupled to the network 275. The 
client 280 may comprise, for example, a processor-based 
system Such as a computer system. Such a computer system 
may be embodied in the form of a desktop computer, a 
laptop computer, personal digital assistants, cellular tele 
phones, Smartphones, set-top boxes, network-enabled tele 
visions, music players, tablet computer systems, game con 
soles, electronic book readers, or other devices with like 
capability. 
The client 280 may be configured to execute various 

applications such as a browser 282, and/or other applications 
284. The applications 284 may correspond to code that is 
executed in the browser 282 (e.g., web applications). The 
applications 284 may also correspond to standalone appli 
cations, such as networked applications. In addition, the 
client 280 may be configured to execute applications 284 
that include, but are not limited to, shopping applications, 
Video playback applications, standalone applications, email 
applications, instant message applications, and/or other 
applications. 
The client 280 may include or be coupled to an output 

device 286. The browser 282 may be executed on the client 
280, for example, to access and render network pages (e.g. 
web pages) or other network content served up by the 
computing device 210 and/or other servers. The output 
device 286 may comprise, for example, one or more devices 
Such as cathode ray tubes (CRTs), liquid crystal display 
(LCD) screens, gas plasma-based flat panel displays, LCD 
projectors, or other types of display devices, etc. In addition, 
the output device 286 may include an audio device, tactile 
device (e.g., braille machine) or another output device to 
feedback to a customer. 

FIG. 2B illustrates a networked environment 200b 
according to one example of the present technology. The 
networked environment 200b may include one or more 
computing devices 210 in data communication with a client 
280 by way of a network 275. Various data may be stored in 
a data store 220 that is accessible to the computing device 
210. As previously described, the data store 220 may include 
a 3D virtual environment, including relevant geometries 
223, textures, etc. and page presentation objects 228. The 
data store 220 may include 3D virtual sub-environments 
224, including relevant geometries 225, textures, etc. In 
addition, the data store 220 may include panel overlays 226. 
The client 280 may include a page renderer module 240, 

a panel renderer module 245, a display module 250, an 
activation module 255, an interaction module 260 and a data 
cache 290. The page renderer module 240 may be config 
ured to generate and render a comic book page in an 
interactive 3D (three dimensional) virtual environment 222. 
The panel renderer module(s) 245 may be configured to 
generate scenes to depict interactive 3D virtual sub-envi 
ronments 224 that are viewable using the panel renderer 
module 245. The display module 250 may be configured to 
display the comic book page in the electronic comic book on 
the client 280. The activation module 255 may be configured 
to activate a comic book panel on the comic book page that 
is currently receiving interaction from a user. The interaction 
module 260 may be configured to receive interactions from 
the user that are performed on the client 280. In addition, the 
data cache 290 may locally store geometries, textures, 
resources, etc. for generating the 3D virtual environment or 
the 3D virtual sub-environments at the client 280. 

FIG. 3 illustrates a comic book page 310 for an electronic 
comic book. The comic book page 310 may be generated in 
a 3D virtual environment. A first comic book panel 320 that 
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10 
is active and a second comic book panel 330 that is inactive 
may be displayed on a client in front of the comic book page 
310. In one example, the comic book page 310 may be 
referred to as a page object and the comic book panel may 
be referred to as page panels. The comic book panel 320 may 
display an interactive 3D virtual sub-environment, i.e., a 3D 
scene or a 3D virtual world. The 3D scene may contain a 
number of objects, such as trees, buildings, characters, 
landscapes, castles or any objects that may be modeled in a 
computer environment. The 3D virtual sub-environment 
may be a separate environment as compared to the 3D 
virtual environment and may not be a sub-part of the 3D 
virtual environment. In the example shown in FIG. 3, the 3D 
scene in the active comic book panel 320 may display a 
forest scene. The active comic book panel 320 may allow a 
user to perform a number of interactions with the 3D scene 
rendered in the active comic book panel 320. For example, 
the user may explore the 3D scene from the virtual cameras 
point of view, perform queries within the 3D scene, carry out 
missions or quests via a character or the user's avatar within 
the 3D scene, move objects, fight other characters, etc. 
The comic book panel 320 may include a descriptor 322 

describing the 3D scene, as well as a speech bubble 324 
depicting character dialogue in the 3D scene. As illustrated 
in FIG. 3 the descriptor 322 may extend outside the panels 
perimeter when the panel is activated. Once the panel is 
deactivated, then the descriptor 322 may be reduced in size 
and not extend outside the panel perimeter. Alternatively, the 
descriptor 322 may disappear orjust be cropped by the panel 
perimeter. This behavior may also apply to the speech 
bubble 324. 

In one example, the user may not interact with both the 
first comic book panel 320 and the second comic book panel 
330 simultaneously. Therefore, the second comic book panel 
330 may be inactive when the first comic book panel 320 is 
active. The second comic book panel 330 that is inactive 
may display a static image representing a current state of a 
3D scene or a 3D world as viewed by a virtual camera. In 
the example shown in FIG. 3, the 3D scene in the inactive 
comic book panel 330 may display a castle scene. The user 
may easily switch between different comic book panels on 
the comic book page 310, which will re-initiate the render 
ing of that comic book panel. Therefore, the user may be 
provided with an illusion that each comic book panel on the 
comic book page 310 is fully active. In one example, the 
user may decide to stop interacting with the first comic book 
panel 320 and start interacting with the second comic book 
panel 330. The user may decide to perform the switch after 
completing assigned tasks on the first comic book panel 320 
or simply because the user is bored and wishes to interact 
with a different 3D scene. When the user switches comic 
book panels (e.g., via finger gestures on a device screen, a 
pointer device selection, or via other types of input provided 
to the client), the first comic book panel 320 may become 
inactive and the second comic book panel 330 may become 
active. The first comic book panel 320 may display a static 
image of a state of the 3D scene when the user switched to 
the second comic book panel 330, and the second comic 
book panel 330 may provide an interactive 3D virtual 
Sub-environment. 

In one configuration, the comic book page 310 may be 
displayed in a 3D virtual environment using a page renderer 
(not shown in FIG. 3). In addition, the page renderer may 
communicate with a plurality of panel renderers in order to 
display the scenes depicting the 3D virtual sub-environ 
ments in front of the comic book page 310. For example, the 
page renderer may receive a rendered 3D scene for the 
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comic book panel 320 from an active panel renderer asso 
ciated with the comic book panel 320. The page renderer 
may generate the comic book panel 320 on the comic book 
page 310 using the rendered 3D scene. An inactive (or 
deactivated) panel renderer may be associated with the 
inactive comic book panel 330. The page renderer may have 
minimal communication with the inactive page renderer 
when the comic book panel 330 is inactive. For example, the 
page renderer may retrieve a cached Static image associated 
with the inactive panel renderer and display the static image 
on the comic book page 310 to represent a current state of 
a 3D scene in the inactive comic book panel 330. 

In one example, the 3D virtual sub-environment in the 
active comic book panel 320 may be generated using an 
independent database of geometries, textures, etc. When a 
comic book panel goes from active to inactive, the geom 
etries and textures used to generate the 3D virtual sub 
environment associated with the comic book panel may be 
cached to a mass storage drive. When the comic book panel 
goes from inactive to active, the geometries and textures 
may be pulled back in and used to generate the 3D virtual 
Sub-environment. If enough volatile memory is available, 
the resources used for rendering a comic book panel 320 
may remain unused in memory until needed again. Alterna 
tively, one or more 3D virtual sub-environments may be 
generated using a shared database of geometries, textures 
and resources. For example, both the comic book panel 320 
and the comic book panel 330, when active, may be gener 
ated using the same database of information for the 3D 
virtual Sub-environments. 

FIG. 4 illustrates a plurality of comic book panels and 
panel overlays arranged at various page depths within a 
depth space. A comic book page 410 may include the comic 
book panels and the panel overlays. In other words, the 
comic book panels and the panel overlays may be displayed 
in front of the comic book page 410. In order to avoid Z 
fighting (i.e., objects having the same depth value within the 
depth space), the comic book panels and the panel overlays 
may each be assigned distinct depth values within the depth 
Space. 

In one example, the comic book page 410 may be furthest 
away from the virtual camera (i.e., the comic book page 410 
may appear as the farthest object on a display screen). As a 
non-limiting example, the comic book page 410 may be 
assigned a depth value (or a Z depth value) of -501. The 
comic book panels and the panel overlays, since they are to 
appear in front of the comic book page 410 on the display 
screen, may be assigned a higher depth value (i.e., -500 and 
above). The higher the depth value, the closer the object may 
appear to the virtual camera. 
As an example, a first comic book panel 420 may be 

assigned a depth value of -500. Since the depth value of the 
first comic book panel 420 is higher than the depth value for 
the comic book page 410, the first comic book panel 420 
may appear in front of the comic book page 410. The panel 
overlays associated with the first comic book panel 420 may 
be assigned depth values that are higher than the depth value 
for the first comic book panel 420 (i.e., -500), but lower than 
the next comic book panel (i.e., a second comic book panel 
430) on the comic book page 410. In other words, the panel 
overlays associated with the first comic book panel 420 may 
appear in front of the first comic book panel 420, but 
spatially behind the second comic book panel 430 in the 
depth space. 

Each comic book panel and the associated panel overlays 
for the comic book page 410 may be assigned a panel depth 
range (or depth space) within the overall depth space. As a 

5 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

12 
non-limiting example, the first comic book panel 420 may be 
assigned the depth range of -500 to -401. The first comic 
book panel 420 may be associated with panel overlays 422, 
424, 426. Each of these panel overlays may be assigned a 
depth value within the panel depth range of the first comic 
book panel 420 (i.e., between -500 and -401). For example, 
a first panel overlay 422 may be assigned a depth value of 
-499, a second panel overlay 424 may be assigned a depth 
value of -498, and a third panel overlay 426 may be 
assigned a depth value of -497. Thus, the depth range for the 
first comic book panel 420 may be large enough to include 
all the panel overlays associated with the first comic book 
panel 420. 
The second comic book panel 430 may be assigned a 

depth range that is sequentially higher than the depth range 
assigned to the first comic book panel 420. In one example, 
the second comic book panel 430 may be arranged to appear 
in front of the first comic book panel 420 since the second 
comic book panel 430 is to be consumed after the first comic 
book panel 420. As a non-limiting example, the second 
comic book panel 430 may be assigned the depth range of 
-400 to -301. A fourth panel overlay 432 that is associated 
with the second comic book panel 430 may be assigned a 
depth value within the depth range associated with the 
second comic book panel 430, e.g., a depth value of -399. 
As previously described, the panel overlays may include 

decorators, descriptors, speech bubbles and/or thought 
bubbles. In one configuration, the panel overlays may be 
assigned depth values depending on the type of panel 
overlay. For example, the decorators may be assigned depth 
values that are greater than depth values assigned to the 
descriptors, speech bubbles and thought bubbles. In other 
words, the decorators may appear closest to the virtual 
camera as compared to the descriptors, speech bubbles and 
thought bubbles. The descriptors may be arranged behind 
the decorators, but in front of the speech bubbles and 
thought bubbles. In other words, the depth values assigned 
to the descriptors may be less than the depth values assigned 
to the decorators, but greater than the depth values assigned 
to the speech bubbles and thought bubbles. The speech 
bubbles may be arranged behind the decorators and descrip 
tors (i.e., the speech bubbles have depth values less than the 
depth values for the decorators and descriptors), and the 
thought bubbles may be arranged behind the decorators, 
descriptors, and speech bubbles. 
As a non-limiting example, the panel overlay 426 may be 

a decorator (i.e., the third panel overlay 426 may be the 
closest object to the virtual camera for the first comic book 
panel 420), the second panel overlay 424 may be a decorator 
and the first panel overlay 422 may be a speech bubble. As 
another non-limiting example, both the second panel overlay 
424 and the third panel overlay 426 may be decorators 
arranged slightly in front of one another, and the first panel 
overlay 422 may be a speech bubble arranged spatially 
behind the second panel overlay 424 and the third panel 
overlay 426. 

In one configuration, a page renderer (not shown in FIG. 
4) may arrange the comic book page 410, the comic book 
panels 420, 430 and the panel overlays 422-426,432 at the 
various depths within the depth space for display on the 
client. For example, the page renderer may display the 
comic book page 410 furthest away from the virtual camera. 
The page renderer may display the first comic book panel 
420 and the second comic book panel 430 on the comic book 
page 410 according to their panel depth values. In addition, 
the page renderer may display the panel overlays associated 
with each of the comic book panels on the comic book page 
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410. In particular, the page renderer may display the first 
panel overlay 422, the second panel overlay 424 and the 
third panel overlay 426 within a predefined depth range 
associated with the first comic book panel 420 (e.g., between 
the depth values of -500 to -401). In addition, the page 
renderer may display the fourth panel overlay 432 within a 
predefined depth range associated with the second comic 
book panel 430 (e.g., between the depth values of -400 and 
-301). 

FIG. 5 illustrates a comic book page 510 for an electronic 
comic book that displays a page presentation object 550 
sequentially in front of a plurality of comic book panels. The 
comic book page 510 may be displayed in a virtual envi 
ronment. A first comic book panel 520 may be arranged in 
front of the comic book page 510 and depict an interactive 
3D virtual sub-environment (i.e., a 3D scene). The first 
comic book panel 520 may include a descriptor 522 and a 
speech bubble 524 associated with a character in the 3D 
scene. The first comic book panel 520 may be an active 
panel that allows user interaction with the 3D scene in the 
comic book panel 520. In addition, a second comic book 
panel 530 and a third comic book panel 540 may be arranged 
in front of the comic book page 510. The second comic book 
panel 530 and third the comic book panel 540 may be 
inactive, and therefore, may display static images of 3D 
SCCCS. 

In one example, the comic book page 510, the first comic 
book panel 520, the second comic book panel 530 and the 
third comic book panel 540 may each be arranged according 
to various page depths in a depth space. The comic book 
page 510 may be farthest away from the virtual camera, 
followed by the first comic book panel 520, the second 
comic book panel 530 and the third comic book panel 540, 
respectively. In other words, the first comic book panel 520 
may be assigned a depth value that is farther away from the 
virtual camera as compared to the depth values assigned to 
the other comic book panels. 

In one configuration, the comic book page 510 may 
display the page presentation object 550. The page presen 
tation object 550 may be an object (e.g., a bird) that is 
displayed in the 3D virtual environment. As another 
example, the page presentation object 550 may represent a 
3D curtain that opens to show the comic book panels 520, 
530 and 540 behind the curtain. In an additional example, 
the page presentation object 550 may represent a character 
that walks in front of the comic book panels 520, 530 and 
540 and acts as a narrator. The page presentation object 550 
may be assigned a depth value that is closest to the virtual 
camera as compared to the comic book page 510 and the 
comic book panels 520, 530, 540. In other words, the page 
presentation object 550 may appear in front of the other 
comic book panels on the comic book page 510. 

FIG. 6 illustrates a series of comic book panels on a comic 
book page 610 that are each generated based on previous 
user interaction with the comic book panels. As an example, 
a first comic book panel 620 displayed in front of the comic 
book page 610 may depict a 3D scene of a forest. The first 
comic book panel 620 may include a descriptor 622 describ 
ing the 3D scene. A user may perform a number of inter 
actions with the 3D scene in the first comic book panel 620. 
For example, the user may explore the forest depicted in the 
3D scene. When the user is interacting with the first comic 
book panel 620, a second comic book panel 630 and a third 
comic book panel 640 may be inactive. For example, when 
interacting with the first comic book panel 620, the user may 
navigate a character through the forest and into a cave. The 
user's action of entering into the cave may achieve an 
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assigned task for the first comic book panel 620 and the user 
may then switch to the second comic book panel 630. Thus, 
the user may go back and forth between the comic book 
panels on the comic book page 610. In one example, the user 
may navigate through three comic book panels on the comic 
book page 610, and then go back to a previous panel. 
When the user provides instructions to activate a new 

comic book panel on the comic book page 610 (e.g., the 
second comic book panel 630), a previous comic book panel 
(e.g., the first comic book panel 620) may become inactive 
and the new comic book panel may become active. Based on 
the user's actions within the 3D scene in the first comic book 
panel 620, the comic book panels 630, 640 may be generated 
to depict certain 3D scenes. For example, since the user 
successfully reached the cave in the first comic book panel 
620, the second comic book panel 630 may be generated to 
include a 3D scene in the cave. In other words, the user's 
past interactions may influence the 3D scenes generated in 
later comic book panels. If the user were to not reach the 
cave in the first comic book panel 620 (e.g., the user reached 
a river) and then Switched to the second comic book panel 
630, a different 3D scene may be generated in the second 
comic book panel 630 (e.g., the 3D scene may display the 
river). 

According to the example shown in FIG. 6, the second 
comic book panel 630 may display the 3D scene of the cave. 
The second comic book panel 630 may include a descriptor 
632 describing the 3D scene. The user may navigate through 
the 3D scene and discover a princess in distress. The second 
comic book panel 630 may include a speech bubble 134 
indicating dialogue spoken by the princess in the 3D scene. 
The user may perform actions to rescue the princess and exit 
the cave. The user's action of rescuing the princess may 
satisfy the assigned task for the second comic book panel 
630 and the user may provide instructions to switch to the 
third comic book panel 640. The third comic book panel 640 
may include a descriptor 640 indicating that the 3D scene 
has reverted back to the forest. In addition, the third comic 
book panel 640 may include an object (e.g., a pot of gold) 
because the princess was rescued in the previous comic book 
panel. If the user has not rescued the princess in the previous 
comic book panel, the pot of gold may not appear in the third 
comic book panel 640. Thus, the users interaction with 3D 
scenes in the comic book panels may influence which 3D 
scenes and/or objects are generated in Subsequent comic 
book panels on the comic book page 610. 
As another non-limiting example, the user may control a 

character in a first comic book panel. The user may control 
the character to navigate through several panels, and in the 
process, may be presented with an option to either pick up 
a weapon or pick up a flower. The user, believing that the 
character may meet a heroine in a Subsequent panel, may 
instruct the character to pick up the flower. The user may 
navigate the character through Subsequent comic book pan 
els, and three panels forward, the character may unexpect 
edly encounter a villain. Since the flower may be futile when 
encountering the villain, the character may go back to the 
previous comic book panel and pick up the weapon. The 
character may navigate back to the comic book panel with 
the villain and fight the villain using the weapon. The 
character may then retrieve the flower and meet the heroine. 
As shown in this example, the 3D scenes in the comic book 
panels, the objects within those 3D scenes and/or a storyline 
may be influenced based on the users interaction with the 
characters and/or 3D scenes in the comic book panels. 

In one configuration, a single comic book panel may be 
displayed in front of the comic book page 610. When the 
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user provides instructions (e.g., via a touch screen or other 
input device) to Switch to a new comic book panel, the new 
comic book panel may appear on the comic book page 610. 
The new comic book panel may appear in addition to the 
previous comic book panel (i.e., the comic book panel that 
now displays a static image), or alternatively, the new comic 
book panel may replace the previous comic book panel. In 
another configuration, the comic book panel that the user is 
currently interacting with may occupy a Substantial portion 
of a display Screen. In other words, the user may choose to 
blow up the active comic book panel on the display screen. 
In this configuration, the other comic book panels may not 
be visible on the comic book page 610. When the user 
returns to a multi-panel mode on the comic book page 610, 
the other comic book panels may become visible on the 
comic book page 610, but may be represented with static 
images of 3D virtual worlds. 

FIG. 7 illustrates an exemplary graphics pipeline 700 used 
for generating a 3D virtual environment and 3D virtual 
Sub-environments for a comic book page. The graphics 
pipeline 700 or rendering pipeline may refer to a sequence 
of steps performed to generate the 3D virtual environments 
and Sub-environments for display on a display screen. The 
graphics pipeline 700 may include object creation 710. 
During object creation 710, 3D models for objects may be 
created out of geometric primitives. The geometric primi 
tives may include points, lines, planes, circles, ellipses, 
triangles and other polygons, etc. In one example, the 
objects may be stored in a database and used to generate the 
3D virtual environment and the 3D virtual sub-environments 
for the comic book page. During modeling 720, the objects 
may be transformed from their own model space (i.e., a local 
coordinate system) to a common coordinate space, also 
known as a world space or a 3D world coordinate system. 
Each object and their respective vertices may be positioned, 
oriented and scaled with a model transform. During lighting 
730, the objects may be illuminated based on light sources 
in the 3D scene and the objects may be provided with color 
based on material properties of the objects. 

During projection transformation 740, the 3D world coor 
dinate system may be transformed into a 2D view of the 
virtual camera, e.g., the object that the virtual camera is 
centered on may be in the center of the 2D view of the virtual 
camera. In other words, during projection transformation 
740, 3D points or 3D models may be mapped to a 2D plane. 
In the case of perspective projection, objects which are 
distant from the virtual camera may become Smaller (e.g., by 
dividing the X and Y coordinates of each vertex of each 
geometric primitive by its Z coordinate). In the case of 
orthographic projection, the objects may retain their original 
size regardless of distance from the virtual camera. During 
clipping 750, objects that fall outside of a viewing frustum 
(e.g., a field of view) may be discarded. During rasterization 
760, a 2D image representation of the scene (i.e., a 2D image 
composed of geometric primitives) may be converted into a 
raster image (i.e., an image composed of pixels). In other 
words, the objects in the 2D image may be converted into 
pixels. The pixels may be output to a frame buffer 770 for 
display on a display screen. Based on the graphics pipeline 
700, a plurality of objects may be generated for creation of 
the 3D virtual environment and the 3D virtual sub-environ 
ments. The page renderer and the panel renderer may each 
include significant portions of the described graphics pipe 
line in order to generate the 3D virtual environment and the 
3D virtual sub-environments (e.g., blocks 720 to 770). 

FIG. 8 illustrates an example of a method for generating 
an electronic comic book. A comic book page may be 
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generated in an interactive 3D (three dimensional) virtual 
environment, the interactive 3D virtual environment being 
viewable using a page renderer, as in block 810. In one 
example, the interactive 3D virtual environment may be 
generated and viewable through an orthographic page ren 
derer. 

Scenes may be generated to depict interactive 3D virtual 
Sub-environments that are viewable through panel renderers, 
as in block 820. The 3D virtual sub-environments may be 
computer-based simulated environments. The 3D virtual 
sub-environments may include interactive 3D scenes or 3D 
virtual worlds that allow for user interaction. 
The comic book page in the interactive 3D virtual envi 

ronment may be integrated with comic book panels that 
include the scenes depicting the interactive 3D virtual sub 
environments that are viewable using the panel renderers, as 
in block 830. The comic book page may enable user 
interaction with the scenes depicting the interactive 3D 
virtual sub-environments in the comic book panels. The 
comic book page in the electronic comic book may be 
provided for display to a user. For example, the comic book 
page may be displayed on the user's computing device. 

In one configuration, the scene depicting the interactive 
3D virtual sub-environment in the comic book panel may be 
generated to include geometries or storylines based on 
previous user interaction with other scenes in the comic 
book page. In other words, the comic book panels may 
include updated Scenes or storylines based on the user's past 
interactions with other comic book panels on the comic book 
page. 

In one example, the comic book page may be generated 
to include panel overlays associated with the comic book 
panels in the comic book page, the panel overlays including 
at least one of: decorators, narratives, speech bubbles or 
thought bubbles. In another example, the comic book panel 
may be configured to display a static image of a scene 
depicting an interactive 3D virtual sub-environment when 
the comic book panel is not active. In other words, the 
inactive comic book panel may be represented with the static 
image. 

FIG. 9 illustrates an example of a method for generating 
an electronic book. A 3D (three dimensional) virtual envi 
ronment may be identified, as in block 910. The 3D virtual 
environment may be an interactive computer-based simu 
lated environment. The 3D virtual environment may include 
3D scenes, objects, characters, etc. The 3D virtual environ 
ment may be created from a set of geometries, textures, etc. 
A scene depicting a 3D virtual Sub-environment may be 

identified, as in block 920. The 3D virtual sub-environments 
may be computer-based simulated environments. In one 
example, the 3D virtual Sub-environments may be associ 
ated with a virtual gaming world. The 3D virtual sub 
environments may include interactive 3D scenes or 3D 
virtual worlds that allow for user interaction. The 3D virtual 
Sub-environments may include a wide variety of landscapes 
and/or objects, such as castles, houses, vehicles, jungles, 
beaches, rainforests, cities, rivers, deserts, mountains, etc. 
Each 3D virtual sub-environment may contain a plurality of 
objects that make up the 3D scene. 
A page object may be generated in the 3D virtual envi 

ronment, as in block 930. The page object may also be 
known as a comic book page. The page object depicting the 
3D virtual environment may be generated using a page 
renderer. In one example, the page object may be generated 
to include panel overlays associated with the page panel in 
the page object. The page presentation objects may include 
decorators, narratives, speech bubbles or thought bubbles. 
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A plurality of page panels that include the scene depicting 
the 3D virtual sub-environment may be generated, as in 
block 940. The plurality of page panels may be associated 
with the page object for viewing. The page panels may also 
be known as comic book panels. Therefore, a plurality of 5 
comic book panels that include the scene depicting the 3D 
virtual Sub-environment may be generated for the comic 
book page. The page panel having the scene depicting the 
3D virtual Sub-environment may be generated using a panel 
renderer. The page object may be provided in the electronic 10 
book for display on a client. In addition, the page object may 
enable user interaction with the scene depicting the 3D 
virtual Sub-environment in the page panel. In other words, a 
3D virtual world in the page panel may be interacted with by 
the user. 15 

In one example, the scene depicting the 3D virtual sub 
environment in the page panel may be generated to update 
geometries or storylines based on previous user interaction 
with other scenes in the page object. In another example, the 
page panel may be generated to display a static image of the 20 
scene depicting the 3D virtual sub-environment when the 
page panel is inactive. In other words, the static image may 
be displayed when the page panel is not receiving user 
interaction. 

In one configuration, the scene depicting the 3D virtual 25 
Sub-environment that is included in the page panel may be 
composed of geometries, textures, lightings or backgrounds. 
In another configuration, the page object may enable the user 
to Switch between the page panel and other page panels on 
the page object. 30 

In one example, each scene depicting the 3D virtual 
sub-environment in the page object may be generated using 
independent databases of geometries, textures, and back 
grounds. In another example, the page object depicting the 
3D virtual environment may be generated to include a page 35 
presentation object that is displayed in front of the page 
panel. In yet another example, the scene depicting the 3D 
virtual Sub-environment in the page panels may be generated 
from a perspective view. 

FIG. 10 illustrates a computing device 1010 on which 40 
modules of this technology may execute. A computing 
device 1010 is illustrated on which a high level example of 
the technology may be executed. The computing device 
1010 may include one or more processors 1012 that are in 
communication with memory devices 1020. The computing 45 
device may include a local communication interface 1018 
for the components in the computing device. For example, 
the local communication interface may be a local data bus 
and/or any related address or control busses as may be 
desired. 50 

The memory device 1020 may contain modules that are 
executable by the processor(s) 1012 and data for the mod 
ules. Located in the memory device 1020 are modules 
executable by the processor. For example, a page renderer 
module 1024, a panel renderer module 1026, a display 55 
module 1028, and other modules may be located in the 
memory device 1020. The modules may execute the func 
tions described earlier. A data store 1022 may also be located 
in the memory device 1020 for storing data related to the 
modules and other applications along with an operating 60 
system that is executable by the processor(s) 1012. 

Other applications may also be stored in the memory 
device 1020 and may be executable by the processor(s) 
1012. Components or modules discussed in this description 
that may be implemented in the form of Software using high 65 
programming level languages that are compiled, interpreted 
or executed using a hybrid of the methods. 

18 
The computing device may also have access to I/O 

(input/output) devices 1014 that are usable by the computing 
devices. An example of an I/O device is a display Screen 
1030 that is available to display output from the computing 
devices. Other known I/O device may be used with the 
computing device as desired. Networking devices 1016 and 
similar communication devices may be included in the 
computing device. The networking devices 1016 may be 
wired or wireless networking devices that connect to the 
internet, a LAN, WAN, or other computing network. 
The components or modules that are shown as being 

stored in the memory device 1020 may be executed by the 
processor 1012. The term “executable' may mean a program 
file that is in a form that may be executed by a processor 
1012. For example, a program in a higher level language 
may be compiled into machine code in a format that may be 
loaded into a random access portion of the memory device 
1020 and executed by the processor 1012, or source code 
may be loaded by another executable program and inter 
preted to generate instructions in a random access portion of 
the memory to be executed by a processor. The executable 
program may be stored in any portion or component of the 
memory device 1020. For example, the memory device 1020 
may be random access memory (RAM), read only memory 
(ROM), flash memory, a solid state drive, memory card, a 
hard drive, optical disk, floppy disk, magnetic tape, or any 
other memory components. 
The processor 1012 may represent multiple processors 

and the memory 1020 may represent multiple memory units 
that operate in parallel to the processing circuits. This may 
provide parallel processing channels for the processes and 
data in the system. The local interface 1018 may be used as 
a network to facilitate communication between any of the 
multiple processors and multiple memories. The local inter 
face 1018 may use additional systems designed for coordi 
nating communication Such as load balancing, bulk data 
transfer, and similar systems. 

While the flowcharts presented for this technology may 
imply a specific order of execution, the order of execution 
may differ from what is illustrated. For example, the order 
of two more blocks may be rearranged relative to the order 
shown. Further, two or more blocks shown in Succession 
may be executed in parallel or with partial parallelization. In 
Some configurations, one or more blocks shown in the flow 
chart may be omitted or skipped. Any number of counters, 
state variables, warning semaphores, or messages might be 
added to the logical flow for purposes of enhanced utility, 
accounting, performance, measurement, troubleshooting or 
for similar reasons. 
Some of the functional units described in this specifica 

tion have been labeled as modules, in order to more par 
ticularly emphasize their implementation independence. For 
example, a module may be implemented as a hardware 
circuit comprising custom VLSI circuits or gate arrays, 
off-the-shelf semiconductors such as logic chips, transistors, 
or other discrete components. A module may also be imple 
mented in programmable hardware devices such as field 
programmable gate arrays, programmable array logic, pro 
grammable logic devices or the like. 
Modules may also be implemented in software for execu 

tion by various types of processors. An identified module of 
executable code may, for instance, comprise one or more 
blocks of computer instructions, which may be organized as 
an object, procedure, or function. Nevertheless, the 
executables of an identified module need not be physically 
located together, but may comprise disparate instructions 
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stored in different locations which comprise the module and 
achieve the stated purpose for the module when joined 
logically together. 

Indeed, a module of executable code may be a single 
instruction, or many instructions, and may even be distrib 
uted over several different code segments, among different 
programs, and across several memory devices. Similarly, 
operational data may be identified and illustrated herein 
within modules, and may be embodied in any suitable form 
and organized within any suitable type of data structure. The 
operational data may be collected as a single data set, or may 
be distributed over different locations including over differ 
ent storage devices. The modules may be passive or active, 
including agents operable to perform desired functions. 
The technology described here can also be stored on a 

computer readable storage medium that includes Volatile and 
non-volatile, removable and non-removable media imple 
mented with any technology for the storage of information 
Such as computer readable instructions, data structures, 
program modules, or other data. Computer readable storage 
media include, but is not limited to, RAM, ROM, EEPROM, 
flash memory or other memory technology, CD-ROM, digi 
tal versatile disks (DVD) or other optical storage, magnetic 
cassettes, magnetic tapes, magnetic disk storage or other 
magnetic storage devices, or any other computer storage 
medium which can be used to store the desired information 
and described technology. 
The devices described herein may also contain commu 

nication connections or networking apparatus and network 
ing connections that allow the devices to communicate with 
other devices. Communication connections are an example 
of communication media. Communication media typically 
embodies computer readable instructions, data structures, 
program modules and other data in a modulated data signal 
Such as a carrier wave or other transport mechanism and 
includes any information delivery media. A "modulated data 
signal” means a signal that has one or more of its charac 
teristics set or changed in Such a manner as to encode 
information in the signal. By way of example, and not 
limitation, communication media includes wired media Such 
as a wired network or direct-wired connection, and wireless 
media Such as acoustic, radio frequency, infrared, and other 
wireless media. The term computer readable media as used 
herein includes communication media. 

Reference was made to the examples illustrated in the 
drawings, and specific language was used herein to describe 
the same. It will nevertheless be understood that no limita 
tion of the scope of the technology is thereby intended. 
Alterations and further modifications of the features illus 
trated herein, and additional applications of the examples as 
illustrated herein, which would occur to one skilled in the 
relevant art and having possession of this disclosure, are to 
be considered within the scope of the description. 

Furthermore, the described features, structures, or char 
acteristics may be combined in any suitable manner in one 
or more examples. In the preceding description, numerous 
specific details were provided. Such as examples of various 
configurations to provide a thorough understanding of 
examples of the described technology. One skilled in the 
relevant art will recognize, however, that the technology can 
be practiced without one or more of the specific details, or 
with other methods, components, devices, etc. In other 
instances, well-known structures or operations are not 
shown or described in detail to avoid obscuring aspects of 
the technology. 

Although the subject matter has been described in lan 
guage specific to structural features and/or operations, it is 
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to be understood that the subject matter defined in the 
appended claims is not necessarily limited to the specific 
features and operations described above. Rather, the specific 
features and acts described above are disclosed as example 
forms of implementing the claims. Numerous modifications 
and alternative arrangements can be devised without depart 
ing from the spirit and scope of the described technology. 

What is claimed is: 
1. A computer-implemented method for generating an 

electronic comic book, comprising: 
under control of at least one computer system configured 

with executable instructions: 
generating a comic book page in a 3D (three dimensional) 

virtual environment, the 3D virtual environment being 
viewable using a page renderer, using one or more 
processors of the computer system; 

generating scenes to depict interactive 3D virtual Sub 
environments that are viewable through separate panel 
renderers for each scene, using the one or more pro 
cessors of the computer system; and 

integrating the comic book page in the interactive 3D 
virtual environment with comic book panels that 
include the scenes depicting the interactive 3D virtual 
Sub-environments that are viewable using the separate 
panel renderers, the comic book page enabling user 
interaction with the scenes depicting the interactive 3D 
virtual Sub-environments in the comic book panels, 
using the one or more processors of the computer 
system. 

2. The method of claim 1, further comprising providing 
the comic book page in the electronic comic book for display 
to a user. 

3. The method of claim 1, further comprising generating 
the comic book page to include panel overlays associated 
with the comic book panels in the comic book page, the 
panel overlays including at least one of decorators, narra 
tives, speech bubbles or thought bubbles. 

4. The method of claim 1, wherein a scene depicting an 
interactive 3D virtual sub-environment in a comic book 
panel is generated to include geometries or storylines based 
on previous user interaction with other scenes in the comic 
book page. 

5. The method of claim 1, further comprising providing a 
comic book panel configured to display a static image of a 
scene depicting an interactive 3D virtual Sub-environment 
when the comic book panel is not active. 

6. A computer-implemented method for generating an 
electronic book, comprising: 

under control of at least one computer system configured 
with executable instructions: 

identifying a 3D (three dimensional) virtual environment, 
using one or more processors of the computer system; 

identifying a scene depicting a 3D virtual Sub-environ 
ment, using the one or more processors of the computer 
system; 

generating a page object in the 3D virtual environment, 
using the one or more processors of the computer 
system; and 

generating, using dedicated panel renderers, respective 
page panels, wherein each page panel includes the 
Scene depicting the 3D virtual Sub-environment, and 
the page panels are associated with the page object for 
viewing, using the one or more processors of the 
computer system. 

7. The method of claim 6, further comprising providing 
the page object in the electronic book for display on a client. 
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8. The method of claim 6, further comprising generating 
the page object depicting the 3D virtual environment using 
a page renderer. 

9. The method of claim 6, wherein the page object enables 
user interaction with the scene depicting the 3D virtual 
sub-environment in the page panel. 

10. The method of claim 6, further comprising generating 
the page object to include panel overlays associated with the 
page panel in the page object, the panel overlays including 
at least one of decorators, narratives, speech bubbles or 
thought bubbles. 

11. The method of claim 6, wherein the scene depicting 
the 3D virtual sub-environment in the page panel is gener 
ated to update geometries or storylines based on previous 
user interaction with other scenes in the page object. 

12. The method of claim 6, further comprising generating 
the page panel to display a static image of the scene 
depicting the 3D virtual sub-environment when the page 
panel is inactive. 

13. The method of claim 6, wherein the scene depicting 
the 3D virtual sub-environment that is included in the page 
panel is composed of at least one of geometries, textures, 
lightings or backgrounds. 

14. The method of claim 6, wherein the page object 
enables a user to switch between the page panel and other 
page panels on the page object. 

15. The method of claim 6, further comprising generating 
each scene depicting the 3D virtual sub-environment in the 
page object using independent databases of geometries, 
textures, and backgrounds. 

16. The method of claim 6, further comprising generating 
the page object depicting the 3D virtual environment to 
include a page presentation object that is displayed in front 
of the page panel. 

17. The method of claim 6, further comprising: 
generating the page object in the 3D virtual environment 

from an orthographic view; and 
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generating the scene depicting the 3D virtual sub-envi 

ronment in the page panels from a perspective view. 
18. The method of claim 6, wherein the page object 

includes a comic book page in the electronic book. 
19. The method of claim 6, wherein the page panel 

includes a comic book panel in the electronic book. 
20. A system for generating an electronic comic book, 

comprising: 
a processor, 
a memory device including a data store to store a plurality 

of data and instructions that, when executed by the 
processor, cause the processor to execute: 

a page renderer module configured to generate a comic 
book page in an interactive 3D (three dimensional) 
virtual environment, the interactive 3D virtual environ 
ment being viewable using the page renderer module: 

a panel renderer module configured to generate scenes to 
depict interactive 3D virtual sub-environments that are 
viewable using a separate panel renderer for each 
Scene, wherein the panel renderer module is configured 
to generate comic book panels that include the scenes 
depicting the interactive 3D virtual sub-environments, 
wherein the comic book panels are activatable using an 
activation module to enable user interaction with the 
Scenes depicting the interactive 3D virtual sub-envi 
ronments in the comic book panels; and a display 
module configured to provide the comic book page in 
the electronic comic book for display to a client. 

21. The system of claim 20, wherein the activation 
module is configured to: 

activate a comic book panel on the comic book page that 
is currently receiving interaction from a user; and 

deactivate the comic book panels that are not currently 
receiving interaction from the user, the comic book 
panels that are deactivated displaying a static image of 
the scenes depicting the 3D virtual sub-environments. 
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