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COMPUTER SYSTEMAND METHOD FOR 
SHARING COMPUTER MEMORY 

BACKGROUND 

The present disclosure relates generally to connection of 
memory appliances for computer systems. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Features and advantages of embodiments of the present 
disclosure will become apparent by reference to the follow 
ing detailed description and drawings, in which like refer 
ence numerals correspond to similar, though perhaps not 
identical, components. For the sake of brevity, reference 
numerals or features having a previously described function 
may or may not be described in connection with other 
drawings in which they appear. 

FIG. 1 is a schematic representation of a computer system 
according to an embodiment of the present disclosure; 

FIG. 2 is a schematic representation of embodiments of 
additional aspects of the embodiment of the computer sys 
tem shown in FIG. 1; 

FIG. 3 is a schematic representation of another embodi 
ment of a computer system according to the present disclo 
Sure; 

FIG. 4 is a schematic representation of an embodiment of 
a memory appliance according to an embodiment of the 
present disclosure; 

FIG. 5 is a schematic representation of an embodiment of 
a link-attached memory domain according to an embodi 
ment of the present disclosure; 

FIG. 6 is a schematic representation of an embodiment of 
a communications path from CPU to RAM according to an 
embodiment of the disclosure; and 

FIG. 7 is a schematic process flow diagram of embodi 
ments of the method of the present disclosure; 

FIG. 8 is a schematic representation of an electronic 
circuit Switch according to an embodiment of the present 
disclosure; 

FIG. 9 is a schematic representation of an embodiment of 
an electronic circuit Switch connecting servers and memory 
according to an embodiment of the present disclosure; 

FIG. 10 is a high-level functional block schematic of an 
embodiment of an integrated circuit chip according to an 
embodiment of the present disclosure; 

FIG. 11 is a schematic representation of an embodiment 
of an electronic circuit switch configuration for the embodi 
ment shown in FIG. 9; 

FIG. 12 is a schematic diagram showing an embodiment 
of electronic circuit switch settings for the embodiment of 
the electronic circuit switch configuration shown in FIG. 11; 

FIG. 13 is a schematic representation of an embodiment 
of an electronic circuit switch configuration for the embodi 
ment shown in FIG. 9; 

FIG. 14 is a schematic diagram showing an embodiment 
of electronic circuit switch settings for the embodiment of 
the electronic circuit switch configuration shown in FIG. 13; 

FIG. 15 is a schematic representation of an embodiment 
of an electronic circuit switch configuration for the embodi 
ment shown in FIG. 9; and 

FIG. 16 is a schematic diagram showing an embodiment 
of electronic circuit switch settings for the embodiment of 
the electronic circuit switch configuration shown in FIG. 15. 

DETAILED DESCRIPTION 

A typical central processing unit (CPU) in a computer 
system may logically address many times the number of 
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2 
memory locations than it can physically control. For 
example, many CPUs can logically address between 2 TB 
(2000 GB) and 4TB (4000 GB) of memory, but can only 
physically control 128 GB. The fundamental constraints on 
the number of memory locations are the input/output (I/O) 
pin count and the power required to directly Sustain multiple 
Double Data Rate (DDR) busses from a single CPU. State 
of-the-art CPUs limit their glueless (not using a secondary 
Switching/coherency connectivity hierarchy) connectivity to 
a domain of 8 processors, and each processor can only 
control an extreme Subset of what it can address. Thus, using 
processors as memory controllers may be a relatively expen 
sive means for both addressing and controlling a large 
amount of memory. 

Symmetric MultiProcessing (SMP) is a computer system 
architecture in which a plurality of CPUs shares the same 
memory. SMP systems provide scalability. As business 
increases, additional CPUs can be added to absorb the 
increased transaction volume. The number of CPUs in SMP 
systems may range from at least two to more than 32 CPUs. 
SMP architectures allow large amounts of memory to be 

addressed by each CPU by conjoining many CPUs with a 
proprietary Switching fabric employing a consistent memory 
coherency scheme over the entire complex. This solution is 
1) relatively complex. 2) expensive, 3) adds significant 
latency, and 4) is not well Suited to certain applications, 
including searching. 
DDR expansion schemes have also been used to increase 

memory available to CPUs. An example of a DDR expan 
sion scheme includes Load Reduced Dual In-line Memory 
Modules (LRDIMMs). LRDIMMs may increase overall 
server system memory capacity and speed using a memory 
buffer chip or chips as opposed to a register. The LRDIMM 
Solutions typically increase the controllable amount of 
memory by single-digit factors, while creating high-power 
custom DIMMs that may be expensive relative to the value 
provided. 

Another DDR expansion scheme includes chipsets that 
expand the amount of memory that can be controlled by an 
existing memory controller. The chipset Solutions stretch 
DDR timing to limits, add power, and do not provide 
extreme levels of scaling in terms of memory radius. As used 
herein, the term “memory radius' means an amount of 
memory that can be attached to a particular entity. Scaling 
using the chipset solution is limited by the amount of 
memory that can be packaged with a required proximity to 
the memory controller. 
A drawback of the DDR expansion schemes outlined 

above is that they cannot be configured for one ratio, and 
then changed to another ratio at a Subsequent configuration 
event. 

Another Solution for memory expansion is to build a 
mainframe computer. Mainframe computers run multiple 
users and multiple jobs, and can allocate memory based 
upon needs. A drawback of mainframe computers is that 
they are generally expensive, and the total size of the 
memory expansion is limited. 

I/O connected memory may be used as a memory expan 
sion technique. I/O connected memory is expansion memory 
that connects to servers via software calls to I/O. However, 
high latency associated with software calls to I/O generally 
limits the value of I/O connected memory as a solution for 
memory expansion. 
A link-based memory expansion approach uses CPU links 

to electronically or photonically connect a server to remote 
memory. However, the connection is point-to-point; thus the 
link-based memory expansion connects one processor to one 
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memory unit. Link-based memory expansion does not 
address flexibly sharing a pool of memory resources 
between multiple servers. 
A link-based memory expansion with an electronic packet 

Switch approach overcomes the limitations of the point-to 
point network by adding an electronic packet Switch. How 
ever, a packet Switch typically adds tens of nanoseconds of 
latency and consumes significant power. The high-speed 
link must be slowed and re-clocked to match the core 
frequency of the switch, routed, then re-clocked to the 
high-speed output path. A hierarchy of these Switches adds 
hundreds of nanoseconds of latency, as sequential hops 
penalize performance. 
A computer system with a photonically-attached memory 

expansion appliance is disclosed herein. Embodiments of 
the computer system provide the ability to change which 
memory domains are available to which servers at a con 
figuration event. The system uses a native CPU link to a 
remote node, and allows adding nodes within the limits of 
the CPU architecture. The memory that can be attached per 
node is not fundamentally constrained as described above 
with memory attached to CPUs, since the CPU links can be 
allocated to serve many more memory busses per node than 
per processor. Thus, large amounts of memory may be 
allocated to a memory intensive process on a CPU for an 
application (for example, searching a large database), while 
an application that requires less memory will have an 
appropriate amount allocated to it on an other CPU (for 
example, word processing). On a different occasion, differ 
ent amounts of memory may be allocated to the CPU and the 
other CPU. Reconfiguring the memory allocated to a CPU 
from a pool of memory may be an efficient use of memory. 

In contrast, other computer systems may permanently 
allocate a large amount of memory to each CPU to provide 
capability to perform memory intensive operations when 
required, but much of the memory would be under-used 
during operations that do not require much memory. Costs 
associated with procurement of the additional memory and 
power consumption incurred by unused memory are inefli 
ciencies that may be overcome with embodiments of the 
present disclosure. 

Embodiments of the computer system of the present 
disclosure enable the use of relatively inexpensive, industry 
standard servers. The configurable memory resource pool 
can be allocated to meet customer and application needs. 
The disclosed computer system may be particularly useful 
for search applications and cloud architectures. 

Referring now to FIG. 1, an embodiment of a computer 
system 100 is depicted. The computer system includes a 
server rack 140 and a memory rack 145 having a photonic 
interconnection 150 therebetween. The server rack 140 
includes a plurality of computer servers 105 operatively 
disposed in the server rack 140. The memory rack 145 
includes one or more memory appliances 130. Although 
FIG. 1 depicts a multi-rack embodiment of the present 
disclosure, it is to be understood that the memory appliance 
130 and computer servers 105 may be housed within the 
same rack (not shown). 

FIG. 2 shows further aspects of the embodiment of the 
computer system 100 depicted in FIG. 1. Each computer 
server 105 includes at least one central processing unit 
(CPU) 110 operatively disposed therein. A memory appli 
ance 130 is spaced remotely from the plurality of computer 
servers 105 and includes a converter 135, an electronic 
circuit switch 155, and a link-attached memory domain 180 
operatively disposed therein. It is to be understood that an 
electronic circuit switch 155 may also be known as an 
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4 
electronic fall-through switch. The link-attached memory 
domain 180 includes random access memory (RAM) 170 
and an integrated circuit chip 182 that is configured to 
function as a memory controller 160 and as a CPU-link-to 
DDR communications chip 162 operatively disposed in the 
memory appliance 130. At least one photonic interconnec 
tion 150 connects the plurality of computer servers 105 and 
the memory appliance 130. A converter 135 may be opera 
tively disposed between the CPU and the photonic intercon 
nection 150 to facilitate bidirectional communication 
between the CPU 105 (that communicates electronically) 
and the photonic interconnection 150. Further, although 
FIG. 2 does not show this configuration, it is to be under 
stood that two or more photonic interconnections 150 may 
connect each CPU 110 to the memory appliance 130 for 
bandwidth, redundancy, and latency considerations. 

In an embodiment, an allocated portion of the RAM 170 
is addressable by a predetermined CPU 110 selected from 
the plurality of CPUs 110 disposed in the plurality of 
computer servers 105 during a configuration event. The 
selected CPU 110 may be selected based on many factors, 
e.g., the programs that need to be executed in the computer, 
database size, the size of the calculation task, etc. For 
example, a CPU 110 may be allocated a large portion of 
RAM 170 to search large databases. In another example, a 
maximum allocated portion of the RAM 170 addressable by 
the predetermined CPU 110 is about 100 percent of the 
RAM 170 operatively disposed in the memory appliance. In 
yet another example, a ratio of a maximum allocated portion 
of the RAM 170 to CPU cores 112 is at least about 64 
GB/core in the predetermined CPU 110. 

In a further example, 90 percent of the RAM 170 may be 
allocated to the predetermined CPU 110, and all of the 
remaining CPUs 110 combined may be allocated a remain 
ing 10 percent of the RAM 170 until a subsequent configu 
ration event. At the Subsequent configuration event, an 
alternative predetermined CPU 110 may be allocated 30 
percent of the RAM 170 operatively disposed in the memory 
appliance, while the remainder of the CPUs 110 is allocated 
70 percent of the RAM 170 in the aggregate. 

It is to be understood that all of the CPUs 110 have some 
level of native memory. As used herein, portions of the RAM 
170 allocated during configuration events are disposed in the 
memory appliance 130 separate from, and in addition to the 
native CPU memory. 
The allocated portion of the RAM 170 is established and 

maintained throughout operations of the computer system 
100 until a subsequent configuration event. It is to be 
understood that establishing an allocated portion of RAM 
170 means that a particular range (not shown) of memory 
locations in the RAM 170 are designated for the exclusive 
use of a particular CPU 110, and the exclusive allocation 
does not change (i.e., is maintained throughout operations) 
until a Subsequent configuration event. 
A configuration event may be a boot operation, or similar 

event determined by the operating system, by hypervisior 
appliance firmware, or by other control means. Configura 
tion events may also include, but are not limited to instan 
tiation of virtual machines, periodic reconfiguration of the 
computer system 100 (e.g., for business needs on a monthly, 
quarterly, yearly, etc. basis), and the like, and combinations 
thereof. 

It is to be understood that, in embodiments of the present 
disclosure, memory may be assigned to a CPU during any 
configuration events of the computer system 100, and Such 
assignment is not limited to during a boot or similar con 
figuration event. 



US 9,582,462 B2 
5 

It is to be further understood that “configuration events 
as used herein generally speaks to time granularity. By way 
of example, if Memory could be allocated on a per-instruc 
tion basis, then a configuration mechanism would react 
within the time expectations for an instruction in the com 
puter system (e.g., nanoseconds). Alternatively, if memory 
were to be allocated on a per-Virtual-machine instance basis, 
then the configuration mechanism reacts within the time of 
a Virtual-machine instance (e.g., microseconds to millisec 
onds). Configuration events contemplated as being within 
the purview of the present disclosure are associated with 
configuration mechanisms (e.g., circuit Switches 155 as 
disclosed herein and the electronic control thereof (see 
reference numeral 151 in FIG. 8)) that are not as fast as the 
per-instruction example, but are as fast or faster than the 
per-Virtual-machine instance example. In an embodiment, a 
configuration event is executed by a configuration mecha 
nism in about 100 milliseconds or less. In an alternate 
embodiment, the event execution time ranges from about 50 
microseconds to about 100 milliseconds. In other embodi 
ments, the event execution time may be less than 50 micro 
seconds. 
As also shown in FIG. 2, the RAM 170 may be in the form 

of DIMMs 122, which may be organized in a manner related 
to specific DDR busses. It is to be understood that other 
forms of RAM 170 may also be used, including but not 
limited to memory platters, memory cards, stacked DRAM 
packages, phase-change memory, and memristor-based 
memory. 

Referring now to FIG. 3, an embodiment of a computer 
system 100' has a plurality of computer servers 105" opera 
tively connected to a memory appliance 130 via photonic 
interconnections 150. In the embodiment depicted in FIG. 3, 
the computer servers 105 are dual-socket servers. It is to be 
understood that a dual-socket server includes two CPUs 110 
(CPUs not shown in FIG. 3 for clarity). It is to be further 
understood that other embodiments of the computer server 
may include more CPUs 110 than described above, and other 
embodiments of the computer system may include more 
computer servers 105,105" than shown. For example, in an 
embodiment, each of the plurality of servers may include 
more than eight CPUs. In a non-limiting example, a com 
puter system 100, 100' may include 1024 CPUs. 

FIG. 4 depicts the photonic interconnections 150 connect 
ing CPU links 152 to the memory appliance 130. An 
electronic circuit Switch 155 connects the CPU links 152 to 
link-attached memory domains 180. 

FIG. 5 shows an individual link-attached memory domain 
180 including an integrated circuit (IC) chip 182. IC chip 
182 is configured to function as a memory controller 160 and 
as a CPU-link-to-DDR communications chip 162 (as shown 
in FIG. 2). The DIMMs 122 communicate via a DDR bus 
164, thereby completing the path between the CPU 110 and 
RAM 170 (as seen in FIGS. 2, 4 and 5 together). 

FIG. 8 schematically depicts electronic circuit switch 155 
according to an embodiment of the present disclosure. (It is 
noted that FIG. 6 and FIG. 7 will be discussed hereinbelow.) 
As also shown in FIG. 4, a converter 135 converts a photonic 
CPU link signal to an electronic CPU link signal. Electronic 
circuit switch 155 switches interconnections 150' to connect 
CPU links 152 with link-attached memory domains 180. As 
shown in FIG. 8, the electronic circuit switch 155 is elec 
tronically controlled, as Schematically depicted at reference 
numeral 151. As such, electronic controls may be changed 
during configuration events, resulting in changes in connec 
tivity between specific electronic circuit inputs and specific 
electronic circuit outputs of the electronic circuit switch 155. 
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6 
Electronic circuit switches 155 are used in telecommuni 

cations and other applications for routing of data traffic. A 
non-limiting example of an electronic circuit switch 155 is 
the VSC3144 non-blocking crossbar switch, available from 
Vitesse in Camarillo, Calif. Attributes of electronic circuit 
switches 155 include relatively slow time to switch (typi 
cally hundreds of microseconds to tens of milliseconds) but 
once Switched, they have a very short propagation delay 
time (generally hundreds of picoseconds). In the embodi 
ments herein, the electronic circuit switch 155 switches 
infrequently relative to the rate of data passing through the 
Switch (when the memory configuration is changed), but 
once switched, the electronic circuit switch 155 provides 
very low-latency and high bandwidth communications. In 
embodiments of the present disclosure, the electronic circuit 
switch 155 may be configured to have a switch time from 
about 50 microseconds to about 100 milliseconds. In other 
embodiments, the switch time may be less than 50 micro 
seconds. 
As mentioned above, it is to be understood that memory 

allocation and reallocation need not be restricted to a boot or 
similar configuration event, as discussed above. In embodi 
ments of the present disclosure, memory load shifting may 
be accomplished as a function of changing application 
demand. 

It is to be understood that an electronic circuit switch 155 
may include an array or network of electronic circuit 
switches 155. For example, as used herein, an electronic 
circuit switch 155 may include a linear array of electronic 
circuit Switches. In yet another example, an electronic circuit 
switch 155 may include a cascade of electronic circuit 
switches. 

FIG. 6 shows a schematic view of a communications path 
from a CPU 110 to RAM 170 in an embodiment of the 
present disclosure. All the CPUs 110 include at least one 
CPU core 112 (shown schematically in FIG. 6). CPU 110 is 
connected via fanout 171 on a local bus 173 to memory 
modules 175 within local memory 172. A CPU link 152 is 
connected to a converter 135 that converts an electronic 
CPU link signal to a photonic CPU link signal that is carried 
by a photonic interconnection 150 to another converter 135 
that converts the CPU link signal from a photonic CPU link 
signal to an electronic CPU link signal. It is to be understood 
that as used herein, a photonic interconnection 150 may 
include more than one optical path. For example, more than 
one optical fiber (not shown) may be included in photonic 
interconnection 150. It is to be further understood that the 
communication across the photonic interconnection 150 
may be bidirectional (i.e., one optical fiber communicates in 
one direction, and another optical fiber communicates in an 
opposite direction, therefore the converters 135 convert 
photonic to electronic signals and electronic to photonic 
signals). CPU-link-to-DDR communications chip 162 con 
nects the CPU links 152 to RAM 170 via DDR bus 164. It 
is to be understood that the photonic interconnection 150 
may include a light transmitting (optical) fiber, couplings 
(not shown), and converters 135. 

Photonic interconnection 150 allows RAM 170 to be 
located at a greater distance from the CPU 110 compared to 
electronic interconnection without high transport delay 
times and with excellent signal to noise properties. It is to be 
understood that the product of the speed of light and the 
length of the fiber continues to be a source of transport delay, 
but not a significant transport delay at the communication 
radius disclosed herein. Thus, an embodiment of the disclo 
Sure may have a communication radius ranging from about 
1 meter to about 10 meters. As shown in FIG. 1, this 



US 9,582,462 B2 
7 

communication radius allows the memory appliance(s) 130 
to be disposed in a memory rack 145 spaced apart from a 
server rack 140 without performance issues related to trans 
port time until the length of the fiber is such that the product 
of the speed of light and the length of the fiber becomes a 
significant part of the delay. The communication radius 
disclosed in the present disclosure may be one or two orders 
of magnitude greater than a DDR2 or DDR3 communication 
radius. 

In the embodiment depicted in FIG.9, an example system 
implementation connects 8 servers 105 each having two 
CPU links 152 to an electronic circuit switch 155 serving 8 
link-attached memory domains 180. Converters 135 are 
operatively disposed between the servers 105 and the elec 
tronic circuit Switch 155. The converters 135 convert the 
CPU link signals from electronic CPU link signals to 
photonic CPU link signals and back again. It is to be 
understood that the converters 135 convert photonic to 
electronic signals and electronic to photonic signals. It is to 
be further understood that converters 135 shown in FIG. 9 
facilitate communication between the CPU links 152 that 
communicate electronically, and the electronic circuit Switch 
155 with an intervening photonic interconnection 150. The 
photonic interconnection 150 provides high speed, high 
bandwidth optical communication between the servers 105, 
105' and the memory appliance 130 shown in FIGS. 1 and 
3. 

In FIG.9, each server 105 has a label S0, S1, ... S7. Each 
server 105 has two CPU links 152 labeled L0, and L1. Thus, 
reference to a particular CPU link 152 of the 16 CPU links 
152 shown in FIG.9 may be accomplished by calling out the 
server label and the link label (e.g. SOL0, SOL1, S1L0 . . . 
S7L1). In an explanatory example, the CPU link 152 with 
the label S1L1 indicates that the respective CPU link 152 is 
attached to Server 1, Link 1. Each CPU link 152 is a full 
bi-directional CPU link. It is to be understood that a bi 
directional CPU link has the following characteristics: all 
server outputs are routed to Switch inputs, all server inputs 
are routed to Switch outputs, all memory domain inputs are 
routed to Switch outputs, and all memory domain outputs are 
routed to switch inputs. In the embodiment shown in FIG. 9. 
each of the 8 servers 105 has access to a maximum of 4 link 
attached memory domains 180, however, it is not necessary 
for a server to be attached to any of the memory domains 
180. 

FIG. 10 shows a high-level functional block schematic of 
the integrated circuit chip 182 also shown in FIG. 2. The 
basic functionality of the integrated circuit chip 182 includes 
link control, link bridging, memory control, and DDR physi 
cal control functions. 

Various configurations of attached memory are shown in 
FIGS. 11-16. FIG. 11 shows a particular switch configura 
tion of the embodiment shown in FIG. 9. In FIG. 11, the 
CPU links 152 and link-attached memory domain links 153 
are mapped in 1:1 correspondence. This configuration pro 
vides the highest bandwidth available. 

FIG. 12 is a schematic diagram showing exemplary 
switch settings for the switch configuration shown in FIG. 
11. It is to be understood that for simplicity, not all inputs 
and outputs are shown. For example, the input A0 represents 
the inputs required for an entire full-width CPU link. As 
shown in the switch map block, the CPU links 152 and the 
link-attached memory domain links 153 are mapped in 1:1 
correspondence. The links 152, 153 are bi-directional. 

FIG. 13 shows a moderate connectivity and bandwidth 
switch configuration of the embodiment shown in FIG. 9. In 
FIG. 13, two link-attached memory domains 180 are con 
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8 
nected to each server 105. This configuration provides 
medium bandwidth and medium memory radius. 

FIG. 14 is a schematic diagram showing exemplary 
switch settings for the switch configuration shown in FIG. 
13. Again, it is to be understood that for simplicity, not all 
inputs and outputs are shown. For example, the input A0 
represents the inputs required for an entire full-width CPU 
link. As shown in the Switch map block, certain link 
attached memory domain links 153 are unused. In FIG. 14, 
dashed lines indicate links that are not connected. Electronic 
circuit switch 155 output Y2 and input A3 are shown as not 
connected (NC) in the Switch Map portion of FIG. 14. Links 
152, 153 are bi-directional. 

FIG. 15 shows a large connectivity and lower bandwidth 
switch configuration of the embodiment shown in FIG. 9. In 
FIG. 15, four link-attached memory domains 180 are con 
nected to each server 105. This configuration provides a high 
memory radius with a lower bandwidth as compared to the 
configurations shown in FIGS. 11-14. 

FIG. 16 is a schematic diagram showing exemplary 
switch settings for the switch configuration shown in FIG. 
15. Once again, it is to be understood that for simplicity, not 
all inputs and outputs are shown. Also for simplicity, only a 
single CPU link 152 is shown in FIG. 16. As in FIGS. 12 and 
14, the input A0 represents the inputs required for an entire 
full-width CPU link. As shown in the Switch Map block, 
certain link-attached memory domain links 153 are con 
nected to other link-attached memory domain links 153, 
thereby providing one CPU link 152 access to two link 
attached memory domains 180. Electronic circuit switch 155 
input A3 is connected to output Y4, and input A4 is 
connected to output Y2 in the Switch Map portion of FIG. 
16. Also shown in FIG. 14, the links 152, 153 are bi 
directional. 

FIG. 7 depicts a method 200 for sharing computer 
memory in a computer system having a plurality of Central 
Processing Units (CPUs) 110. An embodiment of the 
method 200 includes photonically connecting the plurality 
of CPUs 110 to a memory appliance 130 spaced remotely 
from the plurality of CPUs, the memory appliance having 
random access memory (RAM) operatively disposed 
therein, as depicted at reference numeral 210. As depicted at 
reference numeral 220, a signal transmitted on the photonic 
connection is bidirectionally converted to a digital electrical 
signal. Method 200 further includes exclusively allocating, 
via an electronic circuit switch, a portion of the RAM to a 
predetermined CPU selected from the plurality of CPUs, as 
depicted at reference numeral 230. 
The method 200 may further include establishing and 

maintaining the exclusive allocation of the RAM to the CPU 
during operations of the computer system until a Subsequent 
configuration event, as depicted at reference numeral 240. 

It is to be understood that as used herein, “spaced 
remotely from the plurality of CPUs means the memory 
appliance(s) 130 are spaced apart from the plurality of CPUs 
by a distance ranging from about 1 meter to about 10 meters. 

According to the embodiments herein, a total amount of 
RAM 170 operatively disposed in the memory appliance 
130 in Gigabytes divided by a total number of CPU cores 
112 in the plurality of computer servers 105 is at least about 
64 GB/core (expressed another way, the memory appliance 
130 includes a quantity of random access memory (RAM) 
170 equal to the mathematical product of 64 GB and the total 
number of CPU cores 112 in the computer system 100). In 
another embodiment, the total RAM to CPU core ratio is 256 
GB/core. In yet another embodiment, the total RAM to CPU 
core ratio is 2000 GB/core. Each of the plurality of computer 
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servers in the embodiments herein may be dual-socket 
servers. In another embodiment, the computer servers may 
include between one and eight CPUs. It is to be understood 
that more than one CPU may be operatively disposed on a 
single chip (i.e., dual-core and quad-core processors). It is to 
be understood that the example total RAM to CPU core 
ratios above are not intended to imply a uniform allocation 
of RAM 170 to all of the CPUs 110 in the servers 105 in the 
computer system 100, although the CPUs 110 may be so 
uniformly provisioned, if desired. In embodiments disclosed 
herein, the RAM 170 allocation may be skewed such that a 
large amount of memory (of the total RAM 170 available) 
is allocated to one or more CPUs 110, with the remaining 
amount of memory (of the total RAM 170 available) being 
allocated as desired to the remaining CPUs 110. 

It is to be further understood that embodiments of the 
present disclosure are not limited to the native capacity 
provided by a CPU memory controller. For example, a CPU 
having four DDR busses with four DIMMs each would have 
a maximum native capacity of 4x4x(DIMM capacity). If the 
DIMM capacity were 8 GB, the maximum native capacity 
would be 4x4x8=128 GB. Carrying forward with the same 
example, if the CPU has 8 cores, the memory per core would 
be 128 GB/8=16 GB. If the CPU in the example were part 
of an 8-way SMP, the maximum memory would be 1024 
GB, but the RAM to CPU core ratio would still be 16 
GB/core. 

In another example of memory limited by the native 
capacity of the CPU memory controller, a Beckton CPU 
having 8 cores can control 16 DIMMs. If the DIMMs are 8 
GB DIMMs, then the ratio of RAM to CPU cores is 16 
GB/core. 

In contrast, embodiments of the present disclosure could 
make all of the RAM 170 available to a single server 105. 
As such, if the memory appliance 130 supports 128 DIMMs 
122, then the total RAM/CPU core ratio is (128 DIMMsx8 
GB/DIMM)/(8 cores/CPUx2 CPUs)=64 GB/core. It is to be 
understood that if the memory appliance 130 supports more 
DIMMs 122, the ratio of RAM to CPU cores will be greater. 

Further, as mentioned above, in embodiments of the 
present disclosure, a maximum allocated portion of the 
RAM addressable by the predetermined CPU is about 100 
percent of the RAM operatively disposed in the memory 
appliance(s) 130. It is to be understood that if the predeter 
mined CPU 110 is allocated 100 percent of the RAM 170 
from the memory appliance(s) 130, the remaining CPUs 110 
will receive no additional memory from the memory appli 
ance(s) 130 until a Subsequent reallocation at a Subsequent 
configuration event. 

The RAM 170 may be double data rate (DDR) RAM. 
Other forms of RAM are also contemplated as being within 
the purview of the present disclosure, including but not 
limited to memory platters, memory cards, stacked DRAM 
packages, phase-change memory, and memristor-based 
memory. 

It is to be understood that the terms “attached/attaches/ 
attaching to’ and “connected/connects/connecting to are 
broadly defined herein to encompass a variety of divergent 
connected arrangements and assembly techniques. These 
arrangements and techniques include, but are not limited to 
(1) the direct communication between one component and 
another component with no intervening components ther 
ebetween; and (2) the communication of one component and 
another component with one or more components therebe 
tween, provided that the one component being “attached to 
or “connected/ing to the other component is somehow in 
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10 
operative communication with the other component (not 
withstanding the presence of one or more additional com 
ponents therebetween). 

While several embodiments have been described in detail, 
it will be apparent to those skilled in the art that the disclosed 
embodiments may be modified. Therefore, the foregoing 
description is to be considered non-limiting. 
What is claimed is: 
1. A computer system, comprising: 
a plurality of computer servers, each computer server 

including a central processing unit (CPU); 
a memory appliance spaced remotely from the plurality of 

computer servers and including memory domains hav 
ing random access memory (RAM) therein; 

a plurality of electrical-optical converters connected to the 
CPUs of the plurality of computer servers to convert a 
plurality of electrical signals from the CPUs into a 
plurality of optical signals; 

a single photonic CPU link operatively attached to the 
plurality of electrical-optical converters; 

a single optical-electrical converter to receive the plurality 
of optical signals from the plurality of electrical-optical 
converters via the single photonic CPU link and con 
vert the plurality of optical signals to electrical CPU 
link signals; and 

an electronic circuit switch operatively attached between 
the optical-electrical converter and the memory 
domains of the memory appliance to provide allocation 
connections between the plurality of computer servers 
and the memory domains, and controlled by an elec 
tronic control during a configuration event to change 
the allocation connections between the plurality of 
computer servers and the memory domains. 

2. The computer system as defined in claim 1, wherein the 
memory appliance is located at a distance ranging from 1 
meter to 10 meters from the plurality of computer servers. 

3. The computer system as defined in claim 1, wherein the 
electronic circuit switch is to have a switch time less than 
100 milliseconds. 

4. The computer system as defined in claim 1, wherein the 
electronic circuit Switch is to have a propagation delay time 
of between 50 picoseconds and 500 picoseconds. 

5. The computer system as defined in claim 1, wherein the 
plurality of computer servers includes more than eight 
CPUS. 

6. The computer system as defined in claim 1, wherein a 
ratio of a total amount of RAM operatively disposed in the 
memory appliance in Gigabytes divided by a total number of 
CPU cores in the plurality of computer servers is at least 
about 64 GB/core. 

7. The computer system as defined in claim 1, wherein a 
ratio of a maximum allocated portion of the RAM to CPU 
cores is at least 64 GB/core in the predetermined CPU. 

8. A method for sharing computer memory in a computer 
system having a plurality of Central Processing Units 
(CPUs), the method comprising: 

converting, by a plurality of electrical-optical converters, 
electrical signals from the plurality of CPUs to a 
plurality of optical signals; 

photonically, via a single photonic CPU link, connecting 
the plurality of optical signals from the plurality of 
electrical-optical converters to a single optical-electri 
cal converter, 

bidirectionally converting, by the optical-electrical con 
verter, the plurality of optical signals received from the 
plurality of electrical-optical converters to an electrical 
signal; 
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connecting, by an electronic circuit Switch, the electrical 
signal from the optical-electrical converter to a memory 
appliance to provide connections between the plurality 
of CPUs and the memory appliance, wherein the 
memory appliance includes random access memory 5 
(RAM); 

exclusively allocating, by the electronic circuit Switch, a 
portion of the RAM to a predetermined CPU selected 
from the plurality of CPUs; 

maintaining the exclusive allocation of the RAM to the 
predetermined CPU during operations of the computer 
system until a configuration event; and 

controlling the electronic photonic circuit Switch during 
the configuration event to change the allocation of the 
RAM to the plurality of CPUs. 

9. The method as defined in claim 8, wherein the memory 
appliance is spaced apart from the plurality of CPUs by a 
distance ranging from 1 meter to 10 meters. 

10. The method as defined in claim 8, wherein a ratio of 
a maximum allocated portion of the RAM to CPU cores is 
at least 64 GB/core in the predetermined CPU. 2O 

11. The method as defined in claim 8, wherein allocating 
the portion of the RAM to the predetermined CPU selected 
from the plurality of CPUs occurs over a time duration of 
less than 100 milliseconds. 

12. The method as defined in claim 8, wherein a signa 
propagation time through the electronic circuit Switch aver 
ages between 50 picoseconds and 500 picoseconds. 
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13. A computer system, comprising: 
computer servers, each server including at least two 

central processing units (CPUs), each CPU having at 
least two CPU cores operatively disposed therein; 

a memory appliance including random access memory 
(RAM); 

a plurality of electrical-optical converters connected to the 
CPUs of the computer servers to convert a plurality of 
electrical signals from the CPUs into a plurality of 
optical signals; 

a single photonic CPU link operatively attached to each of 
the plurality of electrical-optical converters: 

a single optical-electrical converter to receive the plurality 
of optical signals from the plurality of electrical-optical 
converters via the single photonic CPU link and con 
vert the plurality of optical signals into electrical CPU 
link signals; and 

an electronic circuit switch operatively attached between 
the optical-electrical converter and the memory 
domains of the memory appliance to allocate a portion 
of the RAM to a predetermined CPU in the computer 
servers during a configuration event, and controlled by 
an electronic control during a Subsequent configuration 
event to change the allocation of the RAM to the CPUs 
in the computer servers. 

k k k k k 


