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US 9,571,540 B2 
1. 

BROADCAST/MULTICAST OFFLOADING 
AND RECOMMENDING OF 

INFRASTRUCTURAL CHANGES BASED ON 
USAGE TRACKING 

BACKGROUND 

Streaming and downloading of programs is a popular 
delivery mechanism for providing programs to users. A 
content delivery network (CDN) (also known as a content 
distribution network) is typically used for streaming and/or 
downloading programs. The content delivery network 
includes a server that stores programs and services other 
servers. The other servers cache programs and stream and/or 
download the programs to users. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a diagram illustrating an exemplary environment 
of a content delivery network in which an exemplary 
embodiment of broadcast/multicast offloading and recom 
mending of infrastructural changes based on usage tracking 
may be implemented; 

FIGS. 2A-2D are diagrams that illustrate an exemplary 
process pertaining to a multicast/broadcast offloading that is 
based on usage data; 

FIG. 3 is a diagram illustrating exemplary components of 
a device that may correspond to one or more of the devices 
in an exemplary environment; 

FIG. 4 is a flow diagram that illustrates an exemplary 
broadcast/multicast offloading process; 

FIGS. 5A-5C are diagrams that illustrate an exemplary 
process pertaining to a recommending of an infrastructural 
change to a content delivery network that is based on usage 
data; and 

FIG. 6 is a flow diagram that illustrates an exemplary 
process for recommending an infrastructural change to a 
content delivery network based on usage data. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

The following detailed description refers to the accom 
panying drawings. The same reference numbers in different 
drawings may identify the same or similar elements. Also, 
the following detailed description does not limit the inven 
tion. 

The caching of programs on an edge server can occur 
either before or after a user requests the program. A program 
may include audio and/or video. For example, the program 
may be linear content, such as live television (e.g., a local 
program, a national program, a sitcom, a movie, a sporting 
event, a news program, etc.) or on-demand content (e.g., a 
pay-per-view program, previously-recorded content, etc.). 
Alternatively, a program may include software (e.g., an 
application, a program, etc.) or other Suitable data that may 
be offloaded, as described herein. Ideally, the edge server 
should always store any program that the user requests in 
order to reduce delay, etc., and provide optimal playback 
quality. However, in reality, as on-demand streaming and 
downloading requests increase and the number of programs 
available increase, the edge server can only host a Subset of 
the programs due to resource constraints. The edge servers 
may use, for example, a Least Recently Used (LRU) algo 
rithm or a Least Frequently Used (LFU) algorithm for 
selecting programs to Swap. 
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2 
Unfortunately, even when the edge servers store programs 

that are in high demand, there are limited resources allocated 
for servicing all of the requests from users. Typically, edge 
servers deliver programs to users in a unicast fashion. For 
example, a content delivery network may designate pro 
grams to be delivered in a unicast fashion. The user may 
have the option to download the program to his or her user 
device or stream the program to the user device. 

According to an exemplary embodiment, a content deliv 
ery network dynamically manages the delivery of programs 
between unicast delivery and multicast and/or broadcast 
(also referred to as multicast/broadcast) delivery. According 
to an exemplary embodiment, the content delivery network 
determines the type of delivery (e.g., multicast, broadcast, 
stream, download) to use for a program based on usage data. 
The usage data may include various types of data pertaining 
to a streaming and/or a downloading service. For example, 
the usage data may include physical constraint data. The 
physical constraint data pertains to the resources (e.g., 
storage space, processor, buffer, bandwidth, etc.) of network 
devices (e.g., edge servers, etc.) and links of or used by the 
content delivery network that provides the streaming and/or 
downloading service. The usage data may include resource 
utilization data. The resource utilization data indicates an 
amount of a resource being used. The usage data may 
include other types of data, Such as the number of user 
requests received or queued during any given instance of 
time. The number of user requests may pertain to the same 
program, a Subset of programs available, or all of the 
programs available for downloading and/or streaming. 
As an example, assume the content delivery network is 

streaming programs to users using unicast transmissions. 
Subsequently, assume the content delivery network receives 
a large number of requests for the downloading or the 
streaming of a program. In view of the usage data, the 
content delivery network (e.g., a network device) determines 
to shift the delivery of the program from unicast to either 
multicast or broadcast. For example, the requests may be 
queued and users may be informed that the program will be 
available for download or stream at a certain time (i.e., 
according to a schedule). The user may then, in turn, only 
need to ensure that their mobile device is: turned on, 
connected to the wireless network, and located in a geo 
graphic region providing the scheduled broadcast or multi 
CaSt. 

According to another exemplary embodiment, the content 
delivery network uses predictive offloading from unicast to 
broadcast or multicast. For example, the content delivery 
network may use popularity metrics that pertain to a pro 
gram to predict an influx of program requests. By way of 
example, an on-demand release of a program (e.g., a movie) 
that was popular during its theater release may command a 
large number of expected user requests. In this regard, the 
content delivery network may determine to schedule a 
broadcast and/or a multicast delivery of the program. The 
multicast delivery of the program may be based on pre 
orders (e.g., program requests already received) from users. 
Additionally, or alternatively, the content delivery network 
calculates a predictive offloading based on the arrival of 
program requests. For example, assume the number of 
program requests is continuously rising within a certain time 
period. Although the current resource utilization is not taxed, 
the content delivery network may invoke a predictive broad 
cast or a predictive multicast offloading based on the pre 
dicted arrivals of program requests. The content delivery 
network may use well-known methods to predict the arrivals 
of program requests. Broadcast and/or multicast offloading, 
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whether predictive or not, may be targeted to a specific 
geographic area or may be network wide. 

According to an exemplary embodiment, the content 
delivery network measures the usage of the content delivery 
network. Based on the usage, the content delivery network 
evaluates the distribution of content delivery devices. For 
example, the content delivery network identifies whether the 
allocation of resources is optimally utilized based on the 
measured usage. By way of further example, assume a 
content delivery network device services a particular geo 
graphic area that has a low usage (e.g., low demand for 
downloading and/or streaming). The content delivery net 
work generates a recommendation to remove the content 
delivery network device from the geographic area or reduce 
the available network resources associated with this service 
point (e.g., reduce the number of edge cache servers, etc.). 

FIG. 1 is a diagram illustrating an exemplary environment 
in which an exemplary embodiment of broadcast/multicast 
offloading and recommending of infrastructural changes 
based on usage tracking may be implemented. As illustrated, 
environment 100 includes a content delivery network 105 
that includes an origin server 110, an edge server controller 
115, an edge cluster 120 including edge servers 125-1 
through 125-4 (referred to collectively as edge servers 125). 
Additionally, each of edge servers 125 (or in the generic 
sense) may be referred to as edge server 125. Environment 
100 also includes a usage manager 127, a load balancer 130, 
an access network 135, and user devices 140-1 through 
140-X (referred to collectively as user devices 140). Addi 
tionally, each of user devices 140 (or in the generic sense) 
may be referred to as user device 140. 

Environment 100 may be implemented to include wired 
(e.g., cable, optical, etc.) and/or wireless connections (e.g., 
radio, etc.) among the devices and networks illustrated. A 
connection may be direct or indirect and may involve 
intermediary device(s) and/or network(s) not illustrated in 
FIG. 1. Additionally, the number and the arrangement of 
connections in environment 100 are exemplary. 
The number of devices and the configuration in environ 

ment 100 are exemplary and provided for simplicity. 
According to other embodiments, environment 100 may 
include additional devices, fewer devices, different devices, 
and/or differently arranged devices, than those illustrated in 
FIG. 1. For example, according to other embodiments, 
environment 100 may not include edge server controller 
115. 

According to other embodiments, a single device in FIG. 
1 may be implemented as multiple devices and/or multiple 
devices may be implemented as a single device. For 
example, origin server 110 and edge server controller 115 
may be implemented as a single device. By way of another 
example, edge server controller 115 and usage manager 127 
may be implemented as a single device. A device may be 
implemented according to a centralized computing architec 
ture, a distributed computing architecture, or a cloud com 
puting architecture. Additionally, a device may be imple 
mented according to one or multiple network architectures 
(e.g., a client device, a server device, a peer device, a proxy 
device, a cloud device, or a combination thereof). 

According to other embodiments, environment 100 may 
include additional networks and/or different networks than 
those illustrated and/or described in reference to FIG. 1. For 
example, environment 100 may include other types of 
network(s). Such as the Internet, etc. 

Also, according to other embodiments, one or more 
functions and/or processes described as being performed by 
a particular device may be performed by a different device, 
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4 
or some combination of devices. Environment 100 may be 
implemented to include wired and/or wireless connections 
among the devices illustrated. 

Content delivery network 105 includes a network that 
provides a downloading service of programs and/or a 
streaming service of programs. By way of example, content 
delivery network 105 may be implemented as a packet 
network (e.g., an Internet Protocol (IP) network), a wide 
area network (WAN), a private network, and/or other suit 
able type of network. Content delivery network 105 may 
Support single bit rate streaming/downloading and/or multi 
bit rate streaming/downloading. Content delivery network 
105 may be implemented to Support Smooth streaming, 
dynamic streaming, and/or adaptive bitrate streaming. Con 
tent delivery network 105 may support various protocols, 
such as, the RealTime Streaming Protocol (RTSP), the Real 
Time Messaging Protocol (RTMP), the Hypertext Transfer 
Protocol (HTTP) Live Streaming (HLS), the Microsoft 
Media Services (MMS) protocol, etc. 

Origin server 110 includes a network device that stores 
programs to be downloaded and/or streamed to users. By 
way of example, origin server 110 may be implemented as 
a computational device (e.g., a computer, etc.), a server (e.g., 
a Web server, an application server, etc.), and/or other 
Suitable network device (e.g., a repository system). Origin 
server 110 provides programs to edge servers 125 for 
caching. According to an exemplary implementation, origin 
server 110 provides programs to edge servers 125 based on 
communications (e.g., requests) from edge server controller 
115. According to another implementation, origin server 110 
provides programs to edge servers 125 based on communi 
cations (e.g., requests) from edge servers 125. 

Edge server controller 115 includes a network device that 
manages edge cluster 120 (e.g., edge servers 125). By way 
of example, edge server controller 115 may be implemented 
as a computational device (e.g., a computer, etc.), a server 
(e.g., a Web server, an application server, etc.), and/or other 
suitable network device. Edge server controller 115 manages 
the caching of programs on behalf of edge servers 125 based 
on well-known methods and/or proprietary methods. For 
example, edge server controller 115 may use various algo 
rithms (e.g., LRU, LFU, etc.), may obtain various types of 
information (e.g., statistical information, etc.), etc., pertain 
ing to edge servers 125 so as to manage the caching of 
programs by edge servers 125. According to other embodi 
ments, the managing of programs cached by edge servers 
125 is performed without edge server controller 115. For 
example, each edge server 125 manages its own caching of 
programs using some form of collaborative caching. Edge 
server 125 includes a network device that caches programs 
and services streaming and/or downloading requests. 

Usage manager 127 includes a network device that man 
ages the broadcast/multicast offloading based on the usage 
data, as described herein. Additionally, usage manager 127 
generates a recommendation pertaining to the allocation of 
resources in content delivery network 105 based on usage 
data, as described herein. By way of example, usage man 
ager 127 may be implemented as a computational device 
(e.g., a computer, etc.), a server (e.g., a Web server, an 
application server, etc.), and/or other Suitable network 
device. 
Load balancer 130 includes a network device that distrib 

utes workload across edge servers 125 of edge cluster 120. 
By way of example, load balancer 130 may be implemented 
as a computational device (e.g., a computer, etc.), a server 
(e.g., a Web server, an application server, etc.), and/or other 
Suitable network device. According to an exemplary imple 
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mentation, load balancer 130 distributes the load pertaining 
to user requests of programs in an equally distributed 
fashion. According to another exemplary implementation, 
load balancer 130 distributes the load based on other well 
known criterion or approach (e.g., round robin, weighted 
round robin, least connections, least response time, edge 
server load, etc.). 

Access network 135 includes a wireless network that 
provides access, directly or indirectly, to content delivery 
network 105. For example, access network 135 may be 
implemented as a mobile network, a public network, a 
private network, a wide area network, a metropolitan area 
network, and/or a data network. By way of further example, 
access network 135 may be implemented to include a Long 
Term Evolution (LTE) network. 

User device 140 includes a mobile device or other type of 
end user device capable of downloading and/or streaming a 
program. For example, user device 140 may be implemented 
as a Smartphone, a tablet device, a handheld device, a 
personal digital assistant (PDA), a palmtop device, a laptop 
computer, a netbook, a tablet, a gaming device, a desktop 
computer, or a vehicular communication system (e.g., in a 
car, etc.). User device 140 is capable of downloading or 
streaming a program. For example, user device 140 includes 
client Software that allows a user to communicate download 
and/or streaming requests to servers in content delivery 
network 105 and to play and/or store the programs. 

FIGS. 2A-2D illustrate an exemplary process pertaining 
to multicast/broadcast offloading in environment 100. Refer 
ring to FIG. 2A, assume that user devices 140 transmit 
program requests to a streaming service provided by content 
delivery network 105. The program requests are received by 
load balancer 130, load balanced, and forwarded to edge 
Servers 125. 

Referring to FIG. 2B, usage manager 127 obtains usage 
data from load balancer 130 via a push method or a pull 
method (e.g., periodically, reactively, proactively, etc.). The 
usage data may include request data. The request data may 
include the received program requests or processed data 
Stemming from the program requests (e.g., data indicating 
the number of program requests received over a period of 
time, etc., as described further below). The number of 
program requests may pertain to program requests stored in 
a buffer of load balancer 130 (e.g., in which program 
delivery has not yet begun) and/or program requests in 
which program delivery has begun (e.g., the program 
requests have been sent to and/or serviced by edge servers 
125). 
The usage data may include session data. For example, 

the session data indicates session state data pertaining to 
connections between edge servers 125 and user devices 140. 
According to an exemplary implementation, load balancer 
130 obtains session data from edge servers 125. Addition 
ally, or alternatively, load balancer 130 maintains a socket 
pool. The Socket pool may indicate the states of Socket 
connections (e.g., active, inactive, etc.) of edge servers 125. 
Alternatively, edge server controller 115 or edge servers 125 
may provide session data to usage manager 127. For 
example, although not illustrated, there may be links 
between usage manager 127 and edge servers 125 that can 
be used to provide session data from edge servers 125 to 
usage manager 127. 

Usage manager 127 may also obtain other types of usage 
data. For example, the usage data may include network 
resource utilization data from load balancer 130, edge serv 
ers 125, or another network device (e.g., a network perfor 
mance or monitoring device) (not illustrated). For example, 
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6 
the network resource utilization data may indicate available 
bandwidth, congestion indication data (e.g., notification of 
congestion, data indicating invocation of congestion avoid 
ance, etc.), failure data (e.g., a device failure, a link failure, 
a power failure, etc.), or other types of network State data 
(e.g., data pertaining to network performance metrics, such 
as latency, etc.). The network resource utilization data may 
pertain to network devices and links (e.g., access network 
135) not included in content delivery network 105 but are a 
part of the content delivery path to user devices 140. 
Additionally, or alternatively, the network resource utiliza 
tion data may pertain to network devices and links of content 
delivery network 105. According to another exemplary 
implementation, edge servers 125 may include a resource 
monitoring agent that calculates a resource utilization value 
pertaining to resources (e.g., processor, storage, communi 
cation interface, etc.). Usage manager 127 obtains the 
resource utilization values from edge servers 125 as usage 
data. Usage manager 127 may obtain resource utilization 
values from other network devices of content delivery 
network 105 (e.g., load balancer 130, edge server controller 
115, etc.). Usage data may also include device type data that 
indicates whether user device 140 is a smartphone, a tablet, 
a game system (e.g., an Xbox, a PlayStation, etc.), a Smart 
television, etc. Usage data may also include user usage 
information, such as the length of a program viewed by 
USCS. 

In response to obtaining the usage data, usage manager 
127 analyzes the usage data to determine whether broadcast/ 
multicast offloading is to be invoked. Usage manager 127 
may perform the analysis of the usage data on a per-device 
level (e.g., edge server 125-1, load balancer 130, etc.), a 
sub-group level (e.g., edge servers 125-1 and 125-2, edge 
server 125-1 and load balancer 130, etc.), or a group level 
(e.g., all of edge servers 125, etc.). Depending on the data 
included in the usage data, usage manager 127 may perform 
different types of analysis. For example, as previously 
described, the usage data may include the program request, 
processed program request data, session data, and/or 
resource utilization data. 

According to an exemplary embodiment, usage manager 
127 may identify or generate a current usage value or a 
current usage Sub-value based on an analysis of the usage 
data. Usage manager 127 may combine the current usage 
Sub-value (e.g., by way of a mathematical operation, Such as 
addition, subtraction, etc.) with one or multiple other current 
usage Sub-values to generate the current usage value. For 
example, when the usage data includes program request data 
and resource utilization data, usage manager 127 may ana 
lyze the usage data and generate a current usage Sub-value 
pertaining to the program request data and another current 
usage Sub-value pertaining to the resource utilization data. 
According to another exemplary embodiment, usage man 
ager 127 may analyze and generate a current usage value, 
without the generation of Sub-values, even when the usage 
data includes different types of data. 

Given the distinctive nature between downloading and 
streaming of a program, as well as the distinctive nature 
between multicasting and broadcasting, usage manager 127 
may generate multiple current usage values directed to the 
specific type of offloading. For example, usage manager 127 
may generate a current usage value pertaining to the mul 
ticasting of a program via a downloading service and 
another current usage value pertaining to the broadcasting of 
a program via a streaming service. Alternatively, a more 
simplified approach may be implemented in which the 
current usage value is non-specific pertaining to whether the 
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program is downloaded or streamed, delivered via a multi 
cast transmission or a broadcast transmission, or some 
combination thereof. Usage manager 127 may make deter 
minations relating to whether the offloading includes a 
multicast, a broadcast, or both, as well as whether the 
program is provided via a streaming service, a downloading 
service, or both, based on other factors, as described below. 
For example, the decision to broadcast may be based on the 
availability of a broadcast channel and/or other network 
resources needed to Support the broadcast of the program. 
Additionally, for example, the decision to stream or to 
download a program may be based on similar consider 
ations. 

According to an exemplary embodiment, usage manager 
127 compares the current usage value to a threshold utili 
zation value to determine whether to invoke the broadcast/ 
multicast offloading. Additionally, in a similar manner, the 
threshold utilization value may be specific or non-specific in 
relation to multicasting, broadcasting, downloading, and 
streaming. Based on a result of the comparison, usage 
manager 127 invokes the broadcast/multicast offloading or 
does not invoke the broadcast/multicast offloading. Provided 
below are exemplary processes pertaining to the analysis of 
the usage data. 

According to an exemplary embodiment, usage manager 
127 analyzes the program request data. For example, when 
the program request data includes the program requests, 
usage manager 127 may count the number of program 
requests and store a number of program requests value. 
Additionally, usage manager 127 may inspect the program 
requests to identify the programs requested (e.g., identify 
program identifiers). Usage manager 127 may correlate a 
number of program requests to a particular program. Usage 
manager 127 may also identify an edge server 125 that is 
responsible for servicing the program request. For example, 
usage manager 127 may identify a service area in which the 
program request originated based on a network address 
included in the program request or geographic data (e.g., 
based on the communication interface, port, etc.) provided 
by load balancer 130 and relating to the program request 
received. Additionally, for example, usage manager 127 may 
inspect the program requests to identify whether the request 
pertains to the downloading of the program or a streaming 
of the program. 

Alternatively, when the program request data includes 
processed program request data, usage manager 127 may 
forego certain calculations, such as counting the number of 
program requests, correlating the program requests to a 
particular program, identifying a service area, and/or iden 
tifying program requests for downloading versus streaming. 
Usage manager 127 may also perform other forms of 
analysis, Such as, rate of change of program request arrivals, 
rate of change of program request arrivals pertaining to a 
particular program, a service area, and/or other factors. 
Usage manager 127 may use date and timestamp data 
included in the program requests or provided in the pro 
cessed program request data, Such as time window data (e.g., 
indicating a 15 minute time window, a 30 minute time 
window, etc.) to calculate a rate of change. 

Based on this data, usage manager 127 generates a current 
usage value or Sub-value, which may be used for comparison 
to a threshold utilization value. For example, the threshold 
utilization value may represent a minimum number of 
program requests pertaining to a program; a minimum 
number of program requests pertaining to a program and 
within a particular geographic service region; a minimum 
number of program requests pertaining to a program, for 
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8 
streaming, and within a particular geographic service region; 
or a minimum number of program requests pertaining to a 
program, for downloading, and within a particular geo 
graphic service region, which when satisfied, serves as a 
trigger to perform broadcast/multicast offloading. Alterna 
tively, the threshold utilization value represents a minimum 
usage that takes into account the minimum number of 
program requests, etc. 

According to an exemplary embodiment, usage manager 
127 analyzes the session data. For example, usage manager 
127 calculates the number of active sessions. Usage man 
ager 127 may correlate each active session to a program. 
Usage manager 127 may also identify an edge server 125 
that is servicing the active session. Usage manager 127 may 
calculate a current usage value or a Sub-value based on this 
data. 

According to another exemplary embodiment, usage man 
ager 127 may also calculate the number of sessions within 
a future time window (e.g., within the next hour, etc.). For 
example, usage manager 127 may obtain a duration of each 
active session and the length of the program (e.g., when 
streaming) or an estimated download time for the program 
(e.g., when downloading). In this way, usage manager 127 
may calculate the number of sessions within the future time 
window. For example, some active sessions may be near 
termination because the program is about to end (e.g., in a 
streaming situation) or the downloading of a program may 
be nearly completed. In this regard, the number of active 
session may change over time. User manager 127 may also 
account for future program request arrivals based on well 
known methods (e.g., historical program request arrival 
data, an autoregressive model, a dynamic regression model. 
a program popularity metric, etc.). Based on this data, usage 
manager 127 generates a current usage value or a Sub-value, 
which may be used for comparison to a threshold utilization 
value. For the example, the threshold utilization value may 
represent a minimum number of sessions pertaining to a 
program or a minimum number of Sessions pertaining to a 
program and within a particular geographic service region, 
which when satisfied, serves as a trigger to perform broad 
cast/multicast offloading. Alternatively, the threshold utili 
Zation value represents a minimum usage that takes into 
account the minimum number of sessions, etc. 

According to an exemplary embodiment, usage manager 
127 analyzes the resource utilization data. According to an 
exemplary implementation, usage manager 127 analyzes the 
resource utilization data based on resource data. For 
example, usage manager 127 stores resource data pertaining 
to edge servers 125. The resource data indicates various 
resource parameters pertaining to resources (e.g., processor, 
storage, buffer, communication interface, etc.) associated 
with each edge server 125. For example, a resource param 
eter pertaining to the processor may indicate the number of 
instructions/per second that can be executed, a resource 
parameter pertaining to the communication interface may 
indicate a maximum number of connections that the com 
munication interface can handle, a resource parameter per 
taining to the buffer may indicate a maximum number of 
program requests that can be stored or queued, etc. Usage 
manager 127 may also store resource data pertaining to other 
network devices (e.g., load balancer 130, edge server con 
troller 115, origin server 110, etc.), links of content delivery 
network 105, network devices and links of access network 
135, etc. 

Based on this data, usage manager 127 uses the resource 
utilization data and the resource data to generate a current 
usage value or a Sub-value, which may be used for com 
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parison to a threshold utilization value. For example, the 
threshold utilization value may represent a minimum 
resource utilization, which when satisfied, serves as a trigger 
to perform broadcast/multicast offloading. Alternatively, the 
threshold utilization value represents a minimum usage that 
takes into account the minimum resource utilization. 
As previously described, content delivery network 105 

includes a predictive broadcast/multicast offloading. 
According to an exemplary embodiment, usage manager 
127 stores multiple threshold utilization values. For 
example, a threshold utilization value may pertain to situa 
tions in which predictive offloading is not invoked and 
another threshold utilization value may pertain to situations 
in which predictive offloading is invoked. According to an 
exemplary implementation, the selection of the threshold 
utilization value may depend on an arrival rate (e.g., a rate 
of arrivals, a rate of change of arrivals, etc.) of program 
requests and/or a current usage value. For example, usage 
manager 127 may select a predictive, threshold utilization 
value when the rate of program request arrivals meets a 
certain threshold arrival rate that is indicative of a high 
influx of program requests within a short time period. 
Alternatively, usage manager 127 Selects a non-predictive, 
threshold utilization value when the rate of program request 
arrivals is below a certain threshold arrival rate. 

Usage manager 127 may consider user device types (e.g., 
mobile device, game system, etc.), device capabilities (e.g., 
available storage size), program delivery types (e.g., HTTP 
Live Streaming or Smooth Streaming), program format 
(e.g., high definition, standard definition, etc.). User man 
ager 127 may determine that a program (e.g., a television 
show just released) is to be pushed to some user devices 140 
during off-peak hours (e.g., at night) since these types of 
user devices 140 have a large storage. In this way, the users 
may download the program and save the program for later 
viewing (e.g., the next day). By way of example, the 
program may be pushed to wireless devices during off-peak 
hours using multicast channels for downloading and Subse 
quent viewing the next day. 

Based on the result of the comparison between the current 
usage value and the threshold utilization value, usage man 
ager 127 determines whether to invoke broadcast/multicast 
offloading. For example, if the threshold utilization value is 
not satisfied, then usage manager 127 would determine that 
broadcast/multicast offloading is not to be invoked. Accord 
ing to these circumstances, content delivery network 105 
may service program requests using unicast transmissions. 
However, if the threshold utilization value is satisfied, then 
usage manager 127 would determine that broadcast/multi 
cast offloading is to be invoked. According to these circum 
stances, content delivery network 105 would service pro 
gram requests using multicast and/or broadcast 
transmissions. 

Depending on the specifics of a scenario, usage manager 
127 may select one or multiple programs for multicast 
and/or broadcast offloading. For example, assume that a 
particular program is responsible for a certain percentage of 
program requests being serviced and, in turn using a certain 
amount of resources. Usage manager 127 identifies the 
particular program based on the usage data and invokes 
multicast and/or broadcast offloading for that program. 
According to another scenario, assume that multiple pro 
grams either collectively or individually are responsible for 
a certain percentage of program requests being serviced and, 
in turn using a certain amount of resources. Usage manager 
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10 
127 identifies those particular programs based on the usage 
data and invokes multicast and/or broadcast offloading for 
those programs. 

According to an exemplary embodiment, usage manager 
127 selects whether the program is to be downloaded or 
streamed via a multicast transmission, a broadcast transmis 
Sion, or a combination thereof. For example, usage manager 
127 may consider various factors. For example, usage 
manager 127 may identify the availability of a broadcast 
channel and the availability of a multicast channel. Usage 
manager 127 may also consider a level of demand for the 
program relative to a geographic area. For example, usage 
manager 127 may select a multicast transmission when the 
demand level is below a particular demand level and a 
broadcast transmission when the demand level is above a 
particular demand level. For example, the demand level may 
be calculated based on the number of program requests 
received for the program during a certain time window; the 
number of program requests for the program received during 
a certain time window and within a certain geographic area 
(e.g., a cell area of a mobile network); or the number of 
program requests for the program received during a certain 
time window in combination with a predicted number of 
program requests within a future time window, etc. Usage 
manager 127 may also consider network resources other 
than the availability of a broadcast channel or the availabil 
ity of the multicast channel. For example, the downloading 
of a program may use network resources over a much 
Smaller time period relative to the streaming of the program. 
Similarly, the multicasting of a program may use network 
resources to a smaller degree compared to the broadcasting 
of the program. Usage manager 127 may apply network 
policies to assist in determining the type of offloading and 
the delivery service to be used. 

According to an exemplary embodiment, a decision to 
invoke a multicast and/or a broadcast applies to program 
requests not yet serviced by edge servers 125. For example, 
program requests received by load balancer 130 but not yet 
distributed to edge servers 125 may be tagged for broadcast 
or multicast streaming delivery. 

Referring to FIG. 2C, according to an exemplary embodi 
ment, usage manager 127 communicates the decision to 
invoke the multicast and/or the broadcast to load balancer 
130 and/or edge server controller 115. For example, user 
manager 127 generates an offload request. The offload 
request includes, for example, a program identifier that 
indicates the program to be offloaded and a flag indicating 
whether the offload is a multicast-type or a broadcast-type. 
The offload request may also indicate other data, Such as a 
geographic region to which the offloading is applicable, an 
offloading address (e.g., a multicasting address, a broadcast 
ing address), a schedule pertaining to the offloading (e.g., 
date and time when the multicast and/or the broadcast isfare 
to occur), whether the offloading uses the downloading 
service, the broadcasting service, or both, and a date and 
timestamp indicating when the decision to invoke the 
offloading occurred. 

According to other embodiments, edge server controller 
115 and/or load balancer 130 may generate and transmit 
messages to edge servers 125, in response to receiving the 
offload request, to indicate any of the data included in the 
offload request, as previously described. For example, edge 
server controller 115 or load balancer 130 may select an 
offloading address, may calculate a schedule for the offload 
ing, etc. 
As further illustrated in FIG. 2C, according to an embodi 

ment, edge servers 125 are informed of the offloading based 
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on the offload request. For example, according to an exem 
plary implementation, in response to receiving the offload 
request, load balancer 130 inspects program requests 
received and identifies program requests to be offloaded. For 
example, load balancer 130 identifies the program identifier 
of the program requested. Load balancer 130 may insert data 
(e.g., via a flag, a bit, etc.) or set data in the identified 
program requests so that the program requests can be 
interpreted to be designated for offload. In this way, load 
balancer 130 may relieve some of the load on edge servers 
125 from identifying program requests targeted for offload 
ing. Load balancer 130 transmits the program requests, 
which include indications for offloading, to the appropriate 
edge servers 125. 

According to another exemplary implementation, in 
response to receiving the offload request, edge server con 
troller 115 identifies which of edge servers 125 are targeted 
for offloading based on the geographic region to which the 
offloading is applicable. For example, as previously 
described, the offload request may indicate the geographic 
region to which the offloading is applicable and edge server 
controller 115 may store information relating to geographic 
regions serviced by each edge server 125. Edge server 
controller 115 transmits the offload request to the appropri 
ate edge servers 125. 

Referring to FIG. 2D and according to this example, edge 
servers 125-1 and 125-4 perform multicast/broadcast 
offloading. The offloading may take place according to a 
schedule and offload channel/network address which is 
provided to user devices 140. For example, edge servers 125 
may transmit a program response that includes the schedule 
of the broadcast/multicast and connectivity information 
(e.g., IP address, channel, etc.). Content delivery network 
105 may operate in an offloading mode until completion of 
the multicast/broadcast. For example, content delivery net 
work 105 may service any identified program requests 
received via the multicast transmission/broadcast transmis 
S1O. 

From the user's perspective, there may be delay between 
the initial transmission of the program request to content 
delivery network 105 and the actual transmission of the 
program. For example, a user may request a program, via 
user device 140, at 3:30 p.m., but the broadcast or the 
multicast may be scheduled at 5:00 p.m. Upon determining 
to invoke the broadcast or the multicast offloading, content 
delivery network 105 transmits a program response and the 
user may accept or refuse this offer. For example, content 
delivery network 105 may transmit the program response at 
3:35 p.m. In response to receiving the program response, 
user device 140 may display a notification that indicates a 
scheduled broadcast or multicast. For example, the program 
response may include data indicating the name of the 
program, a picture pertaining to the program, a schedule 
(e.g., date and time, geographic region (e.g., city, state, etc.), 
and a type of transmission (e.g., multicast, broadcast, etc.). 
The notification may also inform the user the reason for the 
broadcast or multicast (e.g., due to high demand, network 
congestion, etc.). The user may indicate his or her accep 
tance to receive the broadcast or the multicast via a user 
interface. The user's response may be communicated to edge 
server 125. Content delivery network 105 may manage the 
multicast/broadcast offloading based on this information. 
Thereafter, user device 140 automatically performs the 
necessary operations to receive the multicast or broadcast. 
User device 140 may also provide various reminders or 
notifications. For example, user device 140 may include an 
offloading agent (not illustrated) that generates and provides 
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12 
a reminder to the user minutes before the scheduled broad 
cast/multicast. Additionally, for example, user device 140 
may indicate to the user if the user leaves a geographic 
region designated for the broadcast/multicast. 

FIG. 3 is a diagram illustrating exemplary components of 
a device 300 that may correspond to one or more of the 
devices in the environments described herein. For example, 
device 300 may correspond to usage manager 127, edge 
server 125, user device 140, as well as other network 
devices. As illustrated, according to an exemplary embodi 
ment, device 300 includes a processor 305, memory/storage 
310 that stores software 315, a communication interface 
320, an input 325, and an output 330. According to other 
embodiments, device 300 may include fewer components, 
additional components, different components, and/or a dif 
ferent arrangement of components than those illustrated in 
FIG. 3 and described herein. 

Processor 305 includes one or multiple processors, micro 
processors, data processors, co-processors, application spe 
cific integrated circuits (ASICs), controllers, programmable 
logic devices, chipsets, field-programmable gate arrays (FP 
GAS), application specific instruction-set processors 
(ASIPs), System-on-chips (SoCs), central processing units 
(e.g., one or multiple cores), microcontrollers, and/or some 
other type of component that interprets and/or executes 
instructions and/or data. Processor 305 may be implemented 
as hardware (e.g., a microprocessor, etc.), a combination of 
hardware and Software (e.g., a SoC, an ASIC, etc.), may 
include one or multiple memories (e.g., cache, etc.), etc. 

Processor 305 may control the overall operation or a 
portion of operation(s) performed by device 300. Processor 
305 may perform one or multiple operations based on an 
operating system and/or various applications or computer 
programs (e.g., software 315). Processor 305 may access 
instructions from memory/storage 310, from other compo 
nents of device 300, and/or from a source external to device 
300 (e.g., a network, another device, etc.). 

Memory/storage 310 includes one or multiple memories 
and/or one or multiple other types of storage mediums. For 
example, memory/storage 310 may include one or multiple 
types of memories, such as, random access memory (RAM), 
dynamic random access memory (DRAM), cache, read only 
memory (ROM), a programmable read only memory 
(PROM), a static random access memory (SRAM), a single 
in-line memory module (SIMM), a phase-change memory 
(PCM), a dual in-line memory module (DIMM), a flash 
memory, and/or some other type of memory. Memory/ 
storage 310 may include a hard disk (e.g., a magnetic disk, 
an optical disk, a magneto-optic disk, a solid state disk, etc.), 
a Micro-Electromechanical System (MEMS)-based storage 
medium, and/or a nanotechnology-based storage medium. 
Memory/storage 310 may include drives for reading from 
and writing to the storage medium. 

Memory/storage 310 may be external to and/or removable 
from device 300, such as, for example, a Universal Serial 
Bus (USB) memory stick, a dongle, a hard disk, mass 
storage, off-line storage, or some other type of storing 
medium (e.g., a compact disk (CD), a digital versatile disk 
(DVD), a Blu-Ray(R) disk (BD), etc.). Memory/storage 310 
may store data, Software, and/or instructions related to the 
operation of device 300. 

Software 315 includes an application or a computer 
program that provides a function and/or a process. Software 
315 may include firmware. For example, with reference to 
usage manager 127. Software 315 may include an applica 
tion that, when executed by processor 315, provides the 
functions of usage manager 127, as described herein. Addi 
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tionally, for example, with reference to load balancer 130, 
edge server controller 115, and edge servers 125, software 
315 may include an application that, when executed by 
processor 315, provides the functions of these devices, as 
described herein. 5 

Communication interface 320 permits device 300 to com 
municate with other devices, networks, systems, etc. Com 
munication interface 320 may include one or multiple wire 
less interfaces and/or wired interfaces. Communication 
interface 320 may include one or multiple transmitters and 10 
receivers or transceivers. Communication interface 320 may 
operate according to a protocol and a communication stan 
dard. 

Input 325 permits an input into device 300. For example, 
input 325 may include a keyboard, a mouse, a display, a 15 
touchscreen, a touchless Screen, a button, a Switch, an input 
port, speech recognition logic, and/or some other type of 
visual, auditory, tactile, etc., input component. Output 330 
permits an output from device 300. For example, output 330 
may include a speaker, a display, a touchscreen, a touchless 20 
screen, a light, an output port, and/or some other type of 
visual, auditory, tactile, etc., output component. 

Device 300 may perform a process and/or a function, as 
described herein, in response to processor 305 executing 
software 315 stored by memory/storage 310. By way of 25 
example, instructions may be read into memory/storage 310 
from another memory/storage 310 or from another device 
via communication interface 320. The instructions stored by 
memory/storage 310 may cause processor 305 to perform a 
process described herein. Alternatively, for example, accord- 30 
ing to other implementations, device 300 may perform a 
process described herein based on the execution of hardware 
(processor 305, etc.). 

FIG. 4 is a flow diagram illustrating an exemplary broad 
cast/multicast offloading process 400. Process 400 is 35 
directed to a process previously described above with 
respect to FIGS. 2A-2D and elsewhere in this description, in 
which usage manager 127 invokes broadcast/multicast 
offloading of a program based on usage data. According to 
an exemplary embodiment, usage manager 127 performs 40 
one or more of the steps described in process 400. For 
example, processor 305 may execute software 315 to per 
form the steps described. 

Process 400 begins by providing a downloading/stream 
ing service of programs by a content delivery network 45 
(block 405). For example, content delivery network 105 
offers programs to users via a downloading and/or streaming 
(downloading/streaming) service. For example, edge servers 
125 allow for the downloading and/or streaming of pro 
grams to user devices 140 associated with users. Edge 50 
servers 125 receive program requests and provide the 
requested programs to user devices 140 using unicast trans 
missions. Content delivery network 105 may designate the 
type of delivery for the programs (i.e., unicast transmission). 

In block 410, usage data pertaining to the content delivery 55 
network is obtained. For example, usage manager 127 
obtains usage data from a network device of content delivery 
network 105 (e.g., load balancer 130, edge servers 125, edge 
server controller 115). Additionally, for example, usage 
manager 127 may obtain usage data from another network 60 
device (e.g., a network performance or monitoring device). 
As described herein, the usage data may include data per 
taining to program requests received from users, session 
data, and resource utilization data. 

In block 415, the usage data is analyzed. For example, 65 
usage manager 127 analyzes the usage data and calculates a 
current usage value, as previously described. The current 
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usage value represents a usage state of content delivery 
network 105 or of the downloading and/or streaming service 
(which may include network devices and links not included 
in content delivery network 105). Usage manager 127 com 
pares the current usage value to a threshold utilization value. 

In block 420, it is determined whether a multicast/broad 
cast offloading is to be invoked. For example, based on the 
comparison of the current usage value and the threshold 
utilization value, usage manager 127 determines whether to 
invoke the multicast/broadcast offloading. 

In block 425, if it is determined that the multicast/ 
broadcast offloading is not to be invoked (block 420 NO), 
then programs are provided via unicast transmissions (block 
425). For example, if the current usage value does not satisfy 
the threshold utilization value, usage manager 127 deter 
mines that multicast/broadcast offloading is not invoked. 
According to this circumstance, content delivery network 
105 may continue to service program requests via unicast 
transmissions. 

In block 430, if it is determined that the multicast/ 
broadcast offloading is to be invoked (block 420 YES), 
then an offload request is generated and transmitted (block 
430). For example, if the current usage value satisfies the 
threshold utilization value, usage manager 127 generates 
and transmits an offload request. As previously described, 
the offload request indicates the program to be offloaded, 
whether the offload is a multicast-type, a broadcast-type, or 
both, a geographic region to which the offloading pertains, 
a schedule, and whether the offloading uses the downloading 
service, the streaming service, or both. 

In block 435, end users are notified of the multicast/ 
broadcast of a program. For example, content delivery 
network 105 transmits a program response to user devices 
140. The program response indicates the scheduled offload 
ing (e.g., a multicast of the program, a broadcast of the 
program, whether the program is provided using a download 
service, a streaming service, etc.). End users of the program 
service may reply to the program response. Content delivery 
network 105 receives the program response and manages the 
offloading based on the program replies. 

In block 440, the program is provided via a multicast/ 
broadcast transmission. For example, content delivery net 
work 105 performs the offloading and provides the programs 
according to the schedule and process 400 ends. 

Although FIG. 4 illustrates an exemplary broadcast/mul 
ticast offloading process 400, according to other embodi 
ments, process 400 may include additional operations, fewer 
operations, and/or different operations than those illustrated 
in FIG. 4 and described herein. 
As previously described, according to an exemplary 

embodiment, content delivery network 105 measures the 
usage of content delivery network 105. Based on the usage 
data, content delivery network 105 evaluates the utilization 
of content delivery devices (e.g., edge server controller 115, 
edge servers 125, load balancer 130, etc.). For example, 
content delivery network 105 identifies whether the alloca 
tion of resources is optimally utilized based on the measured 
usage. According to an exemplary embodiment, usage man 
ager 127 provides this functionality. 

FIGS. 5A-5C are diagrams that illustrate an exemplary 
process in environment 100 pertaining to a recommending 
of an infrastructural change to content delivery network 105 
that is based on usage data. For example, referring to FIG. 
5A, usage manager 127 obtains usage data pertaining to the 
downloading and/or streaming service. For example, the 
usage data includes resource utilization data of content 
delivery network 105. According to an exemplary embodi 
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ment, one or multiple of the network devices of content 
delivery network 105 (e.g., origin server 110, edge server 
controller 115, edge servers 125, load balancer 130) provide 
the usage data to usage manager 127. Additionally, or 
alternatively, usage manager 127 retrieves resource utiliza 
tion data. For example, usage manager 127 may include 
network performance or monitoring software that obtains 
resource utilization data. 

Referring to FIG. 5B, usage manager 127 analyzes the 
usage data and generates a utilization value. The utilization 
value may relate to a particular network device (e.g., edge 
server 125-1, etc.), a Sub-group of network devices (e.g., 
edge server device 125-2 and load balancer 130, etc.), and/or 
content delivery network 105 (e.g., edge servers 125, edge 
server controller 115, etc.). The utilization value may rep 
resent a level of resource utilization. Since resource utiliza 
tion varies over time, the utilization value may represent a 
level of resource utilization over a time period. According to 
an exemplary implementation, the utilization value may be 
an average of resource utilization over time. According to 
other exemplary implementations, the utilization value may 
include multiple values (e.g., high, low, and average). 

Usage manager 127 compares the utilization value to a 
threshold utilization value. Based on a result of the com 
parison, usage manager 127 generates a recommendation 
that recommends a change to the current content delivery 
network infrastructure. According to an exemplary imple 
mentation, usage manager 127 may store various threshold 
utilization values that pertain to particular modifications of 
the current content delivery network infrastructure. For 
example, usage manager 127 stores a threshold utilization 
value pertaining to the removal of a network device (e.g., 
edge server 125). According to such an exemplary imple 
mentation, if the utilization value pertaining to edge server 
125 is low and the utilization value satisfies the threshold 
utilization value, usage manager 127 generates a recommen 
dation that recommends the removal of edge server 125 or 
recommends a degrading of edge server 125. For example, 
the edge server 125 may have less processing power, a 
communication interface that can handle fewer connections, 
etc. Additionally, usage manager 127 may store a threshold 
utilization value that pertains to the adding of a network 
device (e.g., edge server 125) or the upgrading of the 
network device (e.g., whose potential resources are greater 
than those of the current network device). 

According to an exemplary embodiment, usage manager 
127 may consider other types of data. For example, usage 
manager 127 may consider the number of times multicast/ 
broadcast offloading has been invoked since the invocation 
of the offloading may be indicative of an over utilization of 
resources. For example, if the offloading has been invoked 
a certain number of times, usage manager 127 may recom 
mend the adding of a network device or the upgrading of the 
network device. Conversely, if the offloading has never been 
invoked or has been invoked infrequently, then usage man 
ager 127 may recommend the removal or degrading of a 
network device. Usage manager 127 may store other thresh 
old utilization values pertaining to other modifications of 
content delivery network 105, such as swapping a network 
device servicing one geographic area with another network 
device servicing another geographic area, etc. Additionally, 
according to an exemplary embodiment, usage manager 127 
stores and uses network policies that govern the modifica 
tion and allocation of resources in content delivery network 
105. Usage manager 127 may store service level agreement 
data and use this data to determine the type of infrastructural 
change to be recommended. 
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16 
Depending on the outcome of the analysis described, 

usage manager 127 may generate a recommendation that 
recommends a change to the current content delivery net 
work infrastructure. Referring to FIG. 5C, assume that the 
outcome of the analysis triggers usage manager 127 to 
generate a recommendation. For example, usage manager 
127 may recommend adding, removing, or moving a net 
work device of the content delivery network 105. Usage 
manager 127 may transmit the recommendation to a network 
management device 505. An administrator may access net 
work management device 505 to obtain and review the 
recommendation. Usage manager 127 may transmit other 
types of data (e.g., reports, statistical data, etc.) on which 
usage manager 127 relied to generate the recommendation. 
According to another exemplary embodiment, the adminis 
trator may access usage manager 127 to obtain and review 
the recommendation, as well as other types of data. 

FIG. 6 is a flow diagram illustrating an exemplary process 
600. Process 600 is directed to a process previously 
described above with respect to FIGS.5A-5C and elsewhere 
in this description, in which usage manger 127 generates a 
recommendation to modify the infrastructure of content 
delivery network 105 based on usage data. According to an 
exemplary embodiment, usage manager 127 performs one or 
more of the steps described in process 600. For example, 
processor 305 may execute software 315 to perform the 
steps described. 

Process 600 begins by providing a downloading/stream 
ing service of programs by a content delivery network 
(block 605). For example, content delivery network 105 
offers programs to users via a downloading and/or streaming 
service. For example, edge servers 125 allow for the down 
loading and/or streaming of programs to user devices 140 
associated with users. Edge servers 125 receive program 
requests and provide the requested programs to user devices 
140 using unicast transmissions. Content delivery network 
105 may designate the type of delivery for the programs 
(i.e., unicast transmission). 

In block 610, usage data pertaining to the content delivery 
network is obtained. For example, usage manager 127 
obtains usage data from a network device (e.g., load bal 
ancer 130, edge servers 125, edge server controller 115, etc.) 
of content delivery network 105. Additionally, or alterna 
tively, for example, usage manager 127 may include net 
work performance and monitoring software that obtains 
usage data. According to yet another exemplary embodi 
ment, another network device may include performance and 
monitoring Software that collects usage data and provides 
the usage data to usage manager 127. The usage data 
includes resource utilization data pertaining to content deliv 
ery network 105. 

In block 615, the usage data is analyzed. For example, 
usage manager 127 identifies or calculates a utilization value 
that represent a level of resource utilization over a time 
period (e.g., instantaneous, over 30 minute period, etc.). 

In block 620, it is determined whether to generate a 
recommendation for a change in the infrastructure of the 
content delivery network. For example, usage manager 127 
compares the utilization value to a threshold utilization 
value. The threshold utilization value may pertain to a 
particular modification of content delivery network 105. 
Based on the result of the comparison, usage manager 127 
determines whether to generate the recommendation. 

If it is determined not to generate a recommendation 
(block 620 NO), then the process ends (block 625). For 
example, if usage manager 127 determines that the threshold 
utilization value is not satisfied, then process 600 ends. 
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If it is determined to generate a recommendation (block 
620 YES), then the recommendation is generated (block 
630). For example, if usage manager 127 determines that the 
threshold utilization is satisfied, usage manager 127 gener 
ates a recommendation. The recommendation indicates a 
recommended change to content delivery network 105 (e.g., 
adding a network device, removing a network device, 
changing the bandwidth of a link between network devices, 
etc.). 

In block 635, the recommendation is provided to a user. 
For example, usage manager 127 provides or makes avail 
able the recommendation to an administrator of content 
delivery network 105. 

Although FIG. 6 illustrates an exemplary process 600, 
according to other embodiments, process 600 may include 
additional operations, fewer operations, and/or different 
operations than those illustrated in FIG. 6, and described 
herein. 

The foregoing description of embodiments provides illus 
tration, but is not intended to be exhaustive or to limit the 
embodiments to the precise form disclosed. Accordingly, 
modifications to the embodiments described herein may be 
possible. 
The terms “a,” “an,” and “the are intended to be inter 

preted to include one or more items. Further, the phrase 
“based on is intended to be interpreted as “based, at least 
in part, on, unless explicitly stated otherwise. The term 
“and/or is intended to be interpreted to include any and all 
combinations of one or more of the associated items. 

In addition, while series of blocks have been described 
with regard to the processes illustrated in FIGS. 4 and 6, the 
order of the blocks may be modified according to other 
embodiments. Further, non-dependent blocks may be per 
formed in parallel. Additionally, other processes described in 
this description may be modified and/or non-dependent 
operations may be performed in parallel. 
The embodiments described herein may be implemented 

in many different forms of software and/or firmware 
executed by hardware. For example, a process or a function 
may be implemented as “logic’’ or as a “component.” The 
logic or the component may include, for example, hardware 
(e.g., processor 305, etc.), or a combination of hardware and 
software (e.g., software 315). The embodiments have been 
described without reference to the specific software code 
since the Software code can be designed to implement the 
embodiments based on the description herein and commer 
cially available software design environments/languages. 

In the preceding specification, various embodiments have 
been described with reference to the accompanying draw 
ings. It will, however, be evident that various modifications 
and changes may be made thereto, and additional embodi 
ments may be implemented, without departing from the 
broader scope of the invention as set forth in the claims that 
follow. The specification and drawings are accordingly to be 
regarded as illustrative rather than restrictive. 

In the specification and illustrated by the drawings, ref 
erence is made to “an exemplary embodiment,” “an embodi 
ment,” “embodiments, etc., which may include a particular 
feature, structure or characteristic in connection with an 
embodiment(s). However, the use of the phrase or term “an 
embodiment,” “embodiments.” etc., in various places in the 
specification does not necessarily refer to all embodiments 
described, nor does it necessarily refer to the same embodi 
ment, nor are separate or alternative embodiments necessar 
ily mutually exclusive of other embodiment(s). The same 
applies to the term “implementation,” “implementations.” 
etc. 
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18 
Additionally, embodiments described herein may be 

implemented as a non-transitory storage medium that stores 
data and/or information, such as instructions, program code, 
data structures, program modules, an application, etc. A 
non-transitory storage medium includes one or more of the 
storage mediums described in relation to memory/storage 
31 O. 
No element, act, or instruction described in the present 

application should be construed as critical or essential to the 
embodiments described herein unless explicitly described as 
Such. 
What is claimed is: 
1. A network device comprising: 
a communication interface; 
a memory, wherein the memory stores instructions; and 
a processor, wherein the processor executes the instruc 

tions to: 
obtain usage data that indicates a usage of at least one 

of a downloading service or a streaming service of 
programs, wherein the programs are provided to user 
devices via unicast delivery; 

store threshold utilization values, wherein one of the 
threshold utilization values indicates a minimum 
usage needed to invoke a multicast offloading and 
another of the threshold utilization values indicates a 
minimum usage needed to invoke a broadcast 
offloading: 

analyze the usage data; 
generate a current usage value based on the analysis; 
compare the current usage value to at least one of the 

threshold utilization values: 
determine whether at least one of the multicast offload 

ing or the broadcast offloading is to be invoked on 
behalf of a program included in the programs and 
designated for unicast delivery based on the com 
parison of the current usage value and the at least one 
of the threshold utilization values: 

generate an offload request that indicates to deliver the 
program via at least one of a multicast transmission 
or a broadcast transmission in response to the deter 
mination that the at least one of the multicast offload 
ing or the broadcast offloading is to be invoked; and 

transmit the offload request to another network device 
of a content delivery network. 

2. The device of claim 1, wherein the processor further 
executes the instructions to: 

calculate future arrivals of program requests for the 
program; and 

determine whether the at least one of the multicast 
offloading or the broadcast offloading is to be invoked 
based on the calculation. 

3. The device of claim 1, wherein the usage data includes 
at least two of program request data that pertains to program 
requests for the program, resource utilization data that 
pertains to resource utilization of a network device of the 
content delivery network, or session data that indicates 
active sessions pertaining to delivery of the program. 

4. The device of claim 1, wherein the current usage value 
includes a current usage value pertaining to the downloading 
service and a current usage value pertaining to the streaming 
service. 

5. The device of claim 1, wherein the processor further 
executes the instructions to: 

select the at least one of the threshold values based on an 
arrival rate of program requests for the program. 

6. The device of claim 1, wherein the processor further 
executes the instructions to: 
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calculate a rate of change of program request arrivals for 
the program; and 

determine whether the at least one of the multicast 
offloading or the broadcast offloading is to be invoked 
based on the calculation. 

7. The device of claim 1, wherein the processor further 
executes the instructions to: 

store maximum utilization parameters pertaining to the 
content delivery network; and 

determine whether the at least one of the multicast 
offloading or the broadcast offloading is to be invoked 
based on a comparison of the usage data and the 
maximum utilization parameters. 

8. The device of claim 1, wherein the offload request 
includes a program identifier of the program and a schedule 
for the at least one of the multicast transmission or the 
broadcast transmission. 

9. A non-transitory storage medium storing instructions 
executable by a computational device to: 

obtain usage data that indicates a usage of at least one of 
a downloading service or a streaming service of pro 
grams, wherein the programs are provided to user 
devices via unicast delivery; 

store threshold utilization values, wherein one of the 
threshold utilization values indicates a minimum usage 
needed to invoke a multicast offloading and another of 
the threshold utilization values indicates a minimum 
usage needed to invoke a broadcast offloading: 

analyze the usage data; 
generate a current usage value based on the analysis; 
compare the current usage value to at least one of the 

threshold utilization values: 
determine whether at least one of the multicast offloading 

or the broadcast offloading is to be invoked on behalf 
of a program included in the programs and designated 
for unicast delivery based on the comparison of the 
current usage value and the at least one of the threshold 
utilization values; 

generate an offload request that indicates to deliver the 
program via at least one of a multicast transmission or 
a broadcast transmission in response to the determina 
tion that the at least one of the multicast offloading or 
the broadcast offloading is to be invoked; and 

transmit the offload request to a network device of a 
content delivery network. 

10. The non-transitory storage medium of claim 9, further 
storing instructions executable by the computational device 
tO: 

calculate future arrivals of program requests for the 
program; and 

determine whether the at least one of the multicast 
offloading or the broadcast offloading is to be invoked 
based on the calculation. 

11. The non-transitory storage medium of claim 9, further 
storing instructions executable by the computational device 
tO: 

store maximum utilization parameters pertaining to the 
content delivery network; and 

determine whether the at least one of the multicast 
offloading or the broadcast offloading is to be invoked 
based on a comparison of the usage data and the 
maximum utilization parameters. 

12. The non-transitory storage medium of claim 9. 
wherein the offload request includes a program identifier of 
the program and a schedule for the at least one of the 
multicast transmission or the broadcast transmission. 
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13. The non-transitory storage medium of claim 9, further 

storing instructions executable by the computational device 
tO: 

select the at least one of the threshold values based on an 
arrival rate of program requests for the program. 

14. A method comprising: 
obtaining, by a network device, usage data that indicates 

a usage of at least one of a downloading service or a 
streaming service of programs that are provided to user 
devices via unicast delivery; 

storing, by the network device, threshold utilization val 
ues, wherein one of the threshold utilization values 
indicates a minimum usage needed to invoke a multi 
cast offloading and another of the threshold utilization 
values indicates a minimum usage needed to invoke a 
broadcast offloading: 

analyzing, by the network device, the usage databased on 
the obtaining; 

generating, by the network device, a current usage value 
based on the analyzing; 

comparing, by the network device, the current usage value 
to at least one of the threshold utilization values; 

determining, by the network device, whether at least one 
of the multicast offloading or the broadcast offloading 
is to be invoked on behalf of a program included in the 
programs and designated for unicast delivery based on 
the comparing of the current usage value and the at 
least one of the threshold utilization values: 

generating, by the network device, an offload request that 
indicates to deliver the program via at least one of a 
multicast transmission or a broadcast transmission in 
response to determining that the at least one of the 
multicast offloading or the broadcast offloading is to be 
invoked; and 

transmitting, by the network device, the offload request to 
another network device of a content delivery network. 

15. The method of claim 14, further comprising: 
calculating future arrivals of program requests for the 

program; and 
determining whether the at least one of the multicast 

offloading or the broadcast offloading is to be invoked 
based on the calculating. 

16. The method of claim 14, wherein the usage data 
includes program request data that pertains to program 
requests for the program, resource utilization data that 
pertains to resource utilization of a network device of the 
content delivery network, and session data that indicates 
active sessions pertaining to delivery of the program. 

17. The method of claim 14, further comprising: 
identifying program requests for the program that have 

been received by the content delivery network but that 
no downloading sessions or streaming sessions have 
begun; and 

providing the program via the at least one of the multicast 
transmission or the broadcast transmission. 

18. The method of claim 14, further comprising: 
selecting, by the network device, the at least one of the 

threshold values based on an arrival rate of program 
requests. 

19. A method comprising: 
storing, by a network device, threshold utilization values, 

wherein one of the threshold utilization values indicates 
a minimum usage needed to invoke a multicast offload 
ing and another of the threshold utilization values 
indicates a minimum usage needed to invoke a broad 
cast offloading: 
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obtaining, by the network device, usage data that indicates 
a usage of at least one of a downloading service or a 
streaming service of programs that are provided to user 
devices via unicast delivery: 

analyzing, by the network device, the usage databased on 5 
the obtaining; 

generating, by the network device, a current usage value 
based on the analyzing: 

selecting, by the network device, at least one of the 
threshold utilization values based on an arrival rate of 
program requests; 

comparing, by the network device, the current usage value 
to the at least one of the threshold utilization values; 

determining, by the network device, whether at least one 
of the multicast offloading or the broadcast offloading 
is to be invoked on behalf of a program included in the 
programs and designated for unicast delivery based on 
the comparing of the current usage value and the at 
least one of the threshold utilization values: 

generating, by the network device, an offload request that 
indicates to deliver a program included in the programs 
Via at least one of a multicast transmission or a broad 
cast transmission in response to determining that the at 
least one of the multicast offloading or the broadcast 
offloading is to be invoked; and 

transmitting, by the network device, the offload request to 
another network device of a content delivery network. 

20. The method of claim 19, wherein the usage data 
includes program request data that pertains to program 
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requests for the program, resource utilization data that 
pertains to resource utilization of a network device of the 
content delivery network, and session data that indicates 
active sessions pertaining to delivery of the program. 

21. The method of claim 19, further comprising: 
identifying program requests for the program that have 

been received by the content delivery network but that 
no downloading sessions or streaming sessions have 
begun; and 

providing the program via the at least one of the multicast 
transmission or the broadcast transmission. 

22. The method of claim 19, further comprising: 
determining an availability of at least one of a broadcast 

channel or a multicast channel. 
23. The method of claim 19, wherein the offload request 

includes a program identifier of the program and a schedule 
for the at least one of the multicast transmission or the 
broadcast transmission. 

24. The method of claim 19, wherein the usage data is 
obtained from at least one of a load balancer, an edge server, 
or an edge server controller. 

25. The method of claim 19, further comprising: 
storing maximum utilization parameters pertaining to the 

content delivery network; and 
determining whether the at least one of the multicast 

offloading or the broadcast offloading is to be invoked 
based on a comparison of the usage data and the 
maximum utilization parameters. 
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