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(57) ABSTRACT 

A user interface apparatus and method in a user terminal that 
uses a capacitive touch input scheme are provided. The 
method includes monitoring an input signal that is generated 
by a touch on a touch panel; and in response to detecting an 
input signal generated by the touch, determining an area of 
the touch based on the input signal, and differently process 
ing a selected command depending on the determined area. 
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USER INTERFACE APPARATUS AND 
METHOD IN USER TERMINAL WITH A 
CAPACTIVE TOUCH INPUT SCHEME 

CROSS REFERENCE TO RELATED 

APPLICATION(S) 

This application claims priority from Korean Patent 
Application No. 10-2013-0028867, filed in the Korean Intel 
lectual Property Office on Mar. 18, 2013, the entire disclo 
sure of which is incorporated herein by reference, in its 
entirety. 

BACKGROUND 

Field 
Apparatuses and methods consistent with exemplary 

embodiments relate to a user interface apparatus and method 
in a user terminal, and more particularly, to a user interface 
apparatus and method in a user terminal that uses a capaci 
tive touch input Scheme. 

Description of the Related Art 
Portable electronic devices increasingly require intuitive 

input/output User Interfaces (UIs). UIs have evolved from 
the UIs that allow a user to enter information using, for 
example, a keyboard, a keypad, a mouse and the like, into 
intuitive UIs that allow a user to enter information by 
directly touching a screen with his/her fingertip, a stylus pen 
and the like, or by using Voice. 
UI technology has been developed to offer the human 

centered user friendliness and intuitiveness. A typical 
example of the UI technology is to allow a user to commu 
nicate with a portable electronic device through the use of 
Voice, making it possible for the user to enter or obtain 
his/her desired information. 
A typical example of a portable electronic device may 

include a Smartphone. The Smartphone may provide many 
new functions by a variety of applications which are 
installed therein by the user. 
The existing user terminal Supporting touch panel-based 

note functions has not provided any way to link the note 
contents to other applications, as the touch panel-based note 
functions are mainly used to allow the user to simply make 
a note of the information using input means such as a 
fingertip, a stylus pen and the like. 
The user terminal of the related art has failed to meet the 

user's needs to easily and intuitively manipulate more 
commands using a variety of input tools, as the user terminal 
of the related art uses the uniform command system even 
though it Supports a variety of input tools. 

To meet these needs, there is a growing demand for 
emotional UIs which provide the user with the feeling of 
actually writing a note on the paper, due to the prevalence of 
user terminals that use a stylus pen together with a capacitive 
touch input scheme. 

The above information is presented as background infor 
mation only in order to assist with an understanding of the 
present disclosure. No determination has been made, and no 
assertion is made, as to whether any of the above might be 
applicable as prior art with regard to the exemplary embodi 
mentS. 

SUMMARY 

One or more exemplary embodiments provide an appa 
ratus and method for differently processing a selected com 
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2 
mand depending on the touch area in a user terminal 
Supporting a capacitive touch input Scheme. 
One or more exemplary embodiments also provide an 

apparatus and method for changing the area, to which a 
selected command is to be applied, based on the detected 
touch area in a user terminal Supporting a capacitive touch 
input scheme. 
One or more exemplary embodiments also provide an 

apparatus and method for differently applying a command to 
be executed, depending on the type of input tool used by a 
user in a user terminal which Supports a capacitive touch 
input scheme. 
One or more exemplary embodiments also to provide an 

apparatus and method for classifying different command 
systems associated with a variety of input tools in a user 
terminal which Supports a capacitive touch input scheme, 
thereby allowing a user to more intuitively control the user 
terminal. 

In accordance with an aspect of an exemplary embodi 
ment, there is provided a user interface method in a user 
terminal that uses a capacitive touch input scheme. The user 
interface method includes, in response detecting an input 
signal caused by a touch on a touch panel, determining an 
area of the touch based on the input signal; and differently 
processing a selected command depending on the deter 
mined area. 

In accordance with an aspect of another exemplary 
embodiment, there is provided a user terminal for processing 
an input from a user by using a capacitive touch input 
scheme. The user terminal includes a monitoring circuit 
configured to monitor an input signal that is generated by a 
touch on a touch panel; and a processor configured to 
determine an area of the touch based on the input signal, and 
differently process a selected command depending on the 
determined area, in response to receiving an input signal 
generated by the touch and detected by the monitoring 
circuit. 

According to an aspect of another exemplary embodi 
ment, there is provided a user terminal for processing an 
input from a user by using a capacitive touch input Scheme, 
the user terminal including: a processor configured to deter 
mine an area of a touch based on an input signal, and 
differently process a selected command depending on the 
determined area, in response to receiving an input signal 
generated by the touch and detected by the monitoring 
circuit. 
The user terminal may further include a monitoring circuit 

configured to monitor an input signal that is generated by a 
touch on a touch panel. The processor may be configured to 
identify an input tool that was used during the touch, based 
on the detected input signal. 

In response to the identified input tool being an input tool 
whose touch area is variable, the processor may be config 
ured to determine an area of the touch based on the detected 
input signal. 

In response to the selected command being a command to 
delete information displayed on a screen, the processor may 
be configured to delete information displayed on the Screen 
depending on the determined area. 
The processor may be configured to: set on the touch 

panel a first input tool whose touch area may be changed 
during a touch, and a second input tool whose touch area 
may not be changed during a touch on the touch panel; set 
commands which are to be processed in response to an input 
made by the first input tool; and set commands which are to 
be processed in response to an input made by the second 
input tool. 
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In addition, the processor may be configured to: process 
a command which corresponds to the signal input by the 
second input tool by additionally considering the input 
signal by the first input tool. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The above and/or other aspects will be more apparent 
from the following description taken in conjunction with the 
accompanying drawings, in which: 

FIG. 1 schematically illustrates the function blocks of a 
wireless terminal, according to an exemplary embodiment; 

FIG. 2 illustrates function blocks provided in a user 
terminal and processing a selected command in response to 
the user's manipulation according to an exemplary embodi 
ment, 

FIG. 3 illustrates the detailed structure of the monitoring 
circuit 210 illustrated in FIG. 2; 

FIG. 4 illustrates a detailed structure of the processor 220 
illustrated in FIG. 2; and 

FIG. 5 illustrates a control flow for a user interface 
operation in a user terminal according to an exemplary 
embodiment; 

FIG. 6 illustrates an example of a difference between a 
general delete operation 610 and a proposed delete operation 
620; 

FIGS. 7 and 8 illustrate different examples of determining 
a command-applied area based on the actual touch area 
according to an exemplary embodiment; and 

FIGS. 9 and 10 illustrate different examples of performing 
an operation which corresponds to a different command, 
depending on the type of an input tool according to an 
exemplary embodiment. 

DETAILED DESCRIPTION OF EXEMPLARY 
EMBODIMENTS 

The following description with reference to the accom 
panying drawings is provided to assist in a comprehensive 
understanding of the exemplary embodiments as defined by 
the claims and their equivalents. It includes various specific 
details to assist in that understanding, but these are to be 
regarded as merely exemplary. Accordingly, those of ordi 
nary skilled in the art will recognize that various changes 
and modifications of the embodiments described herein can 
be made without departing from the scope and spirit of the 
invention. In addition, descriptions of well-known functions 
and constructions may be omitted for clarity and concise 
ness. Throughout the drawings, like reference numerals will 
be understood to refer to like parts, components, and struc 
tures. 

The terms and words used in the following description 
and claims are not limited to the bibliographical meanings, 
but, are merely used by the inventor to enable a clear and 
consistent understanding of the exemplary embodiments. 
Accordingly, it should be apparent to those skilled in the art 
that the following description of exemplary embodiments 
are provided for illustration purpose only and not for the 
purpose of limiting the invention as defined by the appended 
claims and their equivalents. 

It is to be understood that the singular forms “a,” “an.” 
and “the include plural referents unless the context clearly 
dictates otherwise. Thus, for example, reference to “a com 
ponent surface' includes reference to one or more of such 
Surfaces. 
An aspect of exemplary embodiments provides a way to 

differently process a selected command depending on the 
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4 
touch area of a touch panel in a user terminal (or wireless 
terminal) which Supports a capacitive touch input Scheme. 
To this end, the user terminal monitors whether an input 

signal is generated due to a touch on the touch panel, and 
performs a different operation depending on the touch area 
calculated based on the generated input signal. Differently 
processing a selected command depending on the touch area 
may only be applied to the case where an input tool that has 
generated an input signal by touching the touch panel may 
optionally adjust the touch area. 

Therefore, the user terminal may separately set in advance 
an input which differently processes a selected command 
depending on the touch area, and another input which 
processes a selected command in the same way, regardless 
of the touch area. In addition, the user terminal may set in 
advance the commands to be processed, as a command 
group, for each set input, making it possible to easily 
perform an operation which corresponds to an input signal 
generated by the use of a variety of inputs. 

In addition, the mobile terminal may set a command 
group with commands to be processed by a combination of 
input signals generated by the use of a plurality of different 
inputs. In this case, in response to an input signal being 
generated by the combined use of at least two input means, 
the mobile terminal may perform an operation which cor 
responds to a command that is set in advance to correspond 
to the input signal. 

FIG. 1 schematically illustrates the function blocks of a 
wireless terminal according to an exemplary embodiment. 

Referring to FIG. 1, a wireless terminal 100 includes a 
control block, a communication block, a User Interface (UI) 
block, an information processing block, and the like. 
The control block refers to a set of function blocks 

provided to control the overall operation of the wireless 
terminal 100. The communication block refers to a set of 
function blocks provided for information exchange with 
external devices (not shown). The UI block refers to a set of 
function blocks provided for information exchange with the 
user. The information processing block refers to a set of 
function blocks provided to perform specific applications in 
the wireless terminal 100. 
The control block corresponds to an illustrated controller 

110. The controller 110 includes a Central Processing Unit 
(CPU) 111, a Read Only Memory (ROM) 112, and a RAM: 
Random Access Memory (RAM) 113. 
The communication block may be connected to the exter 

nal devices using a mobile communication module 120, a 
sub-communication module 130 and a connector 165. The 
term external device as used herein may refer to a device 
capable of information exchange with the wireless terminal 
100 through predetermined media. For example, the external 
devices may include Personal Computers (PCs), laptop PCs, 
content servers, web servers and the like. The predetermined 
media may include wired communication cables, wireless 
resource-based communication channels, and the like. 
The sub-communication module 130 includes a wireless 

Local Area Network (LAN) module 131, a short-range 
communication module 132, and the like. The connector 165 
is included in the communication block. Otherwise, the 
connector 165 may be included in the UI block. 
The UI block, means for information exchange with the 

user, includes a touch screen 190, a touch screen controller 
195, a camera module 150, a sensor module 170, an Input/ 
Output (I/O) module 160 and the like. The camera module 
150 includes one or multiple cameras (for example, a first 
camera 151 and a second camera 152). The I/O module 160 
includes at least one of a button(s) 161, a microphone (MIC) 
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162, a speaker (SPK) 163, a vibration motor 164, the 
connector 165 (which can also be part of the communication 
block), a keypad 166, an earphone jack 167, a stylus pen 
168, and a pen attachment/detachment detecting switch 169. 
The information processing block includes a multimedia 

module 140, a Global Positioning System (GPS) module 
155, a storage 175, and the like. The multimedia module 140 
includes at least one of a broadcasting & communication 
module 141, an audio playback module 142 and a video 
playback module 143. 
As to the configuration of the control block, the CPU 111 

may include a single-core CPU, a dual-core CPU, a triple 
core CPU, a quad-core CPU, and a quintuple or more-core 
CPU. The CPU 111 controls the actual operation of the 
wireless terminal 100. The ROM 112 Stores a control 
program for control of the wireless terminal 100, and the 
RAM 113 temporarily stores the signals or data received 
from the outside of the wireless terminal 100, and/or is used 
as a workspace for the operations performed in the wireless 
terminal 100. 

The CPU 111, the ROM 112 and the RAM 113 may be 
connected to each other via an interval bus. 
The controller 110 may control the mobile communica 

tion module 120, the sub-communication module 130, the 
multimedia module 140, the camera module 150, the GPS 
module 155, the I/O module 160, the sensor module 170, a 
power supply 180, the storage 175, the touchscreen 190, and 
the touch screen controller 195. 

If the user touches the touch screen 190 using one of a 
variety of possible touch input tools, the controller 110 
detects the touch by means of the touch screen controller 
195. The controller 110, if necessary, may display the 
detected contents on the touch screen 190 by controlling the 
touch screen controller 195. 

If an input signal is provided by the user's manipulation 
on the touch screen 190, the controller 110 may determine 
the input tool used by the user, the touch area and the like 
based on the provided input signal. Based on the determined 
information, the controller 110 may control the associated 
blocks to perform an operation which corresponds to a 
selected command. 

For example, the controller 110 monitors an input signal 
that is generated by a touch on the touch screen 190, and 
calculates an area of the touch based on the input signal 
generated by the touch. The controller 110 differently pro 
cesses a selected command depending on the calculated 
area. In other words, the controller 110 determines how it 
will process the selected command, depending on the size of 
the calculated area. To this end, the controller 110 may 
identify the input tool used by the user based on the input 
signal generated by the touch, and may additionally consider 
the type of the identified input tool when determining how 
it will process the selected command. 
As to the configuration of the communication block, the 

mobile communication module 120, under control of the 
controller 110, may connect the wireless terminal 100 to the 
external devices by mobile communication using one or 
multiple antennas (not shown). For example, the mobile 
communication module 120 exchanges radio signals for 
voice calls, video calls, Short Message Service (SMS) 
messages, Multimedia Messaging Service (MMS) messages 
and the like, with cellular phones, Smartphones, tablet PCs, 
other devices and the like, the phone numbers of which are 
entered in the wireless terminal 100. 
The sub-communication module 130 may include at least 

one of the wireless LAN module 131 and the short-range 
communication module 132. For example, the Sub-commu 
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6 
nication module 130 may include one or both of the wireless 
LAN module 131 and the short-range communication mod 
ule 132. 
The wireless LAN module 131, under control of the 

controller 110, may access the Internet in the place where a 
wireless Access Point (AP) is installed. The wireless LAN 
module 131 supports the wireless LAN standard IEEE 
802.11x proposed by Institute of Electrical and Electronics 
Engineers (IEEE). 
The short-range communication module 132, under con 

trol of the controller 110, may support short-range commu 
nication between the wireless terminal 100 and an image 
forming apparatus. The short-range communication may 
include Bluetooth R communication, Infrared Data Associa 
tion (IrDA) communication, and the like. 
The wireless terminal 100 may include at least one of the 

mobile communication module 120, the wireless LAN mod 
ule 131 and the short-range communication module 132, 
depending on its performance. For example, the wireless 
terminal 100 may include a combination of the mobile 
communication module 120, the wireless LAN module 131 
and the short-range communication module 132, depending 
on its performance. 
As to the configuration of the UI block, the camera 

module 150 includes at least one camera that captures still 
images or videos under control of the controller 110. In the 
drawing, the camera module 150 is assumed to include two 
cameras: the first camera 151 and the second camera 152. At 
least one of the first and second cameras 151 and 152 may 
include a secondary light source (for example, a flash (not 
shown)) for providing the light needed for image/video 
capturing. The first camera 151 may be mounted on the front 
of the wireless terminal 100, while the second camera 152 
may be mounted on the rear of the wireless terminal 100. 
The I/O module 160 may include at least one of the 

buttons 161, the microphone 162, the speaker 163, the 
vibration motor 164, the connector 165 and the keypad 166. 
The buttons 161 may be formed on the front, side and/or rear 
of the housing of the wireless terminal 100. The buttons 161 
may include at least one of a power/lock button, a Volume 
button, a menu button, a home button, a back button and a 
search button. 
The microphone 162, under control of the controller 110, 

may generate electrical signals by receiving Voice or sound. 
The speaker 163, under control of the controller 110, may 

output, to the outside, the Sound corresponding to various 
signals (for example, wireless signals, broadcast signals, 
digital audio files, digital video files, picture-taking tones 
and the like) from the mobile communication module 120, 
the sub-communication module 130, the multimedia module 
140 and/or the camera module 150. The speaker 163 may 
output the Sounds (for example, button manipulation tones 
and ring back tones for phone calls) corresponding to the 
functions performed by the wireless terminal 100. One or 
multiple speakers 163 may be formed in a proper position or 
positions of the housing of the wireless terminal 100. 
The vibration motor 164, under control of the controller 

110, may convert electrical signals into mechanical vibra 
tions. One or multiple vibration motors 164 may be formed 
in the housing of the wireless terminal 100. For example, 
upon receiving a call from another device while vibration 
mode is set, the vibration motor 164 operates under control 
of the controller 110. As another example, the vibration 
motor 164 may operate in response to an action that the user 
touches the touch screen 190, and to a continuous movement 
(or drag) of a touch on the touch screen 190. 
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The connector 165 may be used as an interface for 
connecting the wireless terminal 100 to the external devices, 
a power source, and the like. In other words, the connector 
165, under control of the controller 110, may transmit and 
receive data to/from the external devices via a wired cable 
connected thereto. In addition, the connector 165 may 
receive power supplied from the power source via the 
connected wired cable, and provide the received power to a 
rechargeable battery (not shown) as charging Voltage. 
The keypad 166 may receive key inputs from the user, for 

control of the wireless terminal 100. To this end, the keypad 
166 includes keys which can be manipulated by the user. The 
keys provided on the keypad 166 may include not only the 
physical keys, but also the virtual keys displayed on the 
touch screen 190. The physical keys are optional depending 
on the performance and/or structure of the wireless terminal 
1OO. 
The sensor module 170 includes at least one sensor for 

detecting the status of the wireless terminal 100. For 
example, the sensor module 170 may include a proximity 
sensor, an illuminance sensor, and an acceleration sensor. 
The proximity sensor may detect whether the user is close to 
the wireless terminal 100, or may detect whether the user's 
fingertip or a stylus pen is close onto the touch screen 190. 
The illuminance sensor may detect an amount of light 
around the wireless terminal 100. The acceleration sensor 
may detect the movement (for example, rotation, accelera 
tion, vibration and the like) of the wireless terminal 100. 

At least one sensor constituting the sensor module 170 
may detect the status of the wireless terminal 100, including 
the direction and slope of the wireless terminal 100, generate 
a signal which corresponds to the detection, and transfer the 
generated signal to the controller 110. The sensors consti 
tuting the sensor module 170 may be added or removed 
depending on the performance of the wireless terminal 100. 
The touch screen 190 may provide to the user a UI 

function for various services (for example, calls, data trans 
mission, broadcasting, picture taking and the like). The 
touch screen 190 may transfer an analog signal which 
corresponds to at least one touch made by the user, to the 
touch screen controller 195. The touch screen 190 may 
detect at least one touch made with various Substances Such 
as, for example, the user's body (for example, fingers 
including the thumb) and the touch input tool (for example, 
an electronic pen or a stylus pen). The touch screen 190 may 
receive a continuous movement (or drag) of at least one 
touch. Upon detecting a touch or a continuous movement of 
a touch, the touch screen 190 may transfer an analog signal 
which corresponds thereto to the touch screen controller 
195. 
The term touch as used herein may be construed to 

include not only the physical touch between the touch screen 
190 and the user's body or the touch input tool, but also the 
non-contact touch between them. The gap at which the touch 
screen 190 may detect the non-contact touch is subject to 
change depending on the performance and/or structure of the 
wireless terminal 100. 

The touch screen 190 may be implemented in various 
different types. For example, the touch screen 190 may be 
implemented in a resistive type, a capacitive type, an infra 
red type, an Electronic Magnetic Resonance (EMR) type, an 
acoustic wave type, a combination thereof, or the like. 
The touch screen 190, under control of the touch screen 

controller 195, may display the note contents recognized by 
the controller 110, and delete the edited note contents at a 
delete request of the user. 
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As to the configuration of the information processing 

block, the multimedia module 140 may include the broad 
casting & communication module 141, the audio playback 
module 142 and/or the video playback module 143. 
The broadcasting & communication module 141, under 

control of the controller 110, may receive broadcast signals 
(for example, TV broadcast signals, radio broadcast signals, 
data broadcast signals or the like) and additional broadcast 
information (for example, Electric Program Guide (EPG) 
information, Electric Service Guide (ESG) information or 
the like), which are sent from the broadcasting stations via 
broadcasting & communication antennas. 
The audio playback module 142, under control of the 

controller 110, may play the stored or received digital audio 
files (with a file extension of, for example, mp3, Wma, ogg 
or way). 
The video playback module 143, under control of the 

controller 110, may play the stored or received digital video 
files (with a file extension of for example, mpeg, mpg, imp4. 
avi, mov or mkV). The video playback module 143 may play 
digital audio files. 
The multimedia module 140 may include the audio play 

back module 142 and the video playback module 143, 
excluding the broadcasting & communication module 141. 
The audio playback module 142 and/or the video playback 
module 143 in the multimedia module 140 may be incor 
porated into the controller 110. 
The GPS module 155 receives radio waves from a plu 

rality of GPS satellites in Earth orbit. The GPS module 155 
may calculate the location of the wireless terminal 100 using 
the Time of Arrival (ToA) of radio waves from the GPS 
satellites to the wireless terminal 100. 
The storage 175, under control of the controller 110, may 

store the signals and/or data which are received/output to 
correspond to operations of the mobile communication 
module 120, the sub-communication module 130, the mul 
timedia module 140, the camera module 150, the GPS 
module 155, the I/O module 160, the sensor module 170, 
and the touch screen 190. The storage 175 may store a 
control program which controls the wireless terminal 100 or 
the controller 110, and a variety of applications. 
The term storage as used herein may be construed to 

include the storage 175, the ROM 112 and the RAM 113 in 
the controller 110, and a memory card (for example, a 
Secure Digital (SD) card, a memory stick and the like) 
mounted in the wireless terminal 100. The storage 175 may 
include a non-volatile memory, a Volatile memory, a Hard 
Disc Drive (HDD) or a Solid State Drive (SSD). 
The power supply 180, under control of the controller 

110, may supply power to one or multiple batteries mounted 
in the housing of the wireless terminal 100. The one or 
multiple batteries Supply driving power (or operating power) 
of the wireless terminal 100. The power supply 180 may 
supply the power, which is received from the external power 
source via a wired cable connected to the connector 165, as 
the operating voltage of the wireless terminal 100. 

FIG. 2 illustrates function blocks provided in a user 
terminal and processing a selected command in response to 
the user's manipulation according to an exemplary embodi 
ment of the present invention. The function blocks illus 
trated in FIG. 2 may be implemented by a combination of 
hardware or software blocks involved in performing a 
specific function among the components described with 
reference to FIG. 1. 

Referring to FIG. 2, a monitoring circuit 210 monitors 
whether an input signal is generated by a manipulation Such 
as a touch that the user has made on the touch panel using 
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one of the input tools Supporting a capacitive touch input 
scheme. Upon detecting an input signal, the monitoring 
circuit (corresponding to the touch screen 190) 210 outputs 
the detected input signal as a detection signal. 
A processor (corresponding to the touch screen controller 

195) 220 processes a selected command based on the 
detection signal (or the input signal generated by the user's 
manipulation) provided by the monitoring circuit 210. For 
example, the processor 220 calculates an area of the touch 
made by the user based on the detection signal, and pro 
cesses the selected command differently, depending on the 
calculated area. 
The command to be processed may be selected in advance 

by the user, or may be additionally selected by the user after 
the detection signal is received. It will be apparent to those 
of ordinary skill in the art that the command to be processed 
may be selected based on the detection signal. 
As to differently processing a selected command, this 

means that even though a specific command has been 
selected, the processor 220 may perform other operations 
depending on which input tool was used for the touch on the 
touch panel, or whether the touch area is wide or narrow. For 
example, the processor 220 may process a delete area 
differently even in performing the same delete operation, 
depending on whether the user has selected the delete area 
using a stylus pen or his/her fingertip after he/she selected a 
delete command. 

To this end, the processor 220 may have a separate storage 
area, or may be allocated some area of the internal memory. 
The processor 220 may manage identification information 
for a first input tool whose touch area may be adjusted by the 
user during information entry, and identification information 
for a second input tool whose touch area may not be adjusted 
by the user during information entry. The processor 220 may 
manage the identification information in an accessible stor 
age area. Typically, the first input tool may be a fingertip. 
and the like. The second input tool may be a stylus pen, and 
the like. 

The processor 220 may manage a command group includ 
ing commands to be processed in response to a users touch 
made with the first input tool and a command group includ 
ing commands to be processed in response to a users touch 
made with the second input tool. The processor 220 may 
manage the command groups using an accessible storage 
aca. 

In order to differently process a selected command, the 
processor 220 may additionally consider the type of input 
tool in calculating the touch area. For example, the processor 
220 may identify the input tool used by the user, based on 
the input signal provided by the users touch. To this end, the 
processor 220 may use identification information for the 
input tool, which is managed in a storage area. The processor 
220 may calculate the touch area based on the input signal, 
only in response to the input tool identified based on the 
input signal being an input tool whose touch area may be 
adjusted by the user. 
As an example, a description will be made of an operation 

of the processor 220, which is performed in response to the 
user requesting deletion of the information displayed on the 
screen using an input tool whose touch area may be arbi 
trarily determined by the user. 
Upon receiving an input signal, the processor 220 checks 

a delete area decision option that is set in advance in order 
to delete information displayed on the screen. 

in response to the delete area decision option being set as 
fix, the processor 220 determines the touch area calculated 
based on the input signal as a delete area on the screen. 
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10 
Otherwise, in response to the delete area decision option 
being set as change Such as reduce and extend, the 
processor 220 determines a delete area on the screen by 
reducing or extending the touch area calculated based on the 
input signal, at a predetermined ratio. A predetermined ratio 
for the reduction may be different from a predetermined ratio 
for the extension. 

FIG. 3 illustrates the detailed structure of the monitoring 
unit 210 illustrated in FIG. 2. 

Referring to FIG. 3, the monitoring circuit 210 includes 
an input circuit 310, a touch screen panel 320 and an output 
circuit 330. 
The input circuit 310 sequentially inputs a drive signal to 

a plurality of driving lines X, X . . . X, constituting the 
touch screen panel 320. 
The touchscreen panel 320 includes a plurality of driving 

lines X, X . . . X, arranged in a first direction, a plurality 
of sensing lines Yi, Y. . . . Y., arranged in a direction 
crossing that of the driving lines X, X . . . X, and a 
plurality of sensing cells formed at the intersections between 
the driving lines X, X . . . X, and the sensing lines Y, 
Y2 . . . Y. 
The output circuit 330 detects a change in capacitance, 

which is detected by each of the sensing cells constituting 
the touch screen panel 320, and generates a detection signal 
which corresponds thereto. 
The plurality of driving lines and sensing lines are formed 

on different layers on a transparent Substrate (not shown). 
The driving lines and the sensing lines may be implemented 
with a transparent conductive material. The transparent 
conductive material may include Indium-Tin-Oxide (ITO), 
Indium-Zinc-Oxide (IZO) or Carbon NanoTube (CNT). An 
insulating layer (not shown) serving as dielectric is formed 
between the driving lines and the sensing lines. 

Although it is assumed that the driving lines and the 
sensing lines are arranged to be orthogonal with each other, 
it will be apparent to those of ordinary skill in the art that a 
variety of other types of arrangements are possible Such as 
the arrangement of concentric lines and radial lines in polar 
coordinates. 
A mutual capacitance C between a driving line and a 

sensing line is formed at the points where the driving lines 
and the sensing lines cross each other. Each intersection, at 
which the mutual capacitance is formed, serves as each 
sensing cell that implements touch recognition. The mutual 
capacitance created in each sensing cell occurs only when 
the input circuit 310 applies a drive signal to the driving line 
connected to the sensing cell. In other words, as a driving 
line and a sensing line are connected to each other by an 
associated sensing cell, a detection signal is output via the 
connected sensing line only in response to a drive signal 
being applied to the driving line connected to the sensing 
cell. 
The input circuit 310 sequentially provides a drive signal 

to the driving lines. The other driving lines, except for the 
driving line to which a drive signal is provided, maintain the 
ground state. As a result, a mutual capacitance will be 
formed at a plurality of intersections (for example, sensing 
cells) connected to the driving line to which a drive signal 
is applied. 

For example, in response to the user touching the touch 
screen panel 320 with an input tool such as a fingertip and 
a stylus pen, a change in capacitance may occur in at least 
one sensing cell in response to the touch. In terms of the 
touch area, the input tool whose touch area may be adjusted 
by the user's will, such as a fingertip, may be wider than the 
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input tool whose touch area may not be adjusted by the 
users will. Such as a stylus pen. 

The expression touch area is wide may mean that the 
sensing cells, at which a change in capacitance has occurred, 
are widely distributed with possible time delays. Therefore, 
it may be possible to determine the characteristics of the 
input tool that the user has used when touching the touch 
screen panel 320, i.e., to determine whether the input tool is 
an input tool whose touch area may be adjusted, based on the 
detection signal output by the output circuit 330. 
As mentioned above, in response to there being no 

conductive Substance (for example, an input tool Such as a 
fingertip, a stylus pen and the like) close to an intersection 
(for example, a sensing cell) between a driving line and a 
sensing line, there is no change in the mutual capacitance 
CM occurring in the sensing cell. A change in mutual 
capacitance only occurs in response to the conductive Sub 
stance being close to or in contact with a sensing cell. The 
change in mutual capacitance results in a change in current 
and/or voltage carried on a sensing line connected to the 
sensing cell. 

Accordingly, the output circuit 330 connected to the 
sensing line converts information (or detection signal) 
related to the change in capacitance and the position of at 
least one sensing cell into a predetermined form by using 
Analog-to-Digital Conversion (ADC), and outputs the con 
version results. 

For example, the output circuit 330 may be in contact with 
a plurality of sensing cells which exist in a direction of one 
driving line, to which a drive signal is applied by a conduc 
tive Substance. In this case, as a change in capacitance is 
detected at a plurality of sensing cells, it is possible to 
predict that the conductive Substance in contact is a Sub 
stance whose contact area may be changed by the user's 
intent. However, it may be preferable to predict or determine 
the Substance based on the change in capacitance, which is 
detected after a drive signal is sequentially applied to the 
plurality of driving lines. 
An example of a way to detect a position of the sensing 

cell, at which a change in capacitance has occurred, will be 
described. The output circuit 330 detects a change in capaci 
tance of a sensing line connected to the sensing cell. By 
doing so, the output circuit 330 may obtain the coordinates 
which correspond to at least one sensing cell in contact with 
the conductive substance based on the coordinates of the 
sensing line at which a change in capacitance has occurred 
and the coordinates of the driving line to which a drive 
signal is input from the input circuit 310. 
As the output circuit 330 is implemented by being con 

nected to the input circuit 310 via a wire (not shown), the 
input circuit 310 scans (or sequentially applies a drive signal 
to) the driving lines and then continuously outputs the 
coordinates of the scanned driving lines to the output circuit 
330. As a result, upon detecting a change in capacitance in 
a sensing line, the output circuit 330 may obtain the coor 
dinates which correspond to the point where the capacitance 
is changed, i.e., the position of a driving line which corre 
sponds to the sensing cell. 
A touch screen system having this configuration and 

according to an exemplary embodiment may recognize a 
plurality of contact points, i.e., may recognize the input tool 
used by the user and the touch area. 

FIG. 4 illustrates a detailed structure of the processor 220 
as illustrated in FIG. 2. 

Referring to FIG. 4, based on a detection signal, an input 
tool identifier 410 identifies the input tool that the user used 
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12 
when touching the touch panel. The detection signal is 
provided from the monitoring circuit 210. 

For example, the input tool identifier 410 may identify the 
input tool used by the user depending on at least one of the 
amount of the change in capacitance and the range where the 
change in capacitance has occurred. The amount of the 
change in capacitance and the range where the change in 
capacitance has occurred may be detected based on the 
detection signal. 

Generally, there is a subtle difference between a change in 
mutual capacitance, which is detected as a fingertip is in 
contact with the touch panel, and a change in mutual 
capacitance, which is detected as a stylus pen is in contact 
with the touch panel. The subtle difference which corre 
sponds to the change in mutual capacitance makes it pos 
sible to determine which input tool the user has used. 
As another example, the area where a change in mutual 

capacitance occurs as a fingertip is in contact with the touch 
panel is different from the area where a change in mutual 
capacitance occurs as a stylus pen is in contact with the 
touch panel. In particular, for an input tool (or first input 
tool) Such as a fingertip, its touch area where the input tool 
is in contact with the touch panel may be adjusted according 
to the intent of the user. However, for an input tool (or 
second input tool) such as a stylus pen, its touch area where 
the input tool is in contact with the touch panel may not be 
adjusted according to the users intent. 

Therefore, the number of sensing cells where a change in 
mutual capacitance has occurred makes it possible to deter 
mine which input tool the user has used. 

In accordance with the above examples, the input tool 
identifier 410 may identify which input tool the user has 
used when touching the touch panel. 

In order to quickly and accurately identify the input tool 
used by the user, the input tool identifier 410 may use an 
input tool identification table. To this end, it may be pref 
erable that the input tool identification table is determined in 
advance. In other words, the input tools that can be used by 
the user are classified, and an input tool identification table 
is made based on information related to the classified input 
tools. The input tool identification table may be managed in 
a storage medium. 

For example, the information related to the input tools, 
which is managed in the input tool identification table, may 
be information related to a change in general mutual capaci 
tance which occurs when an input tool is used, for each input 
tool recognizable on the touch panel. 

If the input tool identification table is prepared in advance, 
the input tool identifier 410 may check the used input tool 
from the input tool identification table based on the received 
detection signal. 

In response to the user having used the first input tool, an 
area calculator 420 calculates the touch area determined by 
the first input tool. The first input tool, as defined above, 
refers to an input tool whose touch area may be intentionally 
changed by the user. For example, the area calculator 420 
may receive information related to the input tool used by the 
user, from the input tool identifier 410. 
To calculate the touch area, the area calculator 420 may 

use a detection signal. An example of calculating the touch 
area using the detection signal has been disclosed above, so 
a detailed description thereof will be omitted. 
A command executer 430 processes a selected command 

using information related to the identified input tool, the 
touch area, and the like. The selected command may be 
selected by the user before he/she touches the touch panel, 
or may be selected by the user after he/she touches the touch 
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panel. In addition, the selected command may be a com 
mand requested by a detection signal caused by the touch. 

Even for the same command, the command executer 430 
may perform a different operation depending on the touch 
area calculated by the area calculation unit 420. A typical 
example of the different operation may include a delete 
operation. The delete operation may refer to an operation of 
deleting from the screen some or all of the information 
displayed on the screen. 

FIG. 5 illustrates a control flow for a user interface 
operation in a user terminal according to an exemplary 
embodiment. 

Referring to FIG. 5, the user terminal detects an input 
signal that the user has created using a predetermined input 
tool on the touch panel in a contact or non-contact fashion 
(Operation 510). Upon detecting the input signal, the user 
terminal determines the input tool used by the user, based on 
the detected input signal (Operation 512). 

Based on the determination results, the user terminal 
determines whether the input tool used by the user is a first 
input tool (Operation 514). The first input tool, as defined 
above, refers to an input tool (for example, a fingertip) 
whose touch area may be adjusted according to the user's 
will. 

In response to a determination that the first input tool has 
been used by the user, the user terminal calculates the touch 
area based on the detected input signal (Operation 516). 
Subsequently, the user terminal determines if an area adjust 
ment option is set or activated (Operation 518). 

In response to the area adjustment option being activated, 
the user terminal sets up a command-applied area by reduc 
ing or extending the calculated touch area (Operation 520). 
On the other hand, in response to the area adjustment option 
not being activated, the user terminal sets up the calculated 
touch area as a command-applied area (Operation 522). 

In response to a determination that the user has used the 
second input tool, the user terminal sets up a command 
applied area according to the rules which are set based on the 
center point of the touched area (Operation 524). This is 
equivalent to equally applying the existing way of deter 
mining a command-applied area without considering the 
input tool and the touch area. 

After completion of setting up the command-applied area, 
the user terminal processes a selected command based on the 
set command-applied area (Operation 526). The examples of 
processing a selected command have been described in 
detail, so a detailed description thereof will be omitted. 
The user terminal provides the command processing 

results to the user (Operation 528). The command process 
ing results may be provided to the user through a variety of 
UIs, in addition to being displayed on the Screen. 

FIG. 6 illustrates an example of a difference between a 
general delete operation 610 and a proposed delete operation 
620. 

Referring to FIG. 6, the general delete operation 610 
includes an operation 612 in which the user creates a note on 
the screen using a stylus pen, an operation 614 in which the 
user selects a menu which corresponds to a delete function 
if he/she needs to delete the note contents during the note 
operation, and an operation 616 in which the user selects and 
deletes specific note contents using the stylus pen after the 
delete function is activated. 
The delete operation 620 proposed by the exemplary 

embodiments includes an operation 622 in which the user 
makes a note on the screen using a stylus pen, and an 
operation 624 in which the user selects and deletes specific 
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14 
note contents using his/her fingertip in response to he/she 
needing to delete the note contents during the note operation. 
The proposed delete operation 620 is available because it 

is possible to detect the change in input tool used by the user, 
and the touch area determined by a specific input tool. 
As described above, it is noted that the proposed delete 

operation 620 is simplified compared with the general delete 
operation 610, in terms of the procedure. 

FIGS. 7 and 8 illustrate different examples of determining 
a command-applied area based on the actual touch area 
according to an exemplary embodiment. For example, FIG. 
7 illustrates an example where the actual touch area does not 
match with the command-applied area, while FIG. 8 illus 
trates an example where the actual touch area matches with 
the command-applied area. 

Referring to FIG. 7, the user has selected a specific area 
on the screen by shifting his/her fingertip from a position a 
to a position b’ while touching the screen. It is noted that 
while the area actually touched by the fingertip is large as 
indicated by reference numeral 714, the area to which a 
command is to be applied is reduced as indicated by refer 
ence numeral 712. Although not illustrated in the drawing, 
it may be possible to extend the area actually touched by the 
fingertip, and determine it as the area to which a command 
is to be applied. 

Referring to FIG. 8, the user has selected a specific area 
on the screen by shifting his/her fingertip from a position a 
to a position “b while touching the screen. It is noted that the 
area 814 actually touched by the fingertip matches with the 
area 812 to which a command is to be applied. 

In order to selectively apply an option to reduce or extend 
the actually touched area and determine it as an area to 
which a command is to be applied, or an option to determine 
the actually touched area as an area to which a command is 
to be applied, it may be preferable to set a relation function 
in advance. 

For example, the user activates an option (for example, a 
delete area decision option) to determine a command 
applied area determined by user touch. After activating the 
delete area decision option, the user sets whether he/she will 
extend the selected touch area and determine it as a delete 
area, or whether he/she will reduce the selected touch area 
and determine it as a delete area. In addition, the user may 
set to fix the selected touch area, i.e., to determine the actual 
touch area as a delete area. 

In response to setting to reduce or extend the actual touch 
area and determine it as an area to which a command is to 
be applied, it may be preferable to separately set a ratio for 
the reduction or a ratio for the extension. The two ratios may 
be set independently or in common. 

For the above-described operation, there is a need to use 
a touch detection scheme different from the existing touch 
detection scheme. In other words, for the exemplary 
embodiments, a touch command needs to be able to be 
delivered to all the area that the input tool, whose touch area 
may be wide, Such as a fingertip, is in contact with on the 
touch panel. Based on the touch command delivered to all of 
the area that the input tool is in contact with, a selected 
command needs to be able to be executed. 

In the related art, for example, the center point is deter 
mined depending on the change in capacitance at the portion 
that a fingertip and the like is in contact with, and based 
thereon, a command is executed for the area having a 
specific width. However, in the exemplary embodiments, all 
the area is recognized, in which a change in capacitance is 
observed, and a command is executed for all of the recog 
nized area. 
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In addition, the command executer 430 may process a 
different command depending on the type of the input tool. 
To this end, the command executer 430 may separately set 
a list of commands which are to be processed in response to 
an input made by each of the first input tool and the second 
input tool. 

For example, upon receiving a detection signal resulting 
from use of the first input tool, the command executer 430 
performs an operation which corresponds to a command 
selected from the command list set to correspond to the first 
input tool. Otherwise, upon receiving a detection signal by 
the second input tool, the command executer 430 performs 
an operation which corresponds to a command selected from 
the command list set in order to correspond to the second 
input tool. 

FIGS. 9 and 10 illustrate different examples of performing 
an operation which corresponds to a different command, 
depending on the type of an input tool according to an 
exemplary embodiment. 

In the exemplary operation of FIG. 9, a stylus pen is used 
as an input tool. In this exemplary operation, while a specific 
web page is displayed, a request for movement to another 
web page is made by a touch command created using the 
stylus pen. 

In the exemplary operation of FIG. 10, a fingertip is used 
as an input tool. In this exemplary operation, while a specific 
web page is displayed, an operation which corresponds to a 
page-move command is performed by recognizing a finger 
gesture. 

Therefore, the user may perform a first command to click 
a web page with a stylus pen, and perform a second 
command to go to the previous page by a finger gesture. 
As a result, a user terminal with a touch panel may 

increase or diversify the type of command that can be 
intuitively executed on the touch panel. 

In addition, the command executer 430 may define a new 
command it will process based on the detection signal 
applied by a plurality of different input tools. For example, 
in response to a first input signal by the first input tool and 
a second input signal by the second input tool being con 
tinuously detected, the command executer 430 may deter 
mine a command to be processed, considering both the first 
and second input signals. 
As an example, as illustrated in FIG. 6, the command 

executer 430 may recognize the signal input by the stylus 
pen as a note command, and the signal input by the fingertip 
as a delete command. 
As is apparent from the foregoing description, according 

to exemplary embodiments, the command systems are addi 
tionally classified depending on the input tool, making it 
possible for the user to more intuitively perform many 
commands. The user may additionally be allowed to get the 
feeling of writing a note on a substance like the actual paper 
rather than writing on the screen, and may experience and 
enjoy the convenience of UIs. 

While the exemplary embodiments have been shown and 
described, it will be understood by those skilled in the art 
that various changes in form and details may be made 
therein without departing from the spirit and scope of the 
inventive concept as defined by the appended claims and 
their equivalents. 
What is claimed is: 
1. A user interface method of a user terminal that uses a 

capacitive touch input Scheme, the user interface method 
comprising: 

setting different commands for combinations of an input 
tool and a touch area; 
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16 
in response to detecting an input signal caused by a touch 

on a touch panel, identifying a total touch area corre 
sponding to the touch and an input tool used for the 
touch based on the input signal; 

determining a command, from among the commands, 
corresponding to a combination of the identified total 
touch area and the identified input tool; and 

processing the determined command. 
2. The user interface method of claim 1, wherein the 

identifying comprises: 
in response to determining the identified input tool is an 

input tool whose unit area is variable, determining the 
total touch area corresponding to the touch based on the 
input signal. 

3. A user interface method of a user terminal that uses a 
capacitive touch input scheme, the user interface method 
comprising: 

setting commands which are to be processed in response 
to an input made by a first input tool; 

setting commands which are to be processed in response 
to an input made by a second input tool; 

in response to detecting an input signal caused by a touch 
on a touch panel, determining an area of the touch 
based on the input signal; and 

processing a selected command depending on the deter 
mined area, 

wherein the determining the area of the touch comprises: 
identifying an input tool that was used during the touch, 

based on the input signal; and 
in response to the identified input tool being an input 

tool whose touch area is variable, determining an 
area of the touch based on the input signal, and 

wherein a unit area of the first input tool is variable and 
a unit area by the second input tool is invariable. 

4. The user interface method of claim 3, wherein the 
processing comprises: 

in response to the selected command being a command to 
delete information displayed on a screen, deleting 
information displayed on the screen depending on the 
determined total area. 

5. The user interface method of claim 4, wherein the 
processing comprises: 

in response to the input tool used for the touch being the 
first input tool and the selected command being a 
command to delete information displayed on the 
Screen, checking a delete area decision option that is set 
in advance in order to delete information displayed on 
the screen; and 

selecting at least one of the determined total area, a partial 
area determined by reducing the determined total area 
at a predetermined ratio, and an extension area deter 
mined by extending the determined total area at a 
predetermined ratio, based on the checked delete area 
decision option, and determining the selected one area 
as an area where information is to be deleted from the 
SCC. 

6. The user interface method of claim 5, wherein the 
predetermined ratio for reduction is different from the pre 
determined ratio for extension. 

7. The user interface method of claim 3, wherein the 
processing comprises: 
upon continuously detecting an input signal by the first 

input tool and an input signal by the second input tool, 
processing a command which corresponds to the input 
signal by the second input tool by additionally consid 
ering the input signal by the first input tool. 
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8. A user terminal for processing an input from a user by 
using a capacitive touch input Scheme, the user terminal 
comprising: 

a monitoring circuit configured to monitor an input signal 
that is generated by a touch on a touch panel; and 

a processor configured to set different commands for 
combinations of a input tool and a touch area, in 
response to receiving an input signal generated by the 
touch and detected by the monitoring unit, identify a 
total touch area corresponding to the touch and an input 
tool used for the touch based on the input signal, 
determine a command, from among the commands, 
corresponding to a combination of the identified total 
touch area and the identified input tool, and process the 
determined command. 

9. The user terminal of claim 8, wherein the processor is 
configured to, 

in response to determining that the identified input tool is 
an input tool whose unit area is variable, determine the 
total touch area corresponding to the touch based on the 
input signal. 

10. A user terminal for processing an input from a user by 
using a capacitive touch input Scheme, the user terminal 
comprising: 

a monitoring circuit configured to monitor an input signal 
that is generated by a touch on a touch panel; and 

a processor configured to: 
set commands which are to be processed in response to an 

input made by a first input tool; 
set commands which are to be processed in response to an 

input made by a second input tool; in response to 
receiving an input signal generated by the touch and 
detected by the monitoring unit, determine an area of 
the touch based on the input signal; 

differently process a selected command depending on the 
determined area; 

identify an input tool that was used during the touch, 
based on the input signal; and 

in response to the identified input tool being an input tool 
whose touch area is variable, determine an area of the 
touch based on the input signal, 

wherein a unit area of the first input tool is variable and 
a unit area by the second input tool is invariable. 

11. The user terminal of claim 10, wherein the processor 
is configured to, in response to the selected command being 
a command to delete information displayed on a screen, 
delete information displayed on the screen depending on the 
determined total area. 

12. The user terminal of claim 11, wherein the processor 
is configured to: 

in response to the input tool used for the touch being the 
first input tool and the selected command being a 
command to delete information displayed on the 
Screen, check a delete area decision option that is set in 
advance to delete information displayed on the screen; 
and 

Select at least one of the determined total area, a partial 
area determined by reducing the determined total area 
at a predetermined ratio, and an extension area deter 
mined by extending the determined total area at a 
predetermined ratio, based on the checked delete area 
decision option, and determine the selected one area as 
an area where information is to be deleted from the 
SCC. 

13. The user terminal of claim 12, wherein the predeter 
mined ratio for reduction is different from the predetermined 
ratio for extension. 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

18 
14. The user terminal of claim 10, wherein the processor 

is configured to, in response to continuously detecting an 
input signal by the first input tool and an input signal by the 
second input tool, process a command corresponding to the 
input signal by the second input tool by additionally con 
sidering the input signal by the first input tool. 

15. A user terminal for processing an input from a user by 
using a capacitive touch input scheme, the user terminal 
comprising: 

a touch panel configured to generate an input signal in 
response to detecting a touch; 

a processor configured to identify a total touch area 
corresponding to the touch based on the input signal, 
identify an input tool used for the touch based on the 
identified total area, and process a command selected 
from among a plurality of predetermined commands 
based on a combination of the identified total area and 
the identified input tool, upon receiving the input signal 
generated by the touch from the touch panel. 

16. The user terminal of claim 15, further comprising a 
monitoring circuit configured to monitor the input signal that 
is generated by the touch on the touch panel. 

17. The user terminal of claim 15, wherein the processor 
is configured to identify whether the input tool has an 
adjustable touch size based on at least one of an amount of 
capacitance change caused by the touch and a size of an area 
where capacitance change occurred by the touch. 

18. The user terminal of claim 17, wherein the processor 
is configured to, in response to the identified input tool being 
an input tool having an adjustable touch size, determine a 
total area corresponding to the touch for applying the 
selected command. 

19. The user terminal of claim 18, wherein the processor 
is configured to delete information displayed on a screen 
depending on the determined total area, in response to the 
selected command being a command to delete information 
displayed on the Screen. 

20. A user terminal for processing an input from a user by 
using a capacitive touch input scheme, the user terminal 
comprising: 

a processor configured to set on a touch panel a first input 
tool whose touch area may be changed during a touch, 
and a second input tool whose touch area may not be 
changed during a touch on the touch panel, set com 
mands which are to be processed in response to an input 
made by the first input tool, set commands which are to 
be processed in response to an input made by the 
second input tool, identify an input tool that was used 
during the touch based on the input signal generated by 
the touch, in response to the identified input tool being 
the first input tool determine an area of the touch based 
on the input signal, differently process a selected com 
mand depending on the determined area, and delete 
information displayed on the screen depending on the 
determined area, in response to the selected command 
being a command to delete information displayed on a 
Screen; 

a monitoring circuit configured to monitor the input signal 
that is generated by the touch on a touch panel. 

21. The user terminal of claim 20, wherein the processor 
is configured to process a command which corresponds to 
the signal input by the second input tool by additionally 
considering the input signal by the first input tool. 
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