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1. 

AUTOMATIC PRE-PROCESSING OF 
MODERATION TASKS FOR 

MODERATOR-ASSISTED GENERATION OF 
VIDEO CLIPS 

FIELD OF THE INVENTION 

The present invention relates generally to multimedia 
generation, and particularly to methods and systems for 
semi-automatic generation of multimedia content. 

SUMMARY OF THE INVENTION 

An embodiment of the present invention that is described 
herein provides a method including defining multiple mod 
eration tasks, which originate from respective textual 
articles that are to be automatically converted into respective 
video clips following moderation by human moderators. The 
moderation tasks are pre-processed, so as to predict success 
measures of the corresponding video clips. Delivery of the 
moderation tasks to the human moderators is prioritized 
based on the predicted Success measures. 

In some embodiments, pre-processing the moderation 
tasks includes predicting respective likelihoods that the 
human moderators will not reject the moderation tasks, and 
prioritizing the delivery includes prioritizing the moderation 
tasks based on the likelihoods. In some embodiments, pre 
processing the moderation tasks includes classifying the 
moderation tasks into two or more classes, and prioritizing 
the delivery includes prioritizing the moderation tasks So as 
to provide the human moderators at least a predefined 
number of tasks of each class. The classes may include at 
least one class type selected from a group of types consisting 
of clients associated with the moderation tasks, moderator 
types associated with the moderation tasks, topics associated 
with the moderation tasks, and textual-article feeds associ 
ated with the moderation tasks. 

In Some embodiments, defining the moderation tasks 
includes grouping at least Some of the moderation tasks in 
moderation batches, each moderation batch containing the 
moderation tasks originating from a respective textual 
article, and pre-processing the moderation tasks includes 
predicting the Success measures per moderation batch. Pri 
oritizing the delivery may include prioritizing each modera 
tion batch depending on a respective number of the mod 
eration tasks in the moderation batch. 

In some embodiments, pre-processing the moderation 
tasks includes assessing a newsworthiness of the respective 
textual articles, and prioritizing the delivery includes priori 
tizing the moderation tasks based on the newsworthiness of 
the textual articles. In an embodiment, assessing the news 
worthiness includes assessing at least one property selected 
from a group of properties consisting of popularity, unique 
ness, recentness and trendiness of the textual articles. In 
another embodiment, assessing the newsworthiness includes 
quantifying the newsworthiness by analyzing Social-net 
work traffic. In an embodiment, prioritizing the delivery 
includes combining two or more different types of the 
Success measures to produce respective priority ranks for the 
moderation tasks. 

There is additionally provided, in accordance with an 
embodiment of the present invention, apparatus including a 
processor and an interface. The processor is configured to 
define multiple moderation tasks that originate from respec 
tive textual articles to be automatically converted into 
respective video clips following moderation by human mod 
erators, to pre-process the moderation tasks So as to predict 
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2 
Success measures of the corresponding video clips, and to 
prioritize delivery of the moderation tasks to the human 
moderators based on the predicted Success measures. The 
interface is configured to deliver the prioritized moderation 
tasks to the human moderators. 

There is further provided, in accordance with an embodi 
ment of the present invention, computer software product, 
including a non-transitory computer-readable medium in 
which program instructions are stored, which instructions, 
when read by a computer, cause the computer to define 
multiple moderation tasks that originate from respective 
textual articles to be automatically converted into respective 
Video clips following moderation by human moderators, to 
pre-process the moderation tasks so as to predict success 
measures of the corresponding video clips, to prioritize 
delivery of the moderation tasks to the human moderators 
based on the predicted Success measures, and to deliver the 
prioritized moderation tasks to the human moderators. 
The present invention will be more fully understood from 

the following detailed description of the embodiments 
thereof, taken together with the drawings in which: 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram that schematically illustrates a 
system for semi-automatic generation of video clips, in 
accordance with an embodiment of the present invention; 
and 

FIG. 2 is a flow chart that schematically illustrates a 
method for pre-processing moderation tasks, in accordance 
with an embodiment of the present invention. 

DETAILED DESCRIPTION OF EMBODIMENTS 

Overview 

Embodiments of the present invention that are described 
herein provide improved methods and systems for generat 
ing multimedia content. In the disclosed embodiments, a 
Video generation system receives textual articles from which 
respective video clips are to be generated. The articles may 
relate, for example, to entertainment, business, technology, 
general news or any other topic. The system generates video 
clips based on the articles using a semi-automatic, human 
assisted process. 

In a typical flow, the system automatically retrieves media 
assets (e.g., images, video excerpts, social-network infor 
mation or Web pages) that contextually match a given 
article. The system ranks and filters the media assets accord 
ing to their relevance to the article, and presents the resulting 
collection of media assets to a human moderator. The 
information presented to a moderator with regard to a given 
article is referred to herein as a moderation task. 
The moderator has the option of rejecting or accepting the 

moderation task. If the task is accepted, the moderator 
selects media assets that will appear in the video clip, and 
possibly directs the system to correlate certain media assets 
in time with the text or with an audio narration of the text. 
Following the moderation stage, the system generates the 
Video clip automatically using the audio narration and the 
selected media assets, in accordance with the moderator 
input. 

Further aspects of semi-automatic video clip generation 
are addressed in U.S. patent application Ser. No. 14/170,621, 
filed Feb. 2, 2014, which is assigned to the assignee of the 
present patent application and whose disclosure is incorpo 
rated herein by reference. 
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The video generation system usually operates on a mass 
scale and under demanding time constraints. The system 
typically processes a large number of articles at any given 
time, and uses a pool of moderators before completing the 
Video-clip generation process. In practice, however, the 
number of human moderators is often insufficient for han 
dling all the articles provided to the system. Moreover, the 
human moderation time is a major factor in the cost and time 
of producing the video clips. Therefore, it is important to 
utilize the human moderators as efficiently as possible. 

The methods and systems described herein pre-process 
the moderation tasks before they are provided to the mod 
erators, in an attempt to optimize the use of the available 
human moderator resources. In some embodiments, the 
system predicts various measures of Success relating to the 
moderation tasks, and filters and prioritizes the moderation 
tasks in accordance with the predicted Success measures. 

In various embodiments, the system considers various 
types of Success measures. Some Success measures predict 
the likelihood that a moderation task will survive the mod 
eration stage Successfully, i.e., will not be rejected by the 
moderator. Other Success measures assist the system in 
meeting its yield targets and avoid 'starvation” scenarios 
(e.g., starvation of moderators of a given type, of article 
Sources, of a given client or of a certain topical area). Some 
Success measures predict the newsworthiness, level of inter 
est, uniqueness or trendiness of the article or video clip. 
Other Success measures give higher weight to moderation 
tasks whose output is usable for multiple video clips and 
clients. 

Various examples of Success measures, and ways of 
calculating them, are described herein. Some success mea 
Sures are estimated by analyzing the moderation task infor 
mation, such as the article text and media assets. Other 
Success measures are assessed using external sources. Such 
as by monitoring relevant social-network traffic. 

In Summary, the methods and systems described herein 
prioritize the moderation tasks in accordance with their 
chances of Success. Moderation tasks that are less likely to 
Survive moderation, or to produce valuable video clips, are 
discarded or given low priority. As a result, human modera 
tion resources are used efficiently, and both quantity and 
quality of the generated video clips are improved. 

System Description 

FIG. 1 is a block diagram that schematically illustrates a 
system 20 for semi-automatic generation of video clips, in 
accordance with an embodiment of the present invention. 
System 20 receives textual articles, also referred to as textual 
inputs 28, and generates respective video clips 32 based on 
the textual inputs. The textual inputs may comprise, for 
example, articles relating to entertainment, business, tech 
nology, general news or any other Suitable topics. 

In the example of FIG. 1, system 20 receives the textual 
inputs from a client system 24, and returns the video clips to 
the client system. A video generation system of this sort may 
be used, for example, for providing a publisher with video 
clips based on textual articles received from the publisher. 
System 20 communicates with client system 24 over a 
communication network 34, e.g., the Internet. In alternative 
embodiments, however, system 20 may obtain textual inputs 
from any other suitable source and deliver video clips to any 
other suitable destination. System 20 can thus be used in a 
variety of business models and modes of operation. The 
client systems are also referred to herein as clients, for 
simplicity. 
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4 
Additional details of the video generation process per 

formed by system 20 are addressed in U.S. patent applica 
tion Ser. No. 14/170,621, cited above. Generally, system 20 
communicates over network 34 with one or more media 
databases (DBs) 36 so as to retrieve media assets 40 that are 
related to a given textual input. The media assets are also 
referred to as media items, and may comprise, for example, 
Video and/or audio excerpts, still images, Web-page Snap 
shots, maps, graphs, graphical elements, social network 
information, and many others. Media DBs 36 may comprise, 
for example, content Web sites, social-network servers or 
any other Suitable database. 

System 20 presents the textual input and the correspond 
ing automatically-retrieved media assets to a human mod 
erator 44. The information presented to the moderator with 
regard to a given textual input (article) is referred to as a 
moderation task. System 20 typically uses multiple modera 
tors 44 for handling a large throughput of textual inputs and 
Video clips simultaneously. In a given moderation task, 
moderator 44 reviews and selects media assets that will be 
included in the video clip, and arranges the media assets so 
as to correlate in time to the timing of the textual input. The 
moderator thus produces moderator input 52, which is fed 
back to system 20 over network 34. 

In addition to moderator input 52, system 20 further 
receives audio narration 64 of the textual input in question. 
The audio narration is produced by a narrator 56 and 
provided to system 20 over network 34. System 20 typically 
uses multiple narrators 56 for narrating the various textual 
inputs. 

Based on moderator input 52 and audio narration 64, 
system 20 automatically produces video clip 32. Video clip 
32 is delivered over network 34 to client system 24. In some 
embodiments, the automatically-generated video clip is veri 
fied by one of moderators 44 before delivery to client system 
24. Audio narration 64 is also optionally verified for quality 
by moderator 44. 

In the example of FIG. 1, system 20 comprises an 
interface 68 for communicating over network 34, and a 
processor 72 that carries out the methods described herein. 
The system configuration shown in FIG. 1 is an example 
configuration, which is chosen purely for the sake of con 
ceptual clarity. In alternative embodiments, any other Suit 
able system configuration can be used. 
The elements of system 20 may be implemented using 

hardware/firmware. Such as in an Application-Specific Inte 
grated Circuit (ASIC) or Field-Programmable Gate Array 
(FPGA), using Software, or using a combination of hard 
ware/firmware and software elements. In some embodi 
ments, processor 72 comprises a general-purpose processor, 
which is programmed in Software to carry out the functions 
described herein. The software may be downloaded to the 
processor in electronic form, over a network, for example, or 
it may, alternatively or additionally, be provided and/or 
stored on non-transitory tangible media, such as magnetic, 
optical, or electronic memory. 

Client Types and Moderation Batches 

In some embodiments, system 20 provides video clips to 
multiple client systems (referred to simply as clients). Dif 
ferent clients may have different requirements and specifi 
cations for the video clips. For example, a client may specify 
the narration language, info-graphics language, the length of 
the narrated text, the type of human moderators to be used, 
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and/or various other specifications. Moreover, different cli 
ents may have different priorities and privileges in the 
system. 

In an example implementation, each client is defined as a 
Level-I, Level-II, Level-III or Level-IV client. A Level-I 
client is provided with “standard video clips produced by 
system 20, without any specific adaptation to client-specific 
requirements. A Level-III client is provided with a dedicated 
process of video-clip generation, which may include, for 
example, dedicated access to moderators 44. A Level-IV 
client is provided with a dedicated process of video-clip 
generation, which may comprise dedicated control of article 
triggering and editing, and dedicated access to the modera 
tors. A Level-IV client may, for example, select and track its 
own moderation tasks. In alternative embodiments, any 
other suitable client classification can be used. 

In some embodiments, at least Some of the moderation 
tasks are groups in “moderation batches. Each moderation 
batch comprises two or more moderation tasks that originate 
from the same article and are destined to different respective 
clients. The moderation tasks in a given batch may differ 
from one another, for example, because the different clients 
may be of different types or have different specifications. 

In an embodiment, each moderation task in a batch has 
client-invariant parameters and client-specific parameters. 
Client-invariant parameters may comprise, for example, 
feed, author, category, social-media popularity scores, story 
hotness scores, topics, or any other Suitable parameter. 
Client-specific parameters may comprise, for example, the 
client identity, narrated text length, the actual narrated text, 
media ranking scores per the narrated text, or any other 
suitable parameter. 

In various embodiments, the moderation tasks of a given 
moderation batch may share some or even all parts of the 
Video clip generation process. For example, if two tasks in 
a batch share the same narration text but not the same 
narration language and translation (or if one of the clients 
specifies his own in-house talent to perform the narration), 
these tasks may share the asset moderation task but not the 
narration task or the narration-moderation task. In some 
embodiments, processor 72 selects a representative task 
from each batch to be provided for moderation, and the other 
tasks in the batch are accepted or rejected based on whether 
the representative task is accepted or rejected by the mod 
eratOr. 

Pre-Processing of Moderation Tasks 

In some embodiments, processor 72 pre-processes the 
moderation tasks before they are delivered to moderators for 
moderation. The underlying assumption is that moderators 
44 are unable to process the entire volume of moderation 
tasks, and therefore some moderation tasks will inevitably 
be discarded. The purpose of the pre-processing phase is to 
filter-out and prioritize the moderation tasks. Such that tasks 
having the highest predicted measure of Success will be 
presented first to the moderators. 

In some embodiments, processor 72 prioritizes modera 
tion batches rather than individual moderation tasks. In Such 
embodiments, processor 72 typically selects a representative 
task from each batch and prioritizes it using the disclosed 
techniques. The other moderation tasks in the batch are 
processed in accordance with the priority assigned to the 
representative task. The description that follows refers gen 
erally to prioritization of moderation tasks, which may 
comprise individual tasks and/or representative tasks 
selected from respective moderation batches. 
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6 
Processor 72 may use various kinds of Success measures 

and various methods to predict them. Several examples are 
described below. Alternatively, however, processor 72 may 
use any other Suitable Success measure and/or prediction 
method. The description that follows refers mainly to pri 
oritization of the moderation tasks. In the context of the 
present patent application and in the claims, however, the 
term “prioritization' is used in a broad sense and refers also, 
for example, to filtering-out or discarding of moderation 
tasks. In other words, pre-filtering of moderation tasks is 
viewed as a kind of prioritization, in which tasks that do not 
reach a certain predicted measure of Success are discarded. 

In the examples below, processor 72 prioritizes a given 
moderation task by considering the media assets that were 
automatically retrieved for that task, possibly in combina 
tion with the original textual article. Generally, however, 
processor 72 may prioritize the moderation tasks based on 
the article, media assets, audio narration, and/or any Suitable 
subset of these elements. 

In the examples below, processor 72 prioritizes the mod 
eration tasks after the automatic process of retrieving, fil 
tering and ranking the media assets is complete, i.e., when 
the tasks are ready for moderation. Alternatively, however, 
processor 72 may prioritize moderation tasks at any Suitable 
stage prior to moderation. For example, prioritization may 
be carried out on the basis of the textual articles alone, 
before or in parallel with fetching or processing of media 
aSSetS. 

In some embodiments, processor 72 prioritizes the mod 
eration tasks in accordance with their predicted likelihoods 
of Surviving the human moderation stage. In other words, 
processor 72 predicts the likelihood that a given moderation 
task will not be rejected by the moderator, and prioritizes the 
task accordingly. 

Processor 72 may use various criteria to estimate whether 
a moderation task is likely to pass or fail the human 
moderation stage. For example, a task that is similar to one 
or more tasks that have previously failed moderation is 
likely to fail, as well. Processor 72 may measure the simi 
larity between moderation tasks based on, for example, 
contextual similarity (or identicality), and/or media asset 
similarity (or identicality). 

In an embodiment, processor 72 may estimate the likeli 
hood of a moderation task to Survive moderation using a 
machine learning algorithm. In this embodiment, processor 
72 assigns the task a score, which considers factors such as 
the task parameters, correlation scores between the article 
and the corresponding media assets, various media quality 
ranks, or other Suitable parameters, and outputs a probability 
of moderation Success. The algorithm may be trained using 
past examples of tasks that have passed or failed the mod 
eration stage. Such an algorithm may reliably predict the 
chances of a task Surviving human moderation without being 
rejected due to lack of adequate-quality media or other 
CaSOS. 

In some embodiments, processor 72 classifies the mod 
eration tasks into classes, and prioritizes the moderation 
tasks such that the moderators receive a fair share of 
moderation tasks of each class. 
An example classification is by client, e.g., processor 72 

may prioritize the moderation tasks so as to provide the 
moderators with a sufficient number of moderation tasks 
relating to each client. The number or share of tasks for each 
client may be defined, for example, to prevent starvation 
vis-a-vis a particular client or to meet a desired distribution 
of the tasks among the clients. For example, the system may 
define priorities among the clients, and prioritize the tasks 
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Such that the moderators receive a higher ratio of moderation 
tasks relating to higher priority clients, and vice versa. 

Another example classification is by moderator type. In 
Some cases, the pool of moderators comprises moderators 44 
of different types, e.g., of different languages, genres or 
topical areas of expertise, quality levels and skill-sets, or 
other Suitable classification. In some embodiments, proces 
Sor 72 prioritizes the moderation tasks per moderator type, 
e.g., Such that each class of moderators receives its fair share 
of moderation tasks and no class of moderators is starved of 
tasks to moderate. 

Yet another possible classification is by feed. In some 
embodiments, system 20 receives textual articles from mul 
tiple sources (e.g., news sites or any other suitable source) 
that are referred to as feeds. In an embodiment, processor 72 
prioritizes the moderation tasks So as to make Sufficient use 
of each feed and avoid starvation of any given feed. Another 
possible classification is by topic. For example, processor 72 
may prioritize the moderation tasks Such that the moderators 
receive a Sufficient number of tasks of each topic (e.g., news, 
entertainment or business) and so as to avoid starvation in 
any given topic. 

Processor 72 may prioritize the moderation tasks in 
accordance with any of the above classifications, or using a 
combination of multiple classifications, or using any other 
Suitable classification. In these embodiments, the Success 
measures used for prioritizing the moderation tasks com 
prise, for example, target ratios among the various classes or 
avoidance of starvation of a given class. 

In some embodiments, processor 72 prioritizes the mod 
eration tasks in accordance with the sizes of their modera 
tion batches. Typically, a moderation task selected from a 
large batch (that contains a large number of moderation tasks 
originating from the same article) will receive a higher 
priority than a task selected from a small moderation batch. 
The rationale behind this criterion is increased yield: A task 
belonging to a large moderation batch will translate into a 
large number of video clips using only a single human 
moderation session. In other words, the measure of Success 
in these embodiments is the number of video clips produced 
from the same moderation task. 

In some embodiments, the Success measures relate to the 
newsworthiness of the moderation task. In these embodi 
ments, processor 72 estimates the level of newsworthiness 
of the various articles, and assigns higher priorities to 
moderation tasks of highly newsworthy articles. Moderation 
tasks of articles that are less newsworthy are assigned low 
priority or discarded. 

Processor 72 may assess the newsworthiness of an article 
by estimating its Social-network popularity, trendiness, 
uniqueness or other Suitable measure. In some embodiments, 
processor 72 predicts the newsworthiness of a moderation 
task by monitoring Social-network traffic in real time and 
checking for Such measures. For example, processor 72 may 
find that a certain article is currently being shared exten 
sively, or commented on (e.g., “liked or “retweeted') 
extensively, and in response prioritizes the corresponding 
moderation task as highly newsworthy. 
As another example, if analysis of the Social-network 

traffic indicates that a certain article relates to a topic that is 
currently undergoing a statistically-significant sentiment 
shift, processor 72 may prioritize the respective moderation 
task as highly newsworthy. Yet another way of assessing 
newsworthiness is to measure the recentness of the modera 
tion tasks. In such an embodiment, processor 72 assigns 
higher priority to moderation tasks of more recent articles, 
and vice versa. 
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8 
In an example embodiment, processor 72 estimates the 

real-time "hotness” of an article on the Twitter social net 
work using the following scheme: Immediately before pri 
oritization of the moderation tasks, processor 72 samples the 
Twitter Application Programming Interface (API) and 
obtains two measures. The first measure is the time that 
elapsed since the first tweet that references the article's title. 
The second measure is the number of tweets that have 
referenced the article's title. The first-level gradient of these 
measures serves as a “hotness' metric for both newness 
(time lag between the first social-media appearance and 
readiness for moderation), and Social media traction. 

In another example embodiment, processor 72 estimates 
the Google Videos uniqueness—A measure of current vid 
eos worldwide reflecting the content of the textual article in 
question. The rationale behind this metric is that it is more 
lucrative to produce a video clip for an article or topic 
having little current video representation. In yet another 
example embodiment, processor 72 carries out trending 
topics analysis and sentiment event analysis, so as to assess 
the “hotness” of the topics depicted in the article or mod 
eration task. Further alternatively, processor 72 may assess 
the newsworthiness of articles in any other suitable way. In 
Some embodiments, processor 72 uses machine learning 
techniques to estimate the likelihoods that moderation tasks 
will Survive asset moderation. For example, machine-learn 
ing classifiers may be trained on various parameters that are 
indicative of media-asset quality of the articles. The classi 
fiers may be trained to predict the success of the asset 
moderation process based on a-priori machine-generated 
relevancy scores of the media assets, e.g., entity-relevance, 
metadata-text-relevance, actuality-relevance, date-relevance 
and/or any other suitable scores, as well as the distribution 
of these scores vs. the length of the article (and thus the 
video time that needs to be filled with quality assets). In an 
example embodiment, processor 72 uses the likelihoods 
estimated by the machine learning (likelihoods that mod 
eration tasks Survive asset moderation), possibly in combi 
nation with other factors (e.g., social media, hotness mea 
sures) to set the priorities of specific tasks to be handed to 
a moderator. 
The Success measures and Success, prediction methods 

and prioritization methods described above are depicted 
purely by way of example. In alternative embodiments, 
processor 72 may use any other Suitable Success measures of 
the video clips or articles, any other suitable prediction 
scheme, and/or any other Suitable prioritization scheme. 

FIG. 2 is a flow chart that schematically illustrates a 
method for pre-processing moderation tasks, in accordance 
with an embodiment of the present invention. The method 
begins with processor 72 defining moderation tasks based on 
incoming articles that are to be converted to video clips, at 
a task definition step 80. In an embodiment, processor 72 
groups at least some of the moderation tasks into moderation 
batches. 

Processor 72 polls the recent moderation tasks, at a 
polling step 84. In an example embodiment, processor 72 
polls the moderation tasks for the articles received during 
the last N minutes. As a fallback mechanism, if the number 
of articles received during the last N minutes is too small, 
processor 72 may revert to poll the moderation tasks for the 
articles received during the last NX1 minutes, then during 
the last NX2 minutes, and so on (wherein X1, X2, ... are 
progressively increasing integers). 

In some embodiments, the polling operation is moderator 
driven. In these embodiments processor 72 polls the most 
recent moderation tasks in response to a moderator request 
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ing a new moderation task. In some embodiments, the 
moderators are divided a-priori into moderator groups hav 
ing different characteristics (e.g., languages or other skill 
sets). In these embodiments, processor 72 may buffer the 
moderation tasks in buffers that correspond to the moderator 
groups. In response to a request from a moderator, processor 
72 polls the recent moderation tasks in the buffer of the 
moderator group to which the requesting moderator belongs. 

At a filtering step 88, processor 72 discards duplicate 
moderation tasks and/or tasks having poor newsworthiness. 
For example, processor 72 may discard a candidate mod 
eration task that is similar to one or more other tasks that 
have been recently converted into video clips, or a candidate 
moderation task that is similar to one or more other tasks that 
have consistently failed moderation. 

For example, processor 72 may poll the moderation tasks 
that have already proceeded to the human moderation stage 
over the last M minutes (and may have succeeded or failed). 
The processor compares the candidate moderation task to 
the polled tasks in terms of contextual similarity and media 
similarity. Similarity may be measured using various met 
rics, such as textual similarity, contextual similarity and 
media similarity, possibly considering the time delay 
between the tasks and possibly cross-referencing the differ 
ent similarity metrics. 

In some embodiments, a given client may have a specific 
definition for identifying and discarding duplicate modera 
tion tasks. Such a definition may specify, for example, 
conditions of uniqueness and similarity, frequencies of pre 
vious similar tasks that warrant discarding or acceptance, to 
name just a few examples. If no client-specific definition is 
available, a general definition can be used by default. 

At a success prediction step 92, processor 72 predicts 
measures of Success for the remaining moderation tasks (or 
of the video clips that evolve from the moderation tasks). 
Any of the Success measures and prediction schemes 
described above can be used. For example, processor 72 
may predict the likelihood of the tasks Surviving modera 
tion, the likelihood of meeting predefined yield targets per 
client, feed or topic, the newsworthiness as demonstrated by 
Social-network popularity/uniqueness/trendiness, or other 
Suitable measure or combination of measures. 
At a prioritization step 96, processor 72 prioritizes the 

moderation tasks in accordance with the predicted Success 
measures. At a delivery step 100, processor 72 delivers 
moderation tasks to moderators 44 in accordance with the 
assigned priorities. 

Although the embodiments described herein mainly 
address moderator-assisted generation of video clips, the 
methods and systems described herein can also be used in 
other applications that optimize human involvement in a 
semi-automatic process by predicting tasks that are more 
likely to be successful under certain constraints. 

It will thus be appreciated that the embodiments described 
above are cited by way of example, and that the present 
invention is not limited to what has been particularly shown 
and described hereinabove. Rather, the scope of the present 
invention includes both combinations and Sub-combinations 
of the various features described hereinabove, as well as 
variations and modifications thereof which would occur to 
persons skilled in the art upon reading the foregoing descrip 
tion and which are not disclosed in the prior art. Documents 
incorporated by reference in the present patent application 
are to be considered an integral part of the application except 
that to the extent any terms are defined in these incorporated 
documents in a manner that conflicts with the definitions 
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10 
made explicitly or implicitly in the present specification, 
only the definitions in the present specification should be 
considered. 
The invention claimed is: 
1. A method, comprising: 
defining multiple moderation tasks, which originate from 

respective textual articles that are to be automatically 
converted into respective video clips following mod 
eration by human moderators; 

automatically retrieving a plurality of media assets that 
contextually match the respective textual article, for 
each of the defined moderation tasks: 

pre-processing the moderation tasks So as to predict 
likelihoods that the human moderators will not reject 
the moderation tasks, based on a comparison of the 
moderation tasks to past examples of tasks that passed 
or failed a moderation stage; and 

prioritizing delivery of the moderation tasks to the human 
moderators based on the predicted likelihoods. 

2. The method according to claim 1, wherein pre-process 
ing the moderation tasks comprises classifying the modera 
tion tasks into two or more classes, and wherein prioritizing 
the delivery comprises prioritizing the moderation tasks so 
as to provide the human moderators at least a predefined 
number of tasks of each class. 

3. The method according to claim 2, wherein the classes 
comprise at least one class type selected from a group of 
types consisting of clients associated with the moderation 
tasks, moderator types associated with the moderation tasks, 
topics associated with the moderation tasks, and textual 
article feeds associated with the moderation tasks. 

4. The method according to claim 1, wherein defining the 
moderation tasks comprises grouping at least Some of the 
moderation tasks in moderation batches, each moderation 
batch containing the moderation tasks originating from a 
respective textual article, and wherein pre-processing the 
moderation tasks comprises predicting the likelihoods per 
moderation batch. 

5. The method according to claim 4, wherein prioritizing 
the delivery comprises prioritizing each moderation batch 
depending on a respective number of the moderation tasks in 
the moderation batch. 

6. The method according to claim 1, wherein pre-process 
ing the moderation tasks comprises assessing a new Swor 
thiness of the respective textual articles, and wherein pri 
oritizing the delivery comprises prioritizing the moderation 
tasks based on the newsworthiness of the textual articles. 

7. The method according to claim 6, wherein assessing the 
newsworthiness comprises assessing at least one property 
selected from a group of properties consisting of popularity, 
uniqueness, recentness and trendiness of the textual articles. 

8. The method according to claim 6, wherein assessing the 
newsworthiness comprises quantifying the new Sworthiness 
by analyzing Social-network traffic. 

9. The method according to claim 1, wherein prioritizing 
the delivery comprises combining two or more different 
types of the likelihoods to produce respective priority ranks 
for the moderation tasks. 

10. The method according to claim 1, wherein pre 
processing the moderation tasks comprises comparing the 
moderation tasks and the past examples of tasks based on 
similarity of the retrieved media assets of the tasks. 

11. The method according to claim 1, wherein pre 
processing the moderation tasks comprises providing each 
moderation task with a score of a correlation between the 
textual article of the moderation task and the media assets 
retrieved for the moderation task. 
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12. The method according to claim 1, wherein pre 
processing the moderation tasks comprises providing each 
moderation task with a score assigned by a machine learning 
algorithm trained by past examples of tasks. 

13. An apparatus, comprising: 
a processor, which is configured to define multiple mod 

eration tasks that originate from respective textual 
articles to be automatically converted into respective 
Video clips following moderation by human modera 
tors, to automatically retrieve a plurality of media 
assets that contextually match the respective textual 
article, for each of the defined moderation tasks, to 
pre-process the moderation tasks so as to predict like 
lihoods that the human moderators will not reject the 
moderation tasks, based on a comparison of the mod 
eration tasks to past examples of tasks that passed or 
failed a moderation stage, and to prioritize delivery of 
the moderation tasks to the human moderators based on 
the predicted likelihoods; and 

an interface, which is configured to deliver the prioritized 
moderation tasks to the human moderators. 

14. The apparatus according to claim 13, wherein the 
processor is configured to classify the moderation tasks into 
two or more classes, and to prioritize the moderation tasks 
So as to provide the human moderators at least a predefined 
number of tasks of each class. 

15. The apparatus according to claim 14, wherein the 
classes comprise at least one class type selected from a 
group of types consisting of clients associated with the 
moderation tasks, moderator types associated with the mod 
eration tasks, topics associated with the moderation tasks, 
and textual-article feeds associated with the moderation 
tasks. 

16. The apparatus according to claim 13, wherein the 
processor is configured to group at least Some of the mod 
eration tasks in moderation batches, each moderation batch 
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containing the moderation tasks originating from a respec 
tive textual article, and to predict the likelihoods per mod 
eration batch. 

17. The apparatus according to claim 16, wherein the 
processor is configured to prioritize each moderation batch 
depending on a respective number of the moderation tasks in 
the moderation batch. 

18. The apparatus according to claim 13, wherein the 
processor is configured to assess a newsworthiness of the 
respective textual articles, and to prioritize the moderation 
tasks based on the newsworthiness of the textual articles. 

19. The apparatus according to claim 18, wherein the 
processor is configured to assess the newsworthiness by 
assessing at least one property selected from a group of 
properties consisting of popularity, uniqueness, recentness 
and trendiness of the textual articles. 

20. The apparatus according to claim 18, wherein the 
processor is configured to quantify the newsworthiness by 
analyzing Social-network traffic. 

21. A computer Software product, comprising a non 
transitory computer-readable medium in which program 
instructions are stored, which instructions, when read by a 
computer, cause the computer to define multiple moderation 
tasks that originate from respective textual articles to be 
automatically converted into respective video clips follow 
ing moderation by human moderators, to automatically 
retrieve a plurality of media assets that contextually match 
the respective textual article, for each of the defined mod 
eration tasks, to pre-process the moderation tasks So as to 
predict likelihoods that the human moderators will not reject 
the moderation tasks, based on a comparison of the mod 
eration tasks to past examples of tasks that passed or failed 
a moderation stage, to prioritize delivery of the moderation 
tasks to the human moderators based on the predicted 
likelihoods, and to deliver the prioritized moderation tasks 
to the human moderators. 
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