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DISPLAYING ADDITIONAL DATA ABOUT 
OUTPUTTED MEDIA DATA BY A DISPLAY 

DEVICE FOR A SPEECH SEARCH 
COMMAND 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

This application is a Continuation of application Ser. No. 
13/761,102 filed on Feb. 6, 2013, now U.S. Pat. No. 8,521, 
531 issued on Aug. 27, 2013, which claims the benefit of 
Korean Application No. 10-2012-0095034, filed on Aug. 29. 
2012. The entire contents of all of the above applications are 
hereby incorporated by reference. 

BACKGROUND OF THE INVENTION 

Field of the Invention 
The present invention relates to a display device and more 

particularly, to a speech search method for a display device. 
Discussion of Background Art 
As network technology has improved, users can easily 

search a variety of information. Especially, the users can 
search for digital contents at the same time they view the 
digital contents using a display device. They can search for 
not only information about the contents themselves but also 
detailed information about a part of the contents that they are 
viewing or the object of the contents. 

Searching for information about contents can be per 
formed in various ways. Previously, the users inputted their 
search words by using additional input devices such as a 
keyboard. However, due to the improvements of the recent 
Voice recognition technology, the users can input various 
Voice commands to a device in order to control the device. 
Therefore, the users can search for information about con 
tents using their voice commands at the same time they are 
viewing the contents. 

SUMMARY OF THE INVENTION 

Accordingly, the present invention is directed to a display 
device and a speech search method that substantially obvi 
ates one or more problems due to limitations and disadvan 
tages of the related art. 
An object of the present invention is to provide a method 

of searching desired information about contents using a 
speech search in a more efficient and accurate manner. 

Another object of the present invention is to provide a 
speech search method that generates search results that a 
user intended to search using speech search commands and 
context information associated with media data being 
viewed by the user even when the user does not exactly 
know what he or she is trying to search. 

Additional advantages, objects, and features of the inven 
tion will be set forth in part in the description which follows 
and in part will become apparent to those having ordinary 
skill in the art upon examination of the following or may be 
learned from practice of the invention. The objectives and 
other advantages of the invention may be realized and 
attained by the structure particularly pointed out in the 
written description and claims hereof as well as the 
appended drawings. 

To achieve these objects and other advantages and in 
accordance with the purpose of the invention, as embodied 
and broadly described herein, a speech search method for a 
display device includes the steps of outputting media data, 
receiving a speech search command from a user, and deter 
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2 
mining whether the speech search command includes a user 
query term which is full and searchable. If the speech search 
command does not include a user query term which is full 
and searchable, the method further comprises the step of 
extracting a media query term which is full and searchable 
from audio data of the media data which is outputted 
immediately prior to the speech search command. Finally, 
the method includes the step of performing a speech search 
using the extracted media query term. 

In another aspect of the present invention, a display 
device includes a media data processing module processing 
media data, a media data output unit outputting the pro 
cessed media data, and an audio input unit receiving a 
speech search command from a user. The display device 
further includes a speech search module determining a query 
term from the speech search command and performing a 
speech search using the determined query term. The display 
device determines whether the speech search command 
includes a user query term which is full and searchable, 
extracts a media query term from audio data of the media 
data which is outputted immediately prior to the speech 
search command if the speech search command does not 
include a user query term, and performs a speech search 
using the extracted media query term. 

It is to be understood that both the foregoing general 
description and the following detailed description of the 
present invention are exemplary and explanatory and are 
intended to provide further explanation of the invention as 
claimed. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The accompanying drawings, which are included to pro 
vide a further understanding of the invention and are incor 
porated in and constitute a part of this application, illustrate 
embodiment(s) of the invention and together with the 
description serve to explain the principle of the invention. In 
the drawings; 

FIG. 1 illustrates a conceptual diagram of a network 
according to an embodiment of the present invention; 

FIG. 2 illustrates a block diagram of a display device 
according to an embodiment of the present invention; 

FIG. 3 illustrate a speech search method according to an 
embodiment of the present invention; 

FIG. 4 illustrates a flowchart of a speech search method 
according to an embodiment of the present invention; 

FIG. 5 illustrates a speech search method according to 
another embodiment of the present invention; 

FIG. 6 illustrates a flowchart of a speech search method 
according to another embodiment of the present invention; 

FIG. 7 illustrates a logical block diagram of a display 
device according to an embodiment of the present invention; 

FIG. 8 illustrates a flowchart of a speech search method 
according to another embodiment of the present invention; 
and 

FIG. 9 illustrates a speech search method according to 
another embodiment of the present invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

Reference will now be made in detail to the preferred 
embodiments of the present invention, examples of which 
are illustrated in the accompanying drawings. Wherever 
possible, the same reference numbers will be used through 
out the drawings to refer to the same or like parts. 
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It will be apparent to those skilled in the art that various 
modifications and variations can be made in the present 
invention without departing from the spirit or scope of the 
inventions. Thus, it is intended that the present invention 
covers the modifications and variations of this invention 
provided they come within the scope of the appended claims 
and their equivalents. 
The present invention relates to a display device perform 

ing a speech search and providing a user with a result of the 
speech search. A speech search is a technology that recog 
nizes a user's voice command and performs a search with 
the user's voice command. A speech search utilizes a voice 
or speech recognition technology. The Voice recognition 
technology in the present invention includes natural lan 
guage processing. The natural language processing is a 
process that analyzes the type, meaning, and conversation of 
a normal everyday language and converts the result of the 
analysis for a device to process it. In other words, it is not 
a predetermined keyword that the device recognizes but a 
spontaneous conversation that it recognizes and it performs 
the processing according to a users intention. 

The display device according to the present invention can 
be any one of a variety of devices that can process and output 
digital media data or digital contents. The digital contents 
include at least one of text, audio, and video data. For 
example, the display device can be a TV, a set-top box, an 
internet processing device, a recorded media player, a media 
recording device, a wireless communication device, a cell 
phone, a Personal Digital Assistant ("PDA), a computer, a 
laptop, and a tablet PC. In other words, the display device 
can be any one of a variety of devices providing a user with 
processed digital contents, and the display device may be 
referred to as “device' hereinafter. 

FIG. 1 shows a conceptual diagram of a network accord 
ing to an embodiment of the present invention. As shown in 
FIG. 1, display devices 1040 are connected to a network 
1030. The network 1030 is a network that transmits and 
receives data by using various communication protocols 
Such as cable, wireless communication, optical communi 
cation, or IP network. The display devices 1040 receive 
contents from a contents server 1010 through the network 
1030. The contents server 1010 is a contents provider 
providing digital contents, and the display device 1040 can 
be used as a contents server based on the network architec 
ture. 

The display device 1040 provides a user with the contents 
received from the contents server 1010. The display device 
1040 provides contents by processing received contents data 
and displays the processed data. And the display device 1040 
receives a search command from a user, transmits a search 
term to a search engine 1020, and provides a result of the 
search back to the user after receiving the result from the 
search engine 1020. 

In the following, at least one searchable word which is a 
target of searching can be called "query term.’ Query term 
is an object to be searched by the search engine and includes 
at least one word. The display device 1040 may perform 
searching from a database included in the display device 
1040 by using a query term or transmit the query term to the 
search engine 1020 and receive a result of the search. And 
at least one word included in query terms is called "query 
word.” When the query term includes a plurality of words, 
each word can be called query word. If the query term only 
has one word, the query word is the query term. But, in the 
following, the query word is a word that a user indicates as 
the user speaks a speech search command. In other words, 
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4 
the user can speak a partial or unclear word and Such a word 
can be recognized by the display device as the query word. 

FIG. 2 shows a block diagram of a display device accord 
ing to an embodiment of the present invention. 

FIG. 2 indicates an example of the display device 1040 
shown in FIG. 1 having a storage unit 2010, a communica 
tion unit 2020, a sensor unit 2030, an audio input/output unit 
2040, a camera unit 2050, a display unit 2060, a power unit 
2070, a processor 2080, and a controller 2090. The display 
device in FIG. 2 is shown as an example only and it is not 
required for all the units to be equipped as shown in FIG. 2. 
A structure block necessary for the display device according 
to an embodiment of the present invention will be described 
as follows. 
The storage unit 2010 stores various digital data such as 

Video, audio, picture, movie clips, and applications. The 
storage unit 2010 indicates a various digital data storage 
space for various digital data Such as flash memory, Hard 
Disk Drive (“HDD”), and Solid State Drive (“SSD). In the 
following, a buffer necessary for processing data can be 
included in the storage unit 2010. Also, the storage unit 2010 
can store a database necessary for searching information. 
The communication unit 2020 transmits and receives data 

and performs communications by using various protocols 
associated with the display device. The communication unit 
2020 is connected to the external networks through wire or 
wirelessly, and transmits and receives digital data. In the 
present invention, the display device receives media data by 
using the communication unit 2020, or transmits a search 
query and receives the search result of the query. 
The sensor unit 2030 may recognize a user's input or 

environment of the device by using a plurality of sensors and 
transmit to the controller 2090. The sensor unit 2030 can 
have a plurality of sensing means. As an embodiment, a 
plurality of sensing means can include gravity sensor, ter 
restrial magnetism sensor, motion sensor, gyro sensor, accel 
eration sensor, inclination sensor, brightness sensor, olfac 
tory sensor, temperature sensor, depth sensor, pressure 
sensor, bending sensor, audio sensors, video sensor, Global 
Positioning System sensor (“GPS) sensors, and touchsen 
sors. The term “sensor unit 2030 is used to refer to all of the 
various sensing means. The sensor unit 2030 senses the 
user's various inputs and conditions, and transmits the result 
of the sensing for the device performing necessary functions 
based on the result of the sensing. The sensors may be 
included in the device as a different element or combined as 
at least one element. The sensor unit 2030 may be selectively 
equipped according to an embodiment. 
The audio input/output unit 2040 includes an audio output 

means such as a speaker and an audio input means Such as 
a microphone. The audio input/output unit 2040 may per 
form audio outputting of the device or audio inputting 
toward the device. The audio input/output unit 2040 can be 
used as an audio sensor. However, according to an embodi 
ment of the present invention, when the display device does 
not include a speaker or a microphone (for example, when 
the display device is a set-top box), the audio input/output 
unit 2040 processes audio data and transmits the audio data 
to an external device, or receives audio data from the 
external device and processes it. An audio input unit and an 
audio output unit may be separately equipped and an 
embodiment will be illustrated as follows. 
The camera unit 2050 records movie clips and takes 

pictures and may be selectively equipped according to an 
embodiment. The camera unit 2050 can be used as a motion 
sensor or a visual sensor as pre-described. 
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The display unit 2060 can output images on a display 
screen. If the display is a touch-sensitive display, the display 
unit 2060 can be used as a touch sensor. If the display or the 
device is flexible, they may be used as a bending sensor. 
However, according to an embodiment, if the display device 
does not include a display panel or a screen Such as a set-top 
box and a computer, the display unit processes display data 
and transmits the display data to an external device like a 
monitor. The display unit 2060 may be called as a video 
output unit hereinafter. 
The power unit 2070 provides power to the device as a 

power source connected with an internal battery or an 
external power. 
The processor 2080 executes various applications stored 

in the storage unit 2010 and processes internal data in the 
device. 
The controller 2090 controls the units of the device, and 

manages transmitting and receiving data between the units 
and the functions of each unit. 

The processor 2080 and the controller 2090 may be 
combined in a single chip and implement the functions 
above-described. In that case, they may be called a control 
unit 2100. The speech search method of the present inven 
tion can be performed by the control unit 2100 and accord 
ing to an embodiment, performed by modules controlled by 
the control unit 2100. Further illustration is as follows. 

FIG. 2 is a block diagram of a display device according 
to an embodiment of the present invention, and the sepa 
rately illustrated blocks are shown as the elements of the 
device. Thus, the elements of the device can be combined in 
one chip or a plurality of chips as designed. 

In the following, a speech search method can be per 
formed in the control unit 2100 in FIG. 2 and according to 
an embodiment, the speech search method can be executed 
by an application which is stored in the storage unit 2010 
and operated by the control unit 2100. As for the perfor 
mance of the control unit 2100 executing such a speech 
search, further description is to be followed. In addition, in 
other embodiments below, for the purpose of convenience to 
explain the present invention, a TV may be used as an 
example of the display device. However, as mentioned, it is 
obvious to a person ordinarily skilled in the art that the 
display device is not limited to only a TV. 

FIG. 3 shows a speech search method according to an 
embodiment of the present invention. 
As an embodiment, a display device 3010 similar to 

display device 1040 outputs baseball contents as media data. 
The baseball contents may be received as live broadcast 
contents or may be pre-stored in the storage unit of the 
display device 3010. The media data, which are contents that 
the display device outputs, may include audio data and video 
data. The display device 3010 outputs video data through a 
display Screen and audio data through a speaker. 
A user watching the baseball contents by the display 

device 3010 can search information about the contents by 
Voice. For example, for images being displayed on a screen, 
one can search information about a player or an unfamiliar 
word from the words that are spoken by the commentator. As 
shown in FIG. 3, if the commentator says “...a mid-fielder 
ends the inning with a fly-out” in the broadcast, the user 
might want to search for “fly-out.” In that case, the user in 
the present invention can search for “fly-out” by a voice 
command. Especially, by using natural language processing. 
a normal everyday questioning statement like “What is a 
fly-out'?' can start a speech search function. 
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6 
FIG. 4 shows a flowchart of a speech search method 

according to an embodiment of the present invention that 
may be performed by any device described herein. 
The method begins when a display device outputs media 

data (S4010). As mentioned relative to FIG. 3, the media 
contents may include Video data and audio data. Further, the 
media contents may include text data depending on contents. 
The display device then receives a speech search com 

mand (S4020). The speech search command can be a 
predetermined command or a normal everyday language 
statement by using natural language processing. In the 
embodiment of FIG. 3, “What is a fly-out?' is a speech 
search command. Using voice-recognition technology, the 
display device receives the speech search command from the 
user's voice received via a microphone. 
The display device extracts a query term from a speech 

search command (S4030). When the display device recog 
nizes a speech search command from a user's voice, a query 
term which is the object of the search can be extracted from 
the speech search command. In the embodiment of FIG. 3, 
“fly-out' is a query term in the speech search command of 
“what is a fly-out?” That is, the display device recognizes the 
user's voice of “what is a fly-out'?” as a speech search 
command, and extracts the query term, “fly-out, to process 
the search from the recognized speech search command. 

In the following, words included in a speech search 
command are called, “query word.” According to the 
embodiments of FIG.3 and FIG. 4, “fly' and “out are query 
words. Although the display device can search for a query 
word, a user might want to search for a combined query 
word, a query term, not for each query word. The display 
device can extract a query term by using voice-recognition 
and natural language processing. In that case, as for the 
extraction of the query term if there is only one query word, 
the query word is extracted and if there are a plurality of 
query words, combined query words, that is, a query term, 
is extracted. The extraction of query word can be performed 
based on the context information of media data. In the 
embodiments of FIG. 3 and FIG. 4, as the user is watching 
the baseball contents, the display device can determine 
whether the user wants to search for “fly” or “out' or 
“fly-out' as a baseball term. The use of context information 
allows the search to exclude searches for irrelevant syn 
onyms (e.g., a search for information about the insect fly or 
the act of flying in a plane.) 
The display device performs the speech search by using 

the extracted query term (S4040). The display device can 
search for query terms by using an internal search engine, or 
transmits query terms through a network to an external 
search engine having the search function and receives the 
result of the search. A search or a search result of a query 
term includes the definition of the term and diverse data 
related to contents which a user is watching. 
The display device provides a user with a search result 

(S4050). The search result can be provided in various ways. 
For example, the display device provides the search result in 
audio or in display. In other words, the display device 
outputs the search result to a user in audio or in captions on 
the display Screen. 

However, in the embodiments of FIG. 3 and FIG. 4, a 
speech search command may not include a full query term. 
That is, if a query term is incomplete or ambiguous, a query 
term for searching may not be able to be extracted. Further 
illustration is as follows. In the following, the same technical 
descriptions as in FIG. 3 and FIG. 4 are not repeated. 

FIG. 5 is a speech search method according to another 
embodiment of the present invention. 
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As shown in FIG. 3, the display device outputs baseball 
contents as contents. The baseball contents may be received 
as live broadcast contents or be pre-stored in the storage unit 
of a display device 5010 similar to storage unit 2010. 
Contents that the display device outputs may include audio 
data and video data. The display device 5010 outputs video 
data through a display Screen and audio data through a 
speaker. 
A user watching the baseball contents by the display 

device 5010 can search information about the contents by 
Voice. For example, for images being displayed on a screen, 
one can search information about a player or an unfamiliar 
word spoken by the commentator. As shown in FIG. 3, if the 
user says, “ . . . a mid-fielder ends the inning with a fly-out” 
in the broadcast, the user might want to search for “fly-out.” 
In that case, the user in the present invention can search for 
fly-out by a voice command. Especially, by using natural 
language processing, a normal everyday questioning state 
ment like “What is a fly-out'?' can start a speech search 
function. 

However, when words in the audio data of the contents are 
searched, a user often wants to search using an unfamiliar 
word. In that case, it is often difficult for a user to accurately 
hear a word and to then command the search correctly. That 
is, as shown in FIG. 5, when the user does not know the 
word, “fly-out, it is often very difficult for the user to 
accurately give the right search command for “fly-out.” 
Especially, unlike the video search, words included in audio 
data go away as they are outputted. Unless the words are 
outputted again, it is difficult to even know what they were. 
In other words, words included in audio data are temporarily 
short-lived, the probability of an inaccurate recognition of a 
search object is high compared to video data. 

Thus, although the user shown in FIG.3 and FIG. 4 could 
say an accurate speech command having an accurate query 
term like “what is a fly-out'?,” as shown in FIG. 5, the user 
might want the search engine to process for inaccurate 
words like “fl. . . what?” or “fly . . . what?” 

FIG. 6 shows a speech search method according to 
another embodiment of the present invention that may be 
performed by any device described herein. 
As seen in FIG. 5, an unfamiliar term can be outputted 

through the display device, when a user is watching contents 
S6010. According to an example shown in FIG. 5, when the 
user is watching baseball contents, the contents includes 
audio “ . . . a mid-fielder ends the inning with a fly-out” in 
the broadcast and the user is not familiar with “fly-out.” 

The user can tell a speech search command (S6020). In 
that case, such a speech search command may include an 
unclear speech command. According to an example in FIG. 
5, the user may say, “fl... what?” “fl... is an unclear term 
and may not be recognized as a query word. 
The display device determines whether recent audio 

frames of contents have a similar term to the term that the 
user wants to search for (S6030). For example, the display 
device by using Voice-recognition and natural language 
processing determines from the user's speech search com 
mand of “fl. . . what?” that the “what?” is the part of the 
user's speech search command and the “fl. . . . is the object 
of it. However, the display device does not directly search 
for “fl . . . according to FIG. 3 and FIG. 4. The display 
device determines that “fl...' is not a full term and searches 
a query term which the user might want to search from the 
recent audio data. If the display device converts the recent 
audio data by voice-recognition or to text, the “fly-out” can 
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8 
be searched. Thus, the display device may determine that the 
query word “fl . . . . is the query word for searching the 
query term “fly out.” 
The display device may provide search result which is 

based on the context of the content (S6040), or may provide 
general search result which is not based on the context of the 
content (S6050). 

In the above description, we have explained with the 
example of “fl . . . what as a case of the speech search 
command including an incomplete search term. However, 
the user may utter various speech search commands in 
various forms including various search words. Thus, when 
the display device determines a query term matching a query 
word from the audio data of the contents, the display device 
provides the result of searching with the determined query 
term (S6040). If the display device determines that there is 
no query term matching the query word, the display device 
diligently searches for the received query word and provides 
with the result (S6050). 
The operation of a display device according to another 

embodiment in FIG. 5 and FIG. 6 will be further described 
below. 

FIG. 7 shows a logical block diagram of the display 
device according to an embodiment of the present invention. 

In FIG. 7, the display device includes a media data 
processing module 7010, a media data output unit 7020, a 
speech search module 7030, and an audio input unit 7040. 
The media data processing module 7010 and the speech 
search module 7030 may be included in the control unit or 
be an application operated in the control unit 2100 of the 
FIG 2. 
The media data processing module 7010 may process 

media data which includes at least one of text data, audio 
data and video data. The media data processing module 7010 
can decode media data and output the decoded media data to 
the output unit. According to an embodiment, the media data 
processing module 7010 may be equipped with a buffer 
7050 and store a certain amount of the processing media data 
in the buffer 7050. The buffer 7050 may be included in the 
storage unit 2010 shown in FIG. 2. The media data process 
ing module 7010 can process media data by streaming or 
process the pre-stored media data. 
The media data output unit 7020 can output the media 

data processed in the media data processing module 7010. 
The media data output unit 7020 may include an audio 
output unit 7060 and a video output unit 7070 and they 
output the processed media data in audio and video respec 
tively. The video output unit 7070 outputs images of the 
processed media data and they include visual data Such as 
Video clips, still shots, and texts. According to an embodi 
ment of FIG. 2, the audio output unit 7060 may be included 
in an audio input/output unit 2040 and the video output unit 
7070 may be included in the display unit 2060. Also, as 
mentioned, if the display device does not include additional 
output devices like a set-top box, the audio output unit 7060 
and the video output unit 7070 may output the processed 
media data in audio and video. 
The audio input unit 7040 receives audio from outside of 

the display device and transmits it to the speech search 
module 7030 like a microphone. 
The speech search module 7030 performs the speech 

searching method according to an embodiment of the pres 
ent invention. The speech search module 7030 receives a 
user's speech search command through the audio input unit 
7040. The speech search module 7030 receives the media 
data from the buffer 7050 included in the media data 
processing module 7010. The speech search module 7030 
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includes a voice recognition module 7080 which recognizes 
the user's voice, analyzes its meaning, and extracting a 
query word or a query term. 
The speech search module 7030 recognizes and analyzes 

the user's speech search command by using the voice 
recognition module 7080. The voice recognition module 
7080 can perform natural language processing, process 
audio data and convert it to text data. The voice recognition 
module 7080 determines whether a query word included in 
the user's speech search command is a searchable and full 
query term. If it determines that it is a searchable and full 
query term, the Voice recognition module provides with the 
result of searching with the query term by using the search 
engine 7090. The search result can be transmitted to the 
media data processing module 7010 or straight to the media 
data output unit 7020 and then be outputted to the user. The 
search engine 7090 can perform the search by using a data 
base equipped in the display device or transmit the query 
term to the external search engine 1020 as shown in FIG. 1 
and receive the result. 
When the speech search module 7030 determines that at 

least one query word included in the speech search com 
mand is not a full (or complete) query term, the audio data 
from the buffer 7050 included in the media data processing 
module 7010 will be received and processed by the voice 
recognition module 7080. The speech search module 7030 
receives the buffered audio data of a predetermined period of 
time from the time of the user's speech search command 
being received and can convert it to text data. The processed 
result is analyzed with the query word and a full query term 
that the user intended will be extracted. And the search 
engine 7090 may perform searching by using the extracted 
query term and outputs the result. 
The speech search module 7030 can generate context 

information. The context information indicates information 
about media data that is being currently processed and 
outputted. First, the context information includes informa 
tion about contents that can be extracted from the metadata 
or the metadata of the context that is being currently 
outputted. Also, the context information includes content 
related information which is extracted from the predeter 
mined interval of the media data. The speech search module 
7030 as mentioned can extract the audio data of the media 
data and converts it to text. The converted text data also are 
included in the context information. The result of such 
processed audio data and the text information may be called 
as audio-related information of the media data and the 
audio-related information may also be included in the con 
text information. 

The speech search module 7030 may further include an 
image processing module. The image processing module 
can process the outputted images of the media data. For 
example, the image processing module analyzes images 
outputted from the video output unit 7070 and extracts 
information about the images. The result of the analyzed 
images may be called as the image related information of the 
media data, and the image related information may also be 
included in the context information. 

FIG. 8 shows a flowchart for a speech search method 
according to another embodiment of the present invention 
that may be performed by any device described herein. 
As for FIG. 8, the same descriptions as shown in FIG. 4 

are omitted. 
The display device outputs media data (S8010). As 

shown, the media data include video data and audio data or 
text data depending on the contents. 
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10 
The display device receives speech search commands 

(S8020). The speech search command that the display 
device received may include at least one query word. The 
speech search command can be a predetermined command 
or a natural command as normal every conversation State 
ment by using natural language processing. According to an 
embodiment in FIG. 5, “fl . . . what?' is a speech search 
command and “fl . . . . is a query word. Also, the speech 
search command like “what just now? may not include any 
query word. As for such case, next steps will be further 
illustrated with FIG. 9. 
The display device determines whether a speech search 

command includes a query term which is searchable and full 
(S8030). 

In other words, the display device determines whether the 
speech search command includes a searchable full query 
term by using at least one query word included in the speech 
search command. The display device determines whether 
the query word in the speech search command is the 
complete search word that the user wants to search with. For 
example, according to the embodiment in FIG. 5, the user 
may say the speech search command as “fl . . . what?” or 
“fly... what?” In that case, the display device can determine 
that the search term with which the user wants to search is 
“fl” or “fly” or “fly out” by using the user's accent, pronun 
ciation, or context information of the media data. 
The display device determines whether the query word is 

the searchable full query term based on the user's pronun 
ciation, accent and mumbling. In general, users pronounce 
unfamiliar words differently than familiar words. Especially, 
for the unfamiliar words, the user's accent is unclear or they 
mumble the end of the words. The display device notices the 
pronunciation patterns for those words and determines 
whether the display device should search with the query 
word or should find a searchable full query term. 

Also, the display device determines based on the context 
information whether the query word is a searchable full 
query term. As well, the display device can use both the 
user's pronunciation patterns and context information. 
The context information is information extracted from 

media data and includes information about the contents that 
are being currently outputted to the user. For example, the 
media data includes at least one text data, audio data, video 
data and metadata. The metadata is data about the media data 
and includes information of title, genre, story, Scene, Sched 
ule, character, and time. The context information is infor 
mation related to the media data, and especially the contents 
that the user is watching. In the embodiment, if the media 
data displays baseball contents, the metadata can indicate 
that the contents are related to a sport and the sport is 
baseball. Also, the display device discovers that the contents 
are baseball-related by analyzing and extracting from the 
audio, images, texts of the media data. In that case, the 
display device would rather find “fly-out' as a query term 
that the user wants to search with than just “fly.” The display 
device determines the above by using the context informa 
tion and comparing the query word with a baseball-related 
database. 

Context information includes at least one of the metadata 
of media data, the audio-related information of media data, 
and the image-related information of media data. The meta 
data of media data includes at least one of the name, genre, 
character, Scene, and Schedule information of the contents. 
When at least one query word is not a full query term, the 

display device processes the recent audio data of media data 
and extracts a query term (S8030). 
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The display device receives from and Voice-recognizes 
the audio data stored in the buffer of a predetermined period 
of time from a time of the user's speech search command 
being received. And the display device extracts a query term 
matching the query word by comparing the texts with the 
user's query word, the text being voice-recognized result of 
the audio data. 

For example, a minute of the audio data from the time of 
the user saying “fl . . . what?' can be read from the buffer, 
Voice-recognized and converted to text data. Such generated 
text data can also be called as the context information. The 
text data will include “a midfielder ends the inning with a 
fly-out near the time of the user giving the speech search 
command. Thus, the display device understands that the 
query word is not “fl... but “fly-out” that the user intended 
to search with and the full query term, “fly-out,’ will be 
extracted. In other words, the display device determines that 
the query term is “fly” or “fly-out” that matches the query 
word “fl . . . . and that the “fly-out” is the query term that 
the user intended to search with by using the context 
information. In the example above, the text data as context 
information includes “a mid-fielder... with fly-out' and the 
query term will be determined that the “fly-out” is the object 
of the search by analyzing the arrangements of words (e.g. 
the nouns and prefixes) of the speech search command. 

The display device performs searching by using the 
extracted query term (S8050). The display device searches 
information about the query term with the internal search 
engine or transmits the query term through a network to the 
external search engine having the search function and 
receives the result of the search. The search or the search 
result of the query term includes the definition of the term 
and diverse data related to contents which the user is 
watching. 

The display device provides a user with the search result 
(S8060). The search result can be provided in various ways. 
For example, the display device provides the search result as 
audio or as display output. In other words, the display device 
outputs the result to the user in Voice or in caption on a 
display Screen. 

Depending on an embodiment, S8030 step may include 
S8040. That is, in the step of determining the query term, 
recent audio data can be processed and audio related infor 
mation can be generated. The audio related information may 
be included in the context information as mentioned. The 
display device may determine the query term by comparing 
and analyzing the context information with the query word. 

Context information includes processed media data infor 
mation in addition to media data. The display device can 
process a part of the media data being outputted and as for 
the audio data, it is as pre-described. The display device 
image-processes a predetermined time amount of video data 
and extracts image related information about the media data 
for that amount. In the above-mentioned embodiment, by 
using image processing, the display device may determine 
that content that is currently being displayed is baseball 
image. Especially when a user searches for a player's name 
or information, “what is the number four hitter's name'?” as 
an example can be a speech search command. In that case, 
the display device obtains the image information about the 
number four hitter by performing image processing for the 
video data and obtains additional information about him by 
the image searching technology. In that case, the display 
device may include an image processing module in addition 
to the units shown in FIG. 7. The image processing module 
processes and analyzes video data stored in the buffer. Also, 
in this case, the search engine of the display device receives 
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12 
image information from the image processing module and 
performs image searching for the image information. 

FIG. 9 shows an example of a speech search method 
according to an embodiment of the present invention that 
may be performed by any device described herein. 

In FIG. 8, it may occur that a query term which matches 
to a query word cannot be determined or a query word itself 
is also unclear. Further, as shown in FIG. 9, a user's speech 
search command does not include any query word (e.g., 
“what?”). The display device can provide query term can 
didates to the user even in that case as shown in FIG. 9. 
The query term candidates can be any term of a prede 

termined period of time from the time of the user giving the 
speech search command. For example, audio data of thirty 
seconds from the time of the user giving the speech search 
command is voice-recognized, searchable terms are 
extracted, and they are displayed in a chronological order by 
the display device. In that case, the images of the time when 
the terms being outputted may be read from the buffer and 
may be displayed in form of thumbnail images. Not only the 
audio data but also the video data processed can be stored in 
the buffer as above-mentioned. The user can select a query 
term from the query term candidates and start the search 
with it. The query term selection can be performed by a 
remote control, an Voice input, a gesture input, and etc. 

FIG. 9 shows an embodiment of displaying query term 
candidates but the display device can output them in audio. 

Providing query term candidates in FIG. 9 can be per 
formed together with the steps of S8030 to S8050 in FIG.8. 
In that case, the S8030 step determines whether the query 
word exists and the query word is a searchable full query 
term at the same time. If a query word is not obtained or does 
not exist, the display device in the step of S8040 extracts at 
least one query term candidate, provides the user with it, and 
receives the user's choice for it. 
As described with reference to FIG. 8 and FIG. 9, if it is 

difficult for the display device to determine the query term, 
the display device can offer the user the query term candi 
date and receives the user's choice for it. Also, in between 
the steps of S8040 and S8050 shown in FIG. 8 and FIG. 9, 
the display device can provide a confirmation request for the 
determined query term to the user. When the confirmation 
request is received by the user's remote control, audio, or 
gesture inputs, the display device performs the search with 
the determined query term and provides the search result. 
When the user does not confirm or confirms that the query 
term is not the one that the user intended, the display device 
can provide additional query term candidates to the user. 

For example, in the embodiments of FIG. 5 and FIG. 9. 
the display device recognizes “fl” as a query word and “fly 
as a query term. In that case, the display device can output 
a confirmation request as “would you like to search with 
“fly'?” The confirmation request can be outputted with a 
pop-up window displaying “Yes” and “No.” When the user 
replies to the confirmation request by inputting “Yes,’ the 
display device can perform the search with “fly” and provide 
the search result. When the user replies to the confirmation 
request by inputting "NO" or not inputting anything for a 
predetermined period of time, the display device reviews the 
context information and provides at least one query term 
candidate. And when the user selects one query term from 
the at least one query term candidate, the display device 
performs the search with the selected query term and pro 
vides the search result. 

Further, a plurality of query term candidates for the query 
word from the context information can be extracted and 
provided. For example, “fly' and “fly-out” can be displayed 
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and provided to the user. The selected query term by the user 
will be performed the search. 

That is, by the embodiment above, the display device can 
offer the selected query term and send a confirmation request 
for the selected query term in addition to offering the query 
term candidates to the user. By doing so, the display device 
can avoid providing a search result of an unwanted search 
term. Furthermore, while the concepts discussed above 
relate to simple words (e.g., fly) or phrases (e.g., fly-out), the 
embodiments are not limited to simple words or phrases. 
That is, in Some embodiments, entire query sentences may 
be deduced based on context and/or search history. In some 
embodiments, any search history may be based on historic 
searches performed by the local device and/or for a specific 
user. In other embodiments, search histories used to develop 
the query term/phrase may be based on search histories or 
search trends from Internet-based social media. That is, a 
query word may be "Titanic' and the proposed query term 
that is based on a social media search history or search trend 
may be “Who starred in Titanic? Also, the proposed query 
term may be a list of query terms such as: “Who starred in 
Titanic?” “Who directed Titanic?” “When did Titanic sink?' 

Thus, according to the speech search method of the 
present invention, information about audio and video that 
have already passed from the contents that a user is watching 
can be conveniently searched. Especially, when the user 
does not recognize a search object accurately, the optimized 
search result of the media data that the user is watching can 
be provided by using the user's pronunciation patterns and 
context information. 

Although the user's speech search command includes an 
unclear query word or does not include a query word, the 
present invention provides the optimized search result. Also, 
when it is difficult to determine the search object that the 
user intends by even using the non-full or incomplete query 
word or the context information, the user can select a query 
term that he or she wants to search for from query term 
candidates of a predetermined period of time suggested by 
the display device. 

The invention claimed is: 
1. A speech search method performed by a display device, 

the method comprising: 
outputting media data including audio data; 
receiving a speech search command for additional data 

about the outputted media data from a user, the speech 
search command including at least one query word; 

determining whether the at least one query word matches 
a query term that is full and searchable based on 
pronunciation patterns of the user, 

when the at least one query word matches the query term 
that is full and searchable and the pronunciation pattern 
is a first pattern, performing a search for the additional 
data using the query term; and 

when the at least one query word does not match the query 
term that is full and searchable and the pronunciation 
pattern is a second pattern, determining the query term 
from a predetermined amount of the audio data prior to 
receiving the speech search command and performing 
the search for the additional data using the query term, 

wherein the first pattern means at least one of that the 
user's accent is clear and that there is no mumbling in 
the user's pronunciation, and 

wherein the second pattern means at least one of that the 
user's accent is unclear and that there is mumbling in 
the user's pronunciation. 

2. The method of claim 1, wherein the context information 
comprises at least one of title information, genre informa 

14 
tion, character information, Scene information, schedule 
information, audio related information, and image related 
information of the media data. 

3. The method of claim 1, wherein the step of determining 
5 the query term from the predetermined amount of the audio 

data comprises: 
Voice-recognizing the predetermined amount of the audio 

data; 
extracting at least one query term candidate from a 

10 corresponding voice recognition result; and 
determining the at least one query word that matches the 

query term that is full and searchable from the at least 
one query term candidate. 

is 4. The method of claim 3, the method further comprising: 
outputting the at least one query term candidate when the 

at least one query term candidate does not match the at 
least one query word. 

5. The method of claim 1, wherein the step of determining 
20 the query term from the predetermined amount of the audio 

data comprises: 
Voice-recognizing the predetermined amount of the audio 

data; 
extracting at least one query term candidate from a 

25 corresponding voice recognition result; 
outputting the at least one query term candidate; and 
receiving a command for selecting the query term from 

the at least one query term candidate. 
6. The method of claim 5, wherein the outputting step of 

30 the at least one query term candidate comprises 
providing the user with the at least one query term 

candidate in a chronological order; and 
providing the user with an image of the media data while 

the at least one query term candidate being outputted. 
35 7. The method of claim 1, wherein the step of performing 

the search further comprises: 
providing the user with a confirmation request for the 

determined query term; and 
when the determined query term is confirmed by the user, 

40 performing the search using the confirmed query term. 
8. The method of claim 1, wherein the step of determining 

whether the at least one query word matches the query term 
that is full and searchable further comprises: 

determining whether the at least one query word corre 
45 sponds to the full and searchable query term or a partial 

query term. 
9. A display device, comprising: 
a media data processing module configured to process 

media data; 
50 a media data output unit configured to output the pro 

cessed media data; 
an audio input unit configured to receive a speech search 
command for additional data about the outputted media 
data from a user, the speech search command including 

55 at least one query word; and 
a processor configured to 
determine whether the at least one query word matches a 

query term that is full and searchable based on pro 
nunciation patterns of the user, 

60 when the at least one query word matches a query term 
that is full and searchable and the pronunciation pattern 
is a first pattern, perform a search for the additional data 
using the query term, and 

when the at least one query word does not match the query 
65 term that is full and searchable and the pronunciation 

pattern is a second pattern, determine the query term 
from a predetermined amount of the audio data prior to 
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receiving the speech search command and perform the 
search for the additional data using the query term, 

wherein the first pattern means at least one of that the 
user's accent is clear and that there is no mumbling in 
the user's pronunciation, and 

wherein the second pattern means at least one of that the 
user's accent is unclear and that there is mumbling in 
the user's pronunciation. 

10. The display device of claim 9, wherein the context 
information comprises at least one of title information, genre 
information, character information, Scene information, 
schedule information, audio related information, and image 
related information of the media data. 

11. The display device of claim 9, wherein the processor 
is further configured to 

Voice-recognize the predetermined amount of the audio 
data; 

extract at least one query term candidate from a corre 
sponding Voice recognition result; and 

determine the at least one query word that matches the 
query term that is full and searchable from the at least 
one query term candidate. 

12. The display device of claim 11, wherein the processor 
is further configured to 

output the at least one query term candidate when the at 
least one query term candidate does not match the at 
least one query word. 
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13. The display device of claim 9, wherein the processor 

is further configured to 
Voice-recognize the predetermined amount of the audio 

data; 
extract at least one query term candidate from a corre 

sponding voice recognition result; 
output the at least one query term candidate; and 
receive a command for selecting the query term from the 

at least one query term candidate. 
14. The display device of claim 13, wherein the processor 

is further configured to 
provide the user with the at least one query term candidate 

in a chronological order; and 
provide the user with an image of the media data while the 

at least one query term candidate being outputted. 
15. The display device of claim 9, wherein the processor 

is further configured to 
provide the user with a confirmation request for the 

determined query term; and 
when the determined query term is confirmed by the user, 

perform the search using the confirmed query term. 
16. The display device of claim 9, wherein the processor 

is further configured to determine whether at least one query 
word corresponds to a full and searchable query term or a 
partial query term. 


