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1. 

METHOD, APPARATUS, AND COMPUTER 
PROGRAMI PRODUCT FOR DYNAMIC 
SECURITY BASED GRID ROUTING 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

The present application includes Subject matter related to 
application Ser. No. 11/147.227, filed on Jun. 8, 2005, which 
is herein incorporated by reference in its entirety. 

BACKGROUND OF THE INVENTION 

Field of the Invention 
The invention relates generally to grid enabled computing 

environments, and particularly to an apparatus, method, and 
computer program product for dynamic security based rout 
ing, which increases the calculation and/or processing 
resources available for grid job processing, while maintain 
ing specific levels of security. 

Description of the Related Art 
A grid job is a computer processing job that is portioned 

out across a plurality of processors over an unbounded 
network Such as the Internet. Grid job processing is often 
employed when large processing jobs must be carried out, 
but only limited processing capabilities are available. For 
example, mathematical modeling of economic systems, 
global weather patterns or weapons systems involves com 
plex calculations that require more processing resources 
than are typically available in conventional processors. 

Large processing jobs may be carried out by dividing the 
job into many smaller jobs and distributing the jobs to a 
plurality of processors. When the processing capability of 
more than one processor is used to carry out complex 
processing tasks, the processing resources are known as 
shared resources. Utilizing shared resources to carry out 
processing of data that may undergo analysis in a non 
sequential manner is an especially attractive use of shared 
processing. 

Large processing jobs may also be carried out on a single 
processor capable of carrying out complex processing tasks. 
Individual, self-contained computers capable of carrying out 
complex processing are often referred to as 'Supercomput 
ers' and include those made by the Cray Corporation. 
Supercomputers are relatively few in number. 
The processing capability of a Supercomputer is defined 

by the number of calculations that the Supercomputer can 
carry out per unit of time. The total computing time available 
on a supercomputer is limited by the demand for the 
computer's processing resources and the number of calcu 
lations per unit of time that the computer can carry out. The 
demand for computing time is usually greater than the 
processing capability of the computer. If Supercomputers 
were the only resource available for carrying out complex 
processing, it would not be possible to meet the demand for 
complex processing and a severe shortage of complex 
processing resources would be evident. 

Shared resources can be used to carry out complex 
processing by utilizing the processing capabilities of many 
Smaller computers in parallel. Cumulatively, the processing 
capabilities of many Smaller processors may be equivalent to 
the processing capabilities of a single Supercomputer. Pur 
chasing many Smaller computers instead of a single Super 
computer may not be an economically acceptable way to 
carry out complex processing because the costs associated 
with the purchase of many individual computers is greater 
than the cost of a single Supercomputer. 
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2 
The processing resources of most individual computers 

are only partially used. Computer technologists have found 
that this unutilized or underutilized processing capability 
can be used at little or no cost. These processing resources 
are accessible, for example, over networks such as the 
Internet or intranets that inexpensively interconnect many 
computers. By bundling the processing capabilities of many 
individual computers, e.g., by connecting the individual 
computers in a network, it is possible to assemble the 
processing capability needed to carry out complex calcula 
tions and avoid the need for purchasing an expensive 
Supercomputer-type processor. 
The sharing of processing capability over many comput 

ers connected to one another over an unbounded network is 
referred to as grid computing. The term 'grid” is used to 
represent a physically interconnected network of individual 
processors, each having a certain processing capability. 

Grid computing is thought to have started within univer 
sities. Universities often lacked the internal computing 
resources needed to carry out the calculations needed to 
model complex systems. To overcome this lack of resources, 
universities began to share their computing resources with 
each other. For example, a first university may have 50 
servers and a second university may have 50 servers. At any 
given point in time, a processing job could be portioned 
among the 100 servers of the first and second universities. 
By using Such grid systems both the first and second 
universities could better schedule and apportion their avail 
able processing time and gain greater efficiency from their 
computer processing resources. The degree to which addi 
tional exterior resources (e.g., the processing capability 
separate from the processing capability of a central com 
puter or core of computers) can be interconnected to carry 
out processing is referred to as parallelism. 

Grid computing Suffers from a significant shortcoming in 
that the security and/or privacy of the data that is processed 
with the use of external resources (e.g., shared resources 
and/or processing capability) cannot be guaranteed. Data 
sent outside of a secure network may be subject to a 
Substantial risk of interception, disclosure and/or corruption. 
With heightened emphasis being placed upon maintaining 

the security (e.g., the confidentiality) of certain types of 
information Such as personal information, it has become 
more difficult to utilize shared processing resources for 
certain applications. Such security-sensitive applications 
include the transfer, storage and/or use of financial data Such 
as the individual financial transactions and/or obligations 
associated with a particular individual. 
As a greater amount of secure data is generated more 

methods for analyzing this data are developed. This in turn 
provides richer databases requiring even greater security 
protection. As the amount of security-sensitive information 
and/or data increases, there is a greater need for improved 
security. 

It is desirable to use shared resources to the greatest extent 
possible in order to achieve greater processing efficiency; 
however, there is a concurrent need to carry out the pro 
cessing of sensitive data only within environments wherein 
the data undergoing processing is safe from disclosure, 
corruption, and/or interception by any party other than the 
party Submitting a processing job. 

True grid computing (e.g., unbounded utilization of 
shared resources over the Internet) is not widely used today 
due in part to impediments presented by the necessity for 
interconnecting disparate processing resources. In a conven 
tional grid, different processing resources are interconnected 
by conventional network routing which is “specific permis 
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sion' routing. The security and organizational protocols 
used with specific permission routing generally allow net 
work traffic (e.g., communications between different pro 
cessors) to flow only when the traffic is permitted by a 
routing apparatus (typically a router or a firewall). A firewall 
is a gateway that limits access between networks in accor 
dance with a local Security policy. The two networks sepa 
rated by the firewall are in two separate computer environ 
mentS. 

Communications between processing resources usually 
occurs by sending “packets' of digitized information from 
one processor to another processor over a network connec 
tion. The packets contain a portion of the total information 
(e.g., the data undergoing processing) of the processing job. 
Each packet is identified by a destination address and an 
origin address, in addition to other information. The packet 
must include sufficient information to be recognized by the 
router as it leaves and/or enters a network. 
A network may include as few as two computers or may 

include an unlimited number of computers, such as the 
environment of computers interconnected by the Internet. 
The internetworking of computers may be accomplished 
through a series of hubs (e.g., routers and/or servers). The 
communication taking place over a network is typically 
controlled by a router which organizes the information flow 
so that communication between many computers can be 
directed seamlessly over a single connection (e.g., telephone 
and/or data line). 

Routing is an important determinant of the characteristics 
of any process or method that utilizes shared processing 
resources. A restrictive routing scheme is preferred for 
processing of information that requires a high level of 
security. High security can be achieved through the routing 
infrastructure. For example, a firewall may be used to 
restrict the egress of the data outside of a defined computing 
environment such as a grid cluster, and likewise prevent the 
ingress of data which might infect or corrupt the data 
undergoing processing. 

In conventional routing, the router or firewall is pro 
grammed to recognize specific addresses or a specific range 
of addresses and based on this identifying information, 
permits packets having such addresses to flow across the 
firewall. Packet information typically has a destination 
address, which allows routing the packet information routed 
through various routers to its final destination. If a firewall 
allows an information packet to pass (i.e., the address of the 
packet falls within the specific range of permissible 
addresses or is a specifically permitted address), the firewall 
allows the packet to communicate with another processor 
located outside of the network. 
A router may be configured so that communication 

between processing resources (e.g. http based traffic) is 
permitted only within the confines of a network that includes 
only a limited number of processors each uniquely identi 
fiable (e.g., a bounded grid known as a grid cluster). Com 
munication with processors outside of the network is not 
permitted by the router which is programmed to permit 
communication only between certain predefined destina 
tions (e.g., only between the uniquely identifiable computers 
of the network). Data packets containing address informa 
tion identifying a destination (e.g., processor) outside the 
predefined network are not permitted to exit the defined 
network. 

Conventional routing is static meaning that once a routing 
rule is in place, all network traffic must conform to that rule. 
Static routing is the most widely used method of network 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

4 
traffic routing because it allows for good security control 
over networks and any attached devices. 

Static routing security is not optimal for grid-enabled 
processing. In a true grid environment, the processing work 
load is spread as broadly as possible across as many net 
works and devices as possible in order to maximize job 
resources, parallelism, and performance. It is difficult to 
reconcile the need to increase parallelism with traditional 
routing methods because the inclusion of additional pro 
cessing resources in a network may compromise the security 
of the network. 

Although the advantages of grid computing are now being 
more widely recognized, limitations such as grid specific 
routing techniques and security concerns, have restricted 
most efforts at grid processing to clusters of processing 
resources instead of unlimited grid environments such as the 
Internet. Any computing cluster has grid resources, such as 
computers, that are typically secured within a corporate 
Subnet, intranet or network. The routing rules of Such a 
computer cluster usually do not allow grid traffic to flow 
freely among all possible grid resources, as would be the 
case in a true grid environment (e.g., unsecured Internet 
communication). 

FIG. 1 contrasts a grid-cluster with a true grid environ 
ment (e.g., an unrestricted grid environment). Grid-cluster 
10 consists of only enterprise subnet or network 1 and 
enterprise subnet or network 2. Enterprise subnet or network 
1 includes corporate computers 1A, 1B, 1C, and corporate 
router 3A. Enterprise subnet or network 2 includes comput 
ers 2A, 2B, 2C, and corporate router 3B. These subnets or 
networks, and associated resources, may be physically sepa 
rated from other processors, e.g., located within the confines 
of the corporation, or may be separated from other proces 
sors by certain security protocols. The defining characteris 
tic of grid-clusters is that they keep all traffic within the 
walls of the corporation. Internet routed networks and 
resources 12 provide those components that must be added 
to a grid-cluster 10 in order to achieve true grid computing. 
True grid computing is realized when a grid job is spread to 
all available resources, including resources (e.g., processors) 
physically separated from the enterprise or separated from 
the enterprise by a security protocol or screen. As shown in 
FIG. 1, with the addition of Internet routed networks and 
resources 12, a grid job originating from the corporation 
having a Subnet, intranet, or network 10, is spread via router 
5 to resources available over the Internet including comput 
ers 4A, 4B, and 4C. 
As shown by FIG. 1, to employ true grid computing, a 

processing job must be communicated beyond the resources 
of its originator (e.g., a company or a company's internal 
grid-cluster) to the Internet. This cannot be achieved by 
conventional network routing which functions to halt spe 
cific traffic from passing through a firewall or router. 
As mentioned above, conventional static routing is unsuit 

able for grid enabled processing. Grid enabled processing 
preferably includes the capability to dynamically locate and 
identify processing resources outside of an internal grid 
cluster. Such dynamically located and identified processing 
resources may not have a known address when a grid job is 
started. A packet that is a part of a grid job does not 
necessarily include an address but may still communicate 
with other processing resources. In the case of conventional 
routing, the absence of an address causes the router to block 
communication by prohibiting packets from leaving the 
electronic or physical confines of an internal grid-cluster. 

Grid-cluster computing is commonly mistaken for true 
grid computing. True grid computing includes the free flow 
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and free use of any resource on the Internet. Grid clusters or 
multiclusters are not true grid computing because they do 
not utilize (nor have the capability to utilize) or communi 
cate with resources that are not part of a defined cluster. 
The increasing demand for computer processing 

resources has created a need for ways to better manage and 
maximize existing processing resources. Substantial econo 
mies of scale may be realized by better utilizing or reducing 
the amount of computer processing resources needed to 
fulfill the processing requirements of many business, gov 
ernmental and academic users. Rather than buying new, 
expensive, specialized equipment to increase processing 
power, grid computing may be used to distribute processing 
jobs over a plurality of processors and thus allow fewer or 
less expensive processing resources to be purchased and 
maintained. A system that securely uses a plurality of 
computers for a particular processing job may also increase 
the speed for completing any particular processing job. Ajob 
that may take three weeks using only the limited resources 
of a single processor or a grid cluster may be completed in 
as little as 24 hours by using methods and equipment to 
better manage existing processing resources. 

SUMMARY OF THE INVENTION 

An object of the present invention is to address the 
above-identified and other limitations of conventional rout 
ing and grid and/or grid cluster processing. 

In a non-limiting embodiment of the present invention, a 
method of routing data that is part of a grid job, includes 
steps of receiving a data packet at a routing device in a first 
computer environment; determining whether the data packet 
is identified as part of the grid job; and routing the data 
packet that is identified as part of the grid job through the 
Internet to a node in a second computer environment. 

In another non-limiting embodiment of the present inven 
tion, a method of routing a portion of a grid job between two 
separate computer environments includes steps of receiving 
an instruction at a processor to begin execution of the grid 
job; determining job requirements for the grid job; dispatch 
ing a grid-router agent whereby the grid-router agent is 
routed from a first computer environment to a second 
computer environment, wherein the first computer environ 
ment and the second computer environment are separated by 
a firewall, and the firewall examines a header of the grid 
router agent and routes the grid-router agent to the Internet 
if the header identifies the grid-router agent as part of the 
grid job; receiving information from the grid-router agent; 
and recording the information in a table. 

In another non-limiting embodiment of the present inven 
tion, a computer program product encoded with instruction 
which when executed by a computer cause the computer to 
perform a method of routing data that is part of a grid job, 
the method including steps of receiving a data packet at a 
routing device in a first computer environment; determining 
whether the data packet is identified as part of the grid job; 
and routing the data packet that is identified as part of the 
grid job through the Internet to a node in a second computer 
environment. 

In another non-limiting embodiment of the present inven 
tion, a computer program product encoded with instructions 
which when executed by a computer cause the computer to 
perform a method of routing a portion of a grid job between 
two separate computer environments, the method including 
steps of receiving an instruction at a processor to begin 
execution of the grid job; determining job requirements for 
the grid job; dispatching a grid-router agent whereby the 
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6 
grid-router agent is routed from a first computer environ 
ment to a second computer environment, wherein the first 
computer environment and the second computer environ 
ment are separated by a firewall, and the firewall examines 
a header of the grid-router agent and routes the grid-router 
agent to the Internet if the header identifies the grid-router 
agent as part of the grid job; receiving information from the 
grid-router agent; and recording the information in a table. 

In another non-limiting embodiment of the present inven 
tion, a system configured to route data that is part of a grid 
job includes: a receiving unit configured to receive a data 
packet at a routing device in a first computer environment; 
a determining unit configured to determine whether the data 
packet is identified as part of the grid job; and a routing unit 
configured to route the data packet that is identified as part 
of the grid job through the Internet to a node in a second 
computer environment. 

In another non-limiting embodiment of the present inven 
tion, a system configured to route a portion of a grid job 
between two separate computer environments includes: a 
processor configured to receive an instruction to begin 
execution of the grid job; a determining unit configured to 
determine job requirements for the grid job; a dispatching 
unit configured to dispatch a grid-router agent whereby the 
grid-router agent is routed from a first computer environ 
ment to a second computer environment, wherein the first 
computer environment and the second computer environ 
ment are separated by a firewall, and the firewall is config 
ured to examine a header of the grid-router agent and to 
route the grid-router agent to the Internet if the header 
identifies the grid-router agent as part of the grid job; a 
receiving unit configured to receive information from the 
grid-router agent; and a recording unit configured to record 
the information in a table. 
One object of the invention is to provide a method for 

utilizing the processing resources of a grid to carry out 
processing of data. 

Another object of the invention is to provide a method for 
utilizing the processing resources of a grid to carry out 
processing of data in a manner that maintains the security, 
confidentiality and reliability of the data. 

Another object of the invention is to provide a system for 
using grid processing of data over two or more intranets, 
Subnets, grid clusters and/or a grid. 

Another object of the invention is to provide a system for 
using grid processing of secure data over the Internet. 

Another object of the invention is to provide a method that 
includes assigning a security level to a processing job and 
determining whether the processing job may be carried out 
on a grid cluster or a grid. 

Another object of the invention is to provide a method that 
includes scheduling one or more processing jobs on a grid 
and/or a grid cluster, including instructions for parsing, 
scheduling executing and assembling portions of the pro 
cessing job. 

Another object of the invention is to provide a method that 
includes finding processing resources available over a grid 
or a grid cluster, assigning a security level to the resources, 
then dispatching processing jobs to the resources according 
to a predetermined hierarchy and/or security level. 

Another object of the invention is to provide a method that 
tracks the progress of processing jobs submitted to a grid or 
grid cluster for processing, and reporting the progress of the 
processing. 

In another embodiment of the invention, the router acts as 
a security threshold to search and analyze any incoming 
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process data to determine if the data has been corrupted or 
otherwise infected with data and/or programs that may 
damage the data later. 

BRIEF DESCRIPTION OF THE DRAWINGS 

A more complete appreciation of the invention and many 
of the attendant advantages thereof will be readily obtained 
as the same becomes better understood by reference to the 
following detailed description when considered in connec 
tion with the accompanying drawings, wherein: 

FIG. 1 is a block diagram showing a grid cluster and a grid 
environment; 

FIG. 2 is a block diagram of an embodiment of the 
invention; 

FIG. 3 is a block diagram indicating resources identified 
for a use in a grid job by an embodiment of the invention; 

FIG. 4 is an exemplary table generated by an embodiment 
of the invention; 

FIG. 5 is a flow chart showing an exemplary method of 
the invention; and 

FIG. 6 is a block diagram of a computer system upon 
which an embodiment of the invention may be implemented. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

Reference will now be made in detail to exemplary 
embodiments of the invention, examples of which are illus 
trated in the accompanying drawings. Wherever convenient, 
similar reference numbers will be used throughout the 
drawings to refer to the same or like parts. The implemen 
tations set forth in the following description do not represent 
all implementations consistent with the claimed invention. 
Instead, they are merely some examples of systems and 
methods consistent with the invention. 

FIG. 2 is a block diagram of a grid router 20, which is 
connected to a remote resource or resources 24. The grid 
router includes grid-router manager 21, grid-router dis 
patcher 22, grid-router agents 23, grid router tracker table 
25, and firewall or routing device 26. 

Grid-router manager is responsible for the overall man 
agement of the grid job routing process. In a preferred 
embodiment, the manager would read data Submitted 
through a grid scheduler (see U.S. patent application Ser. 
No. 11/147.227) and would determine the degree of paral 
lelism required for the grid job. The grid-router manager can 
also determine other grid job definitions such as the type of 
platform to be used, and security requirements. However, 
determining security is optional and depends on the nature 
of the grid job itself. 

In another exemplary embodiment, grid-router manager 
21 captures grid job data in real time as the scheduler 
submits the grid jobs for execution. In this embodiment, 
grid-router manager 21 does not determine the degree of 
parallelism before interacting with the grid-router dis 
patcher. Rather, the grid-router manager 21 instructs grid 
router dispatcher 22 to release grid-router agents without 
determining the degree of parallelism. This embodiment will 
utilize all the versions that can be identified and will 
continue to search for additional resources until the grid job 
is completed. A grid-router agent may be a daemon process, 
API, or a software module that can collect data with respect 
to specific grid devices and report back to router 20. 

In one embodiment, as an agent finds available resources, 
portions of a processing job are immediately parsed and 
assigned to the available resources for calculation. As the 
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agent continues searching and identifying other available 
resources, the agent continually updates the total job and 
determines when no further resources are necessary or when 
all of the processing and/or calculations are complete. 
The agent may be provided with a temporal limit for 

finding resources. An agent may be programmed to find 
and/or identify processing resources that are available or 
will become available within a given period of time. For 
example, the agent may look for processing resources that 
are immediately available and will be available for a definite 
period of time after their identification. This permits certain 
processing jobs to be parsed into particular packets and/or 
Sub jobs in a manner that provides a degree of certainty that 
each of the sub jobs will be complete for reassembly. Such 
an embodiment of the invention is especially preferred for 
processing of data that must be carried out in a sequential 
manner. Moreover, a timed agent will limit its own search 
efforts to maximize its efficiency and minimize its burden on 
bandwidth. 

In one embodiment, as an agent finds available resources, 
portions of a processing job are immediately parsed and 
assigned to the available resources for calculation. As the 
agent continues searching and identifying other available 
resources, the agent continually updates the total job and 
determines when no further resources are necessary or when 
all of the processing and/or calculations are complete. 

In another exemplary embodiment, grid-router manager 
21 queues, or causes to be queued, a grid job until remote 
resources are discovered by the agents. Once all resources, 
or predetermined number of resources as defined in a job 
initialization policy are discovered, grid-router manager 
would initiate, or cause to be initiated, the release of the 
specified grid job to be executed by the remote resources 
discovered by the agents. 

In another exemplary embodiment, the grid-router man 
ager initiates the release of the specified grid job when a 
predetermined number of remote resources are discovered. 
Then, after the grid job execution has begun, additional 
resources are added, as they are discovered, to the pool of 
resources already executing the grid job. The predetermined 
number of remote resources may be as few as one. 

Grid-router dispatcher 22 is responsible for dispatching 
specific grid-routing agents. The number of grid-routing 
agents needed to satisfy a given grid job is specified by 
grid-router manager 21. These grid-routing agents could be 
pulled from an active pool of running agents, or could be 
started on demand by the dispatcher. 

In an exemplary embodiment, the grid-routing agents are 
pre-configured with security requirements, and the grid 
router dispatcher would release the agents when instructed 
to. However, the grid-routing agents may also be generic in 
nature. If the grid job required security, grid-router dis 
patcher would apply security policy requested by grid-router 
manager 21, to the agent prior to dispatching. 
The routing and/or security levels for information des 

tined to pass through the security threshold may be assigned 
or determined by the degree of security assigned to the data 
and/or the complexity of the processing to which the data is 
Subjected. A highly complex processing which could not 
withstand even minor corruption may be assigned a high 
security and/or complexity level and may then be routed to 
only certain shared resources whereupon the processing 
could be carried out to the desired degree of certainty. 

Grid-router agent 23 is the active process the traverses the 
Internet in search of remote resources. Remote resources 
refer to nodes outside the internal network of an enterprise 
that is the source of the grid job, and is reached by traversing 
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an external network Such as the Internet. Grid-router agent 
23 establishes a route to a remote resource that satisfies the 
requirements of the grid job. For example, if a security 
policy is in place, the remote resource would need to satisfy 
the security policy. The requirements of the grid job do not 
need to be security related. The remote node may need to use 
a specified level of encryption, be running a specified 
operating system, operating on a specified platform, require 
a specified level of virus protection, and etc. Grid-router 
agent 23 communicates with each grid resource discovered 
and interrogates the resource as to its security policies, 
processing speed and other grid job requirements. Grid 
router agent 23 then reports back to grid-tracker 25, dis 
cussed below, as suitable remote resources are identified. 

Grid-router agent 23 uses an existing protocol. Such as 
TCP/IP to communicate with potential remote resources. 
TCP/IP is only an exemplary protocol that can be used. 
Grid-router agent 23 can use any protocol that enables 
communication with the potential remote resources. TCP/IP 
is used as an example because it is a widely used protocol. 

In an exemplary embodiment, the grid-router agent 23 is 
generic in nature. The grid-router is then programmed by the 
grid-router dispatcher 22 as needed. For example, grid 
router dispatcher 22 dispatches grid-router agent 23 with a 
requisite level of security. 

In an alternative embodiment, grid-router agents 23 are 
pre-programmed with a level of security. In addition, grid 
router agents may be pre-programmed with different levels 
of security. The grid-router agents may then be classified 
into different groups (i.e., class 1, class 2, class 3. . . . class 
in grid-router agents). For example, a class 1 grid-router 
agent could be the most secure by having the most stringent 
security requirements. A class 5 grid-router agent could be 
the least secure by not requiring any security check for the 
remote resource. 

In another embodiment, the grid-router agent would be 
programmed with the specific security requirements for the 
grid job. A person of ordinary skill in the art will recognize 
that many possible parameters could be specified as security 
concerns. Possible security concerns include the operating 
system running on the remote resource, security applications 
running on the remote resource, the specified hardware 
running on the remote resource, and so forth. 

FIG. 3 is a block diagram of grid environment where 
grid-router agents have identified three grid-resources (i.e., 
dark boxes 4B, 4C, and 4E) that can be used to process the 
grid job. Reference numerals used previously continue to 
have the same meaning. Internet resources 4A, 4D, 4F and 
4E were not selected for the processing of the grid job. The 
grid-routing agents will transmit routing data for these three 
remote resources back to grid-tracker 25. 

Grid-router tracker 25 is responsible for collecting and 
maintaining routing data from active grid-routing agents. In 
a preferred embodiment, the data received from the grid 
router agents is stored in table format, both in real memory 
for active use, and on a writeable media for possible future 
reference. 

FIG. 4 shows an exemplary tracking table 40. Tracking 
table 40 includes data such as: a resource identifier 41, 
resource type 42, the security class of the remote resource 
43, and routing required to access the remote resource 44. 
The route 44 shows the MAC address of the remote resource 
being used to execute the grid job. A person of ordinary skill 
in the art will recognize that other information about the 
remote resources may be included in the routing table. 

In an exemplary embodiment of the present invention, the 
routing table would be built from scratch for each grid job 
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10 
execution. In an alternative embodiment of the present 
invention, data from a previously stored routing table could 
be read and reused from either the real memory or the 
writeable media storing the previously created routing table 
for Subsequent grid job resource identification. 

In an exemplary embodiment of the present invention, 
data in a previously created routing table is reused in 
conjunction with the grid-routing agent. The grid-routing 
agent will verify that the data in the previously created 
routing table has not changed. For example, a previously 
used remote resource may have a different security level, or 
may no longer exist. 
The grid-router tracker 25 also updates the grid-router 

manager with the status of the grid-router agent processes, 
and identification of remote resources. 

Firewall 26 operates as a gate that allows data packets, 
which in one embodiment are the grid-tracker agents, to be 
routed through the Internet. A firewall is a hardware or 
Software solution to enforce security policies. In a physical 
security analogy, a firewall is equivalent to a door lock on a 
perimeter door or on a door to a room inside of the 
building it permits only authorized users such as those 
with a key or access card to enter. A firewall has built-in 
filters that can disallow unauthorized or potentially danger 
ous material from entering the system. 

Since the grid-tracker router agent does not have a known 
destination, it does not include a destination address. An 
exemplary embodiment of the present invention uses a 
broadcast protocol, which does not look for a destination 
address. For example, the data packet going out onto the 
Internet is using TCP/IP, and is talking to every device it can 
find that uses TCP/IP, determining whether or not a remote 
resource is a Suitable grid resource, and transmitting infor 
mation that is used to build a routing table. 

In conventional routing, only packets with a specific 
destination address or within a range of acceptable 
addresses, is permitted to flow into or out of firewall 26. A 
difference between conventional routing and an embodiment 
of the present invention is how the protocol is changed. The 
change in protocol is such that a packet is identified as being 
part of a grid job, and thus allowed to pass through the 
firewall despite not having a destination address. In an 
exemplary embodiment of the present invention, a special 
header may be included in the packet that identifies a packet 
as part of a grid job. In alternative embodiments of the 
present invention, such identification may be included as 
part of an existing header. 

In an exemplary embodiment of the present invention 
using UNIX, true grid computing can be achieved by 
traversing the firewall in a different manner. In UNIX, there 
is network memory called Sockets. Every socket has a socket 
number. Applications that communicate between sockets do 
so using socket numbers. So an application on an internal 
side of a firewall would be able to connect directly to a 
socket on the other side of the firewall by referring to a range 
of Sockets. 

Thus, in an exemplary embodiment of the present inven 
tion, true grid computing is achieved by enabling the free 
flow of traffic, regardless of source or destination address. 
Furthermore, embodiments of the present invention are not 
limited to allowing packets to pass from a local network to 
an external network such as the Internet. The embodiments 
of the present invention allow packets identified as part of 
the grid job to pass from the Internet into the local network. 

Furthermore, in another exemplary embodiment, the grid 
router 20 and the firewall 26 is incorporated into a single 
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device. Furthermore, the present invention may be realized 
in both hardware and software. 

Several policy considerations may play a role when 
deciding to implement grid computing. If an entity consid 
ering grid computing has sufficient internal capacity to 
process their jobs, then it is not necessary to route a job 
outside of the entity's own local grid. The amount of 
resources may be thought of as the total resources of the 
entity, or the resources available at any particular time. If the 
resources available are insufficient to complete the job, then 
grid computing provides an advantage. 

Sensitivity of data can effect a decision of whether to use 
grid computing. An entity will likely want to run processing 
involving sensitive financial data on local machines as 
opposed to going out to the grid (i.e., the external resources 
accessed via the Internet). 
The degree of parallelism continues to drive the need for 

grid computing. A need for a high level of parallelism favors 
using grid computing. 

Another consideration is intranet and Internet accessibil 
ity and availability. For true grid computing, Internet acces 
sibility is necessary. 

Another consideration is whether open or proprietary 
platform (hardware or software) is being used. If an enter 
prise is using proprietary hardware or software, the grid 
router agents may not be able to locate compatible external 
SOUCS. 

Finally, platform security is a consideration in deciding 
whether to use grid computing. However, security does not 
have to play a role. 

FIG. 5 shows a flow chart of an exemplary method of the 
present invention. Step 500 marks the beginning of the 
process. In step 505, a grid job is created, scheduled and 
submitted for execution. This step is performed by, for 
example, a scheduler. Grid schedulers accept applications 
and grid jobs Submitted by a user and provide a mechanism 
to deploy Such grid jobs and applications on grid computing 
equipment based on scheduling policies. In step 210, a 
grid-router determines job parallelism and initiates policy 
requirements. In step 212, the grid-router determines the 
availability of local processing resources. If local processing 
resources are available and are adequate to complete the job, 
then no external routing is required in step 515, the job is 
processed by local processing resources in step 517, and the 
method ends at step 555. 

However, if local processing resources are insufficient to 
complete the job, then in step 515 it is determined by the 
grid-router that external routing is required. The method 
then moves to step 520. 

In step 520, the grid-router dispatches N-number of 
grid-routing agents. The grid routing agents are routed 
outside of the local network or transmitted through the 
firewall as explained above. 

In step 525, the N-number of grid-routing agents identify 
remote resources to be used to process the grid-job. If the 
resource requirement is fulfilled (step 530), then job execu 
tion is begun in step 545. In step 550, additional resources 
can be added to the job if desired or necessary. In step 555, 
the method ends when the job is completed. 

In an alternative embodiment, at step 530, if the resource 
requirements are not fulfilled, the method proceeds to step 
535. At step 535, although the resource requirements are not 
fulfilled, if the job start requirements are met, the execution 
of the job can be initiated. At step 540, if the job is not 
currently running, then the method will proceed to step 545 
and job execution will be started. If the job is currently 
running, then the additional resources will be added to the 
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job. The method then proceeds to step 550 to determine if 
the resource requirement is met. If the resource requirement 
has been met, the method proceeds to step 555, where it ends 
when the job is completed. If the resource requirement has 
not been met at step 550, the method then proceeds to step 
525, where the grid-routing agents continue to identify 
additional resources. 

In an alternative embodiment, if the job start requirements 
are not met at step 535, then the method returns to step 525, 
and the grid-routing agents continue to identify additional 
SOUCS. 

FIG. 6 illustrates a computer system 1201 upon which an 
embodiment of the present invention may be implemented. 
The computer system 1201 includes a bus 1202 or other 
communication mechanism for communicating information, 
and a processor 1203 coupled with the bus 1202 for pro 
cessing the information. The computer system 1201 also 
includes a main memory 1204. Such as a random access 
memory (RAM) or other dynamic storage device (e.g., 
dynamic RAM (DRAM), static RAM (SRAM), and syn 
chronous DRAM (SDRAM)), coupled to the bus 1202 for 
storing information and instructions to be executed by 
processor 1203. In addition, the main memory 1204 may be 
used for storing temporary variables or other intermediate 
information during the execution of instructions by the 
processor 1203. The computer system 1201 further includes 
a read only memory (ROM) 1205 or other static storage 
device (e.g., programmable ROM (PROM), erasable PROM 
(EPROM), and electrically erasable PROM (EEPROM)) 
coupled to the bus 1202 for storing static information and 
instructions for the processor 1203. 
The computer system 1201 also includes a disk controller 

1206 coupled to the bus 1202 to control one or more storage 
devices for storing information and instructions, such as a 
magnetic hard disk 1207, and a removable media drive 1208 
(e.g., floppy disk drive, read-only compact disc drive, read/ 
write compact disc drive, compact disc jukebox, tape drive, 
and removable magneto-optical drive). The storage devices 
may be added to the computer system 1201 using an 
appropriate device interface (e.g., Small computer system 
interface (SCSI), integrated device electronics (IDE), 
enhanced-IDE (E-IDE), direct memory access (DMA), or 
ultra-DMA). 
The computer system 1201 may also include special 

purpose logic devices (e.g., application specific integrated 
circuits (ASICs)) or configurable logic devices (e.g., simple 
programmable logic devices (SPLDS), complex program 
mable logic devices (CPLDS), and field programmable gate 
arrays (FPGAs)). 
The computer system 1201 may also include a display 

controller 1209 coupled to the bus 1202 to control a display 
1210, such as a cathode ray tube (CRT), for displaying 
information to a computer user. The computer system 
includes input devices. Such as a keyboard 1211 and a 
pointing device 1212, for interacting with a computer user 
and providing information to the processor 1203. The point 
ing device 1212, for example, may be a mouse, a trackball, 
or a pointing Stick for communicating direction information 
and command selections to the processor 1203 and for 
controlling cursor movement on the display 1210. In addi 
tion, a printer may provide printed listings of data stored 
and/or generated by the computer system 1201. 
The computer system 1201 performs a portion or all of the 

processing steps of the invention in response to the proces 
Sor 1203 executing one or more sequences of one or more 
instructions contained in a memory, such as the main 
memory 1204. Such instructions may be read into the main 
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memory 1204 from another computer readable medium, 
such as a hard disk 1207 or a removable media drive 1208. 
One or more processors in a multi-processing arrangement 
may also be employed to execute the sequences of instruc 
tions contained in main memory 1204. In alternative 
embodiments, hard-wired circuitry may be used in place of 
or in combination with software instructions. Thus, embodi 
ments are not limited to any specific combination of hard 
ware circuitry and Software. 
As stated above, the computer system 1201 includes at 

least one computer readable medium or memory for holding 
instructions programmed according to the teachings of the 
invention and for containing data structures, tables, records, 
or other data described herein. Examples of computer read 
able media are compact discs, hard disks, floppy disks, tape, 
magneto-optical disks, PROMs (EPROM, EEPROM, flash 
EPROM), DRAM, SRAM, SDRAM, or any other magnetic 
medium, compact discs (e.g., CD-ROM), or any other 
optical medium, punch cards, paper tape, or other physical 
medium with patterns of holes, a carrier wave (described 
below), or any other medium from which a computer can 
read. 

Stored on any one or on a combination of computer 
readable media, the present invention includes software for 
controlling the computer system 1201, for driving a device 
or devices for implementing the invention, and for enabling 
the computer system 1201 to interact with a human user 
(e.g., print production personnel). Such software may 
include, but is not limited to, device drivers, operating 
systems, development tools, and applications software. Such 
computer readable media further includes the computer 
program product of the present invention for performing all 
or a portion (if processing is distributed) of the processing 
performed in implementing the invention. 
The computer code devices of the present invention may 

be any interpretable or executable code mechanism, includ 
ing but not limited to Scripts, interpretable programs, 
dynamic link libraries (DLLs), Java classes, and complete 
executable programs. Moreover, parts of the processing of 
the present invention may be distributed for better perfor 
mance, reliability, and/or cost. 
The terms “computer readable medium' and “computer 

program product as used herein refers to any medium that 
participates in providing instructions to the processor 1203 
for execution. A computer readable medium may take many 
forms, including but not limited to, non-volatile media, 
Volatile media, and transmission media. Non-volatile media 
includes, for example, optical, magnetic disks, and magneto 
optical disks, such as the hard disk 1207 or the removable 
media drive 1208. Volatile media includes dynamic memory, 
Such as the main memory 1204. Transmission media 
includes coaxial cables, copper wire and fiber optics, includ 
ing the wires that make up the bus 1202. Transmission media 
also may also take the form of acoustic or light waves. Such 
as those generated during radio wave and infrared data 
communications. 

Various forms of computer readable media may be 
involved in carrying out one or more sequences of one or 
more instructions to processor 1203 for execution. For 
example, the instructions may initially be carried on a 
magnetic disk of a remote computer. The remote computer 
can load the instructions for implementing all or a portion of 
the present invention remotely into a dynamic memory and 
send the instructions over a telephone line using a modem. 
A modem local to the computer system 1201 may receive the 
data on the telephone line and use an infrared transmitter to 
convert the data to an infrared signal. An infrared detector 
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coupled to the bus 1202 can receive the data carried in the 
infrared signal and place the data on the bus 1202. The bus 
1202 carries the data to the main memory 1204, from which 
the processor 1203 retrieves and executes the instructions. 
The instructions received by the main memory 1204 may 
optionally be stored on storage device 1207 or 1208 either 
before or after execution by processor 1203. 
The computer system 1201 also includes a communica 

tion interface 1213 coupled to the bus 1202. The commu 
nication interface 1213 provides a two-way data communi 
cation coupling to a network link 1214 that is connected to, 
for example, a local area network (LAN) 1215, or to another 
communications network 1216 Such as the Internet. For 
example, the communication interface 1213 may be a net 
work interface card to attach to any packet switched LAN. 
As another example, the communication interface 1213 may 
be an asymmetrical digital subscriber line (ADSL) card, an 
integrated services digital network (ISDN) card or a modem 
to provide a data communication connection to a corre 
sponding type of communications line. Wireless links may 
also be implemented. In any such implementation, the 
communication interface 1213 sends and receives electrical, 
electromagnetic or optical signals that carry digital data 
streams representing various types of information. 
The network link 1214 typically provides data commu 

nication through one or more networks to other data devices. 
For example, the network link 1214 may provide a connec 
tion to another computer through a local network 1215 (e.g., 
a LAN) or through equipment operated by a service pro 
vider, which provides communication services through a 
communications network 1216. The local network 1214 and 
the communications network 1216 use, for example, elec 
trical, electromagnetic, or optical signals that carry digital 
data streams, and the associated physical layer (e.g., CAT 5 
cable, coaxial cable, optical fiber, etc). The signals through 
the various networks and the signals on the network link 
1214 and through the communication interface 1213, which 
carry the digital data to and from the computer system 1201 
maybe implemented in baseband signals, or carrier wave 
based signals. The baseband signals convey the digital data 
as unmodulated electrical pulses that are descriptive of a 
stream of digital data bits, where the term “bits” is to be 
construed broadly to mean symbol, where each symbol 
conveys at least one or more information bits. The digital 
data may also be used to modulate a carrier wave, such as 
with amplitude, phase and/or frequency shift keyed signals 
that are propagated over a conductive media, or transmitted 
as electromagnetic waves through a propagation medium. 
Thus, the digital data may be sent as unmodulated baseband 
data through a "wired communication channel and/or sent 
within a predetermined frequency band, different than base 
band, by modulating a carrier wave. The computer system 
1201 can transmit and receive data, including program code, 
through the network(s) 1215 and 1216, the network link 
1214 and the communication interface 1213. Moreover, the 
network link 1214 may provide a connection through a LAN 
1215 to a mobile device 1217 such as a personal digital 
assistant (PDA) laptop computer, or cellular telephone. 
The foregoing description of possible implementations 

and embodiments consistent with the present invention does 
not represent a comprehensive list of all such implementa 
tions or all variations of the implementations described. The 
description of only some implementations should not be 
construed as an intent to exclude other implementations. 
Other embodiments of the invention will be apparent to 
those skilled in the art from consideration of the specifica 
tion and practice of the invention disclosed herein. One of 



US 9,531,580 B1 
15 

ordinary skill in the art will understand how to implement 
the invention in the appended claims in other ways using 
equivalents and alternatives that do not depart from the 
Scope of the following claims. It is intended that the speci 
fication and examples be considered as exemplary only, with 
a true scope and spirit of the invention being indicated by the 
following claims. 

The invention claimed is: 
1. A method of routing data that is part of a grid job within 

a grid having a plurality of interconnected processing cir 
cuitry, comprising steps of: 

receiving a data packet at a routing device in a first 
computer environment; 

determining whether information included in a header of 
the data packet identifies the data packet as part of the 
grid job, the grid job being a processing job that is 
portioned out across the plurality of processing cir 
cuitry; and 

routing, in response to determining that the header iden 
tifies the data packet as part of the grid job, the data 
packet through the Internet to at least one node in a 
second computer environment to identify at least one 
node to process the grid job, 

wherein 
the data packet is a grid-routing agent, 
a security level is programmed into the grid-routing 

agent based on a degree of security assigned to data 
in the grid-routing agent and a complexity of the 
processing required for the at least one node to 
process the data in the grid-routing agent, 

the routing includes routing, based on the assigned 
security level, the grid-routing agent through a fire 
wall to the at least one node of the second computing 
environment that can process the grid job with a 
predetermined degree of certainty, 

the data packet includes in part the header information 
and the security level, and 

the data packet does not include a destination address, 
the security level is further determined and pro 
grammed into the grid-routing agent based on the 
degree of acceptable corruption to the data. 

2. The method of claim 1, further comprising steps of: 
determining job definitions for the grid job; and 
determining, based on the job definitions, whether the grid 

job should be submitted to a local node or an external 
node. 

3. The method of claim 1, further comprising steps of: 
tracking progress of the grid-routing agent's discovery of 

resources for processing the grid job; and 
recording routing information for the resources identified 
by the grid-routing agent. 

4. The method of claim 1, further comprising a step of: 
routing a command to an external node that begins 

processing of the grid job. 
5. The method of claim 4, further comprising a step of: 
determining job requirements for the grid job, 
wherein the step of routing the command is performed 

before all grid job requirements are satisfied. 
6. The method of claim 5, further comprising a step of: 
adding additional resources for the processing of the grid 

job after starting the processing of the grid job. 
7. The method of claim 1, wherein the routing device 

includes a firewall. 
8. The method of claim 1, wherein the security level is 

further determined from a plurality of predetermined secu 
rity groups each having a different security level. 
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9. The method of claim 1, wherein the lower the degree 

of acceptable corruption to the data, the higher the security 
level programmed into the grid routing agent and the higher 
the degree of acceptable corruption to the data, the lower the 
security level programmed into the grid routing agent. 

10. The method of claim 1, wherein the data packet never 
includes a destination address. 

11. The method of claim 1, wherein the routing is imple 
mented via a broadcast protocol that does not utilize a 
destination address from the data packet. 

12. A method of routing a portion of a grid job, within a 
grid having a plurality of interconnected processing cir 
cuitry, between two separate computer environments, com 
prising steps of: 

receiving an instruction at a processor to begin execution 
of the grid job, the grid job being a processing job that 
is portioned out across the plurality of processing 
circuitry; 

determining job requirements for the grid job; 
dispatching a grid-router agent having a security level 
programmed therein based on a degree of security 
assigned to data in the grid job and a complexity of the 
processing required for at least one node to process the 
data in the grid job, whereby the grid-router agent is 
routed from a first computer environment to a second 
computer environment, the first computer environment 
and the second computer environment being separated 
by a firewall; 

routing, at the firewall, based on the assigned security 
level and in response to the firewall determining that 
information included in a header of the grid-router 
agent identifies the grid-router agent as part of the grid 
job, the grid-router agent to the Internet to identify the 
at least one node that can process the grid job with a 
predetermined degree of certainty: 

receiving information from the grid-router agent; and 
recording the information in a table, 
wherein 

the grid-router agent includes in part the header infor 
mation and the security level, 

the grid-router agent does not include a destination 
address, 

the security level is further determined and pro 
grammed into the grid-routing agent based on the 
degree of acceptable corruption to the data. 

13. The method of claim 12, wherein said step of deter 
mining job requirements includes at least one of determining 
job parallelism and security requirements. 

14. The method of claim 12, further comprising a step of: 
queuing the grid job until grid-router agents identify a 

predetermined number of resources in the second com 
puter environment. 

15. The method of claim 12, further comprising steps of: 
sending a signal to begin execution of the grid job; 
identifying additional resources in the second computer 

environment after processing of the grid job has started; 
and 

using the additional resources to execute the grid job. 
16. The method of claim 12, wherein the information 

recorded in the table tracks discovery of a resource for 
processing the grid job. 

17. The method of claim 12, further comprising a step of: 
sending a signal to begin execution of the grid job when 

all grid job requirements are satisfied. 
18. A non-transitory computer-readable medium storing 

computer readable instructions thereon which when 
executed by a computer cause the computer to perform a 
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method of routing data that is part of a grid job within a grid 
having a plurality of interconnected processing circuitry, 
said method comprising steps of 

receiving a data packet at a routing device in a first 
computer environment, the data packet being a grid 
routing agent; 

determining whether information included in a header of 
the data packet identifies the data packet as part of the 
grid job, the grid job being a processing job that is 
portioned out across the plurality of processing cir 
cuitry; 

programming a security level into the grid-routing agent 
based on a degree of security assigned to data in the 
grid-routing agent and a complexity of the processing 
required for at least one node to process the data in the 
grid-routing agent; 

routing, through a firewall, based on the assigned security 
level and in response to determining that the header 
identifies the data packet as part of the grid job, the data 
packet through the Internet to at least in a second 
computer environment to identify the at least one node 
that can process the grid job with a predetermined 
degree of certainty, 

wherein 
the data packet includes in part the header information 

and the security level, and 
the data packet does not include a destination address, 
the security level is further determined and pro 
grammed into the grid-routing agent based on the 
degree of acceptable corruption to the data. 

19. The non-transitory computer-readable medium of 
claim 18, further comprising: 

determining job definitions for the grid job; and 
determining, based on the job definitions, whether the grid 

job should be submitted to a local node or an external 
node. 

20. A non-transitory computer-readable medium storing 
computer readable instructions thereon which when 
executed by a computer cause the computer to perform a 
method of routing a portion of a grid job, within a grid 
having a plurality of interconnected processing circuitry, 
between two separate computer environments, said method 
comprising steps of: 

receiving an instruction at a processor to begin execution 
of the grid job, the grid job being a processing job that 
is portioned out across the plurality of processing 
circuitry; 

determining job requirements for the grid job; 
dispatching a grid-router agent having a security level 
programmed therein based on a degree of security 
assigned to data in the grid job and a complexity of the 
processing required for at least one node to process the 
data in the grid job, whereby the grid-router agent is 
routed from a first computer environment to a second 
computer environment, the first computer environment 
and the second computer environment being separated 
by a firewall; 

routing, at the firewall, based on the security level and in 
response to the firewall determining that information 
included in a header of the grid-router agent identifies 
the grid-router agent as part of the grid job, the grid 
router agent to the Internet to identify the at least one 
node that can process the grid job with a predetermined 
degree of certainty: 

receiving information from the grid-router agent; and 
recording the information in a table, 
wherein 
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18 
the grid-router agent includes in part the header infor 

mation and the security level, 
the grid-router agent does not include a destination 

address, 
the security level is further determined and pro 
grammed into the grid-routing agent based on the 
degree of acceptable corruption to the data. 

21. The non-transitory computer-readable medium of 
claim 20, wherein said step of determining job requirements 
includes at least one of determining job parallelism and 
security requirements. 

22. A system configured to route data that is part of a grid 
job within a grid having a plurality of interconnected pro 
cessing circuitry, said system comprising: 

a receiving unit configured to receive a data packet at a 
routing device in a first computer environment; 

a determining unit configured to determine whether infor 
mation included in a header of the data packet identifies 
the data packet as part of the grid job, the grid job being 
a processing job that is portioned out across the plu 
rality of processing circuitry; and 

a routing unit, including a processor, configured to route, 
in response to determining that the header identifies the 
data packet as part of the grid job, the data packet 
through the Internet to one node in a second computer 
environment to identify at least one node to process the 
grid job, 

wherein 
the data packet is a grid-routing agent, 
a security level is programmed into the grid-routing 

agent based on a degree of security assigned to data 
in the grid-routing agent and a complexity of the 
processing required for the at least one node to 
process the data in the grid-routing agent, 

the routing includes routing the grid-routing agent 
through a firewall, based on the security level, to the 
at least one node of the second computing environ 
ment that can process the grid job with a predeter 
mined degree of certainty 

the data packet includes in part the header information 
and the security level, and 

the data packet does not include a destination address, 
the security level is further determined and pro 
grammed into the grid-routing agent based on the 
degree of acceptable corruption to the data. 

23. The system of claim 22, wherein the determining unit 
is further configured to 

determine job definitions for the grid job, and 
determine, based on the job definitions, whether the grid 

job should be submitted to a local node or an external 
node. 

24. A system configured to route a portion of a grid job, 
within a grid having a plurality of interconnected processing 
circuitry, between two separate computer environments, said 
system comprising: 

a processor configured to receive an instruction to begin 
execution of the grid job, the grid job being a process 
ing job that is portioned out across the plurality of 
processing circuitry; 

a determining unit configured to determine job require 
ments for the grid job; 

a dispatching unit configured to dispatch a grid-router 
agent having a security level programmed therein based 
on a degree of security assigned to data in the grid job 
and a complexity of the processing required for at least 
one node to process the data in the grid job, whereby 
the grid-router agent is routed from a first computer 
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environment to a second computer environment, the 
first computer environment and the second computer 
environment being separated by a firewall, 

the firewall being configured to route, based on the 
security level and in response to the firewall determin- 5 
ing that information included in a header of the grid 
router agent identifies the grid-router agent as part of 
the grid job, the grid-router agent to the Internet to 
identify at least one node that can process the grid job 
with a predetermined degree of certainty: 10 

a receiving unit configured to receive information from 
the grid-router agent; and 

a recording unit configured to record the information in a 
table, 

wherein 15 
the grid-router agent includes in part the header infor 

mation and the security level, and 
the data packet does not include a destination address, 
the security level is further determined and pro 
grammed into the grid-routing agent based on the 20 
degree of acceptable corruption to the data. 

25. The system of claim 24, wherein said determining unit 
is further configured to determine job parallelism and Secu 
rity requirements. 

25 

20 


