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(57) ABSTRACT 

A system and methods for generating 3D images from 2D 
bioluminescent images and Visualizing tumor locations are 
provided. A plurality of 2D bioluminescent images of a 
Subject are acquired using any suitable bioluminescent 
imaging system. The 2D images are registered to align each 
image and to compensate for differences between adjacent 
images. After registration, corresponding features are iden 
tified between consecutive sets of 2D images. For each 
corresponding feature identified in each set of 2D images, an 
orthographic projection model is applied, such that rays are 
projected through each point in the feature. The intersection 
points of the rays are plotted in a 3D image space. All of the 
2D images are processed in the same manner. Such that a 
resulting 3D image of a tumor is generated. 
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SYSTEMAND METHOD FOR GENERATING 
THREE-DIMIENSIONAL IMAGES FROM 

TWO-DMENSIONAL BIOLUMNESCENCE 
IMAGES AND VISUALIZING, TUMIOR 

SHAPES AND LOCATIONS 

RELATED APPLICATIONS 

This application is a continuation application of and 
claims the benefit of priority to U.S. patent application Ser. 
No. 12/065,980 filed Oct. 9, 2008, now U.S. Pat. No. 
8,218,836, which is a U.S. National Phase Application under 
35 U.S.C. 371 of International Application No. PCT/US06/ 
34320 filed Aug. 31, 2006, which claims the benefit of U.S. 
Provisional Application Ser. No. 60/715,610 filed Sep. 12, 
2005, the entire disclosures of which are expressly incor 
porated herein by reference. 

BACKGROUND OF THE INVENTION 

Field of the Invention 
The present invention relates to the generation of three 

dimensional images, and more particularly, to a system and 
methods for generating three-dimensional images from two 
dimensional bioluminescence images and visualizing tumor 
shapes and locations. 

Related Art 
Bioluminescence imaging (BLI) is an emerging technique 

for sensitive and non-invasive imaging, which can be used 
for monitoring molecular events in living animals. Important 
applications of this imaging technique include gene therapy 
and cell trafficking studies. Unlike fluorescence-based opti 
cal imaging approaches which require an external source of 
light for excitation of fluorophores, BLI generates a two 
dimensional (2D) view of gene expressions using a charge 
coupled device (CCD) camera to detect the internal light 
produced by luciferases (catalysts in light generating reac 
tions) through the oxidation of an enzyme-specific Substrate 
(luciferin). The increasing use of BLI as a preferred modal 
ity for imaging Small animals is due, in large part, to the need 
for repeatedly imaging animals that have been transplanted 
with gene-marked cells. Other imaging modalities, such as 
positron emission tomography (PET) and magnetic reso 
nance imaging (MRI), are unsuitable for repeated and rapid 
imaging in laboratory settings. 

Recent research activities have focused on biolumines 
cence tomography (BLT) in an effort to extract depth infor 
mation from 2D bioluminescence images. Such efforts, 
however, have been largely ineffective in generating useful 
3D images with high resolution. The use of multiple CCD 
cameras to measure bioluminescence signals has been Sug 
gested, but this approach is expensive and requires careful 
calibration of multiple cameras. As such, although BLI is a 
useful imaging modality for generating 2D images, there 
currently is no practical technique for rapidly generating 
three-dimensional (3D) images from a series of 2D BLI 
images. 

In addition to the aforementioned limitations, existing 
BLI techniques do not allow for the rapid and accurate 
visualization of the physical shape and location of a tumor 
in a subject, in three dimensions. While there has been 
extensive research on multi-modal image registration in the 
image processing literature (based on matching geometric 
features or the optimization of intensity-based energy func 
tions), no practical, 3D visualization approach for BLI 
images has been developed. Moreover, images generated by 
existing BLI techniques cannot be easily registered with 3D 
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2 
images generated by other imaging modalities (such as 
computed tomography (CT) and microCT) so that the physi 
cal shape and location of a tumor can be quickly discerned. 

Accordingly, what would be desirable, but has not yet 
been provided, is a system and methods for generating 
three-dimensional images from two-dimensional, biolumi 
nescence images and visualizing tumor shapes and loca 
tions. 

SUMMARY OF THE INVENTION 

The present invention relates to a system and methods for 
reconstructing 3D images from 2D bioluminescent images 
and visualizing tumor shapes and locations. A plurality of 
2D bioluminescent images of a Subject are acquired using 
any Suitable bioluminescent imaging system. The 2D images 
are taken during a complete revolution about an axis of the 
Subject, Such that the imaging system is rotated about the 
Subject by a predetermined angle between each image. 
Optionally, the imaging system could be held in a stationary 
position, the Subject could be rotated through a complete 
revolution, and a plurality of images could be taken. After 
imaging, the 2D images are registered according to the 
rotation axis to align each image and to compensate for 
differences between adjacent images. After registration, cor 
responding features are identified between consecutive sets 
of 2D images. For each corresponding feature identified in 
each set of 2D images, an orthographic projection technique 
(or model) is applied, such that rays are projected through 
each point in the feature. The intersection points of the rays 
are plotted in a 3D image space. All of the 2D images are 
processed in the same manner, Such that the resulting 3D 
image of a tumor is generated. The Subject itself, as well as 
a container holding the Subject, can also be rendered in the 
3D image using the orthographic projection technique. The 
tumor can be registered with a reference image of the Subject 
or an image of the container so that the precise shape and 
location of the tumor can be visualized, together with 
detailed anatomical structure information extracted from 
other imaging modalities Such as microCT. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Other important objects and features of the present inven 
tion will be apparent from the following Detailed Descrip 
tion of the Invention, taken in connection with the accom 
panying drawings, in which: 

FIG. 1 is a flowchart showing the method of the present 
invention for generating 3D images from 2D biolumines 
cence images and visualizing tumor shapes and locations; 

FIGS. 2A-2C are photographs of 2D bioluminescence 
images of an animal; 

FIG. 3A shows photographs of 2D bioluminescence 
images prior to image registration by the preset invention; 
FIG. 3B shows the photographs of FIG. 3A after image 
registration by the present invention; 

FIG. 4 is a flowchart showing processing step 22 of FIG. 
1 in greater detail; 

FIGS. 5A-5b are photographs showing corresponding 
features identified by the present invention in two, sequen 
tial, 2D bioluminescent images; 

FIG. 6 is a flowchart showing processing step 24 of FIG. 
1 in greater detail; 

FIGS. 7A-7B are diagrams illustrating the orthographic 
projection model implemented by the present invention for 
rendering a 3D image; 
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FIGS. 8A-8B are diagrams illustrating the orthographic 
projection model of the present invention in greater detail; 

FIG. 9A is a front view of a 3D tumor visualization 
generated by the present invention and Superimposed on a 
2D bioluminescence image: FIG.9B is a perspective view of 5 
the 3D tumor visualization of FIG. 9A, shown with respect 
to the 2D bioluminescence image: 

FIG. 10 shows photographs of microCT images of a 
mouse; 

FIG. 11A is a front view of a 3D tumor visualization 
generated by the present invention and Superimposed on a 
2D bioluminescence image: FIG. 11B is a perspective view 
of the 3D tumor visualization of FIG. 11A, shown with 
respect to the 2D bioluminescence image: FIG. 11C is a 
front view showing the 3D tumor visualization of FIG. 11A 
Superimposed on a microCT image of a mouse; 

FIGS. 12A-12C are photographs showing a segmentation 
technique applied to 2D bioluminescence images for high 
lighting desired regions of the images; 

FIG. 13 is a diagram illustrating the orthographic projec 
tion technique of the present invention implemented using 
visual hulls; 

FIGS. 14A-14B are sample images of 3D tumor visual 
izations generated by the present invention; and 

FIGS. 15A-15B are sample images of 3D tumor and 
specimen container visualizations generated by the present 
invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

The present invention relates to a system and methods for 
generating (or reconstructing) 3D images from 2D biolumi 
nescent images and visualizing tumor locations. A plurality 
of 2D bioluminescent images of a subject are acquired 
during a complete revolution of an imaging system about a 
Subject, using any Suitable bioluminescent imaging system. 
After imaging, the 2D images are registered according to the 
rotation axis to align each image and to compensate for 
differences between adjacent images. After registration, cor 
responding features are identified between consecutive sets 
of 2D images. For each corresponding feature identified in 
each set of 2D images, an orthographic projection technique 
(or model) is applied, Such that rays are projected through 
each point in the feature. The intersection points of the rays 
are plotted in a 3D image space. All of the 2D images are 
processed in the same manner, Such that a resulting 3D 
image of a tumor is generated. The 3D image can be 
registered with a reference image of a subject or a container 
holding the Subject, so that the precise location of the tumor 
can be visualized. 

FIG. 1 is a flowchart showing the method of the present 
invention, indicated generally at 10, for visualizing 3D 
tumor locations from 2D bioluminescence images. Begin 
ning in step 12, a 2D bioluminescence image of a Subject is 
acquired. Preferably, the image is acquired using a suitable 
CCD-based bioluminescence imaging system, Such as the 
IVIS Imaging System 100 Series or 200 Series manufac 
tured by Xenogen, Inc. (Alameda, Calif.). The IVIS imaging 
system includes an ultra-low noise CCD camera, a low 
background imaging chamber, a six-position optical filter 
wheel, and high-efficiency optics. It should be noted that any 
Suitable bioluminescence imaging system could be utilized. 
The Subject could be a small animal or any other living 
organism. 

In step 14, the imaging apparatus is rotated (i.e., moved 
along a circular path about an axis of the Subject. Such as the 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

4 
vertical axis) at a predetermined angle, while the Subject is 
held in a stationary position. The angle of rotation could be 
adjusted as desired. It has been found that relatively small 
angles of rotation (e.g., 12 degrees) have been found to be 
Sufficient. The rotation angle is Small between consecutive 
image acquisitions So as to ensure the availability of accu 
rate corresponding points in adjacent images, thereby facili 
tating stereo-like reconstruction of a 3D image. This con 
figuration is simpler, more flexible, and less expensive than 
using multiple cameras, since any desired number of images 
can be acquired by adjusting the rotation angle. In step 16, 
an additional 2D bioluminescence image of the Subject is 
taken, at the new position. In step 18, a determination is 
made as to whether additional images are to be acquired. If 
a positive determination is made, steps 14-18 are repeated. 
Preferably, a plurality of 2D bioluminescent images are 
taken over a complete revolution about an axis of the 
Subject. 

After all 2D images have been acquired, step 20 occurs, 
wherein the 2D images are registered according to the 
rotation axis. Due to noise and jittering of the image 
capturing system during the rotation of the Subject, the set of 
2D images acquired in steps 12-18 may not be perfectly 
aligned. To correct for these errors, an image-based method 
for registering the images is applied, such that projections of 
the rotating axis on all images overlap in the image space. 
For this purpose, an image dissimilarity objective function is 
defined based on mutual information, and the translation and 
rotation parameters for each image are recovered by mini 
mizing the objective function. Suppose a source image is 
identified as f, and its adjacent target image is g. In the most 
general case, consider a sample domain C2 in the image 
domain of the source image f. The objective is to recover the 
parameters (0=(Tx, Ty, 0) of a global transformation. A such 
that the mutual information between f2–f (S2) and gig 
(A(0:S2)) is maximized. Here the parameters Tx and Ty are 
translation parameters in the X and y directions respectively, 
and 0 denotes the rotation angle. The definition for such 
mutual information can be expressed by the following 
equation: 

MI(y, yes')-H(X//HEyes"-Hpwiss." (1) 
In the equation above, X denotes the intensity random 
variable and H represents the differential entropy. The image 
dissimilarity objective function can then be defined as: 

By minimizing the objective function E, the maximization 
of mutual information is achieved. The calculus of variations 
with a gradient descent method is then used to minimize E 
and to recover the transformation parameters Tx, Ty and 0. 

After registration of all images in step 20, step 22 occurs, 
wherein corresponding features between consecutive 2D 
bioluminescence images are computed. Then, in step 24, a 
3D image of a tumor (or other feature of the subject being 
studied) is constructed by applying an orthographic projec 
tion model to the corresponding features of the 2D images 
identified in step 22. The 3D image provides a detailed and 
accurate representation of the tumor. The 3D image can be 
registered with another image of the Subject, Such as a 
microCT image or a bioluminescence image of the Subject, 
so that the precise physical location of the tumor can be 
visualized. 

FIGS. 2A-2C are photographs of 2D bioluminescence 
images of a small animal (a mouse) having a tumor in the 
abdomen. The images were acquired using steps 12-18 of 
FIG. 1. The bioluminescence images were acquired follow 
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ing injection of D-luciferin (given i.p. at 150 mg/ml) and 
using the IVIS imaging system. Images were acquired in a 
standard mode with 2x2 binning. In order to achieve speci 
ficity of the response in the Z-axis, an experimental configu 
ration was tested. The animal to be imaged was inserted into 
a cylindrical 50 ml tube cut at both ends, which can be 
rotated by a small angle (12 degrees) about the vertical axis 
of the tube. Images were acquired at every rotation stage 
clockwise from the vertical axis. This generated a series of 
images including the original image prior to any rotation. 
For small animals such as mice, a 50 ml tube cut at both ends 
and at the bottom can be used as a holder. The anesthetized 
animal fits easily in the tube and can be placed in the 
imaging device without any discomfort. The animal can be 
rotated and 36 images can be acquired. An added advantage 
of the 50 ml tube is that it can be fitted with a soft foam to 
make the animal fit Snugly into the tube, and the outside of 
the tube can be marked with fiduciary markers for anatomi 
cal reference. 
The images shown in FIGS. 2A-2C were generated after 

each Small angle (e.g., 12 degrees) rotation. The intensity 
representation denotes the level of response in different 
locations. The bright reflections (due to the tube surface) 
were eliminated using a pre-processing filtration step before 
applying the method of the present invention. It should be 
noted that the camera could also be held stationary, and the 
Subject rotated as necessary. The tumor regions have higher 
intensity values in the BLI images. The dimensions along 
the long axis and short axis of the mouse tumor were 1:2 cm, 
1:1 cm and 1:1 cm. The imaging period lasted approximately 
20 minutes after injection of D-luciferin. 

FIG. 3A shows photographs of 2D bioluminescence 
images prior to image registration performed by step 20 of 
FIG. 1. These images were generated in a phantom study, 
wherein lysates from cells transduced with a mammalian 
expression vector containing luciferase were embedded in 
agarose plugs and incubated with the Substrate D-luciferin 
inside a tube containing 1% agarose in Tris Acetate EDTA 
buffer of pH 7.5. The images shown in FIG. 3A were 
generated after each Successive rotation of the camera of 
approximately 11.25 degrees, and are slightly skewed. After 
registration by the present invention, the images are properly 
aligned, as shown in FIG. 3B. 

FIG. 4 is a flowchart showing processing step 22 of FIG. 
1 in greater detail. In step 22, corresponding features 
between successive images are identified. In step 30, corner 
features on an image I are detected. This is achieved using 
the spatial image gradient (i.e. first order derivatives), IX, 
Iy. For a neighborhood Q Surrounding a pixel p, a matrix C 
is formed, defined as: 

(3) 

c-, i. 
where the sums are taken over the neighborhood Q. Then, 
principal component analysis is applied to compute the two 
eigenvalues w1 and M2 (122) of the matrix C, and corner 
features are identified as those neighborhoods where 
W122>0 and the Smaller eigenvalue W2 is larger than a 
threshold. Then, in step 32, regions around the corner 
features are defined, and in step 34, a multi-modal similarity 
measure is applied to calculate similarities in the regions. 
Such a measure is utilized because nonlinear changes exist 
in feature appearances due to planar projection after rotation. 
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6 
In step 36, a determination is made as to whether the 
measured similarity is above a threshold. If a positive 
determination is made, the regions are identified in step 38 
as being similar. Then, in step 40, a determination is made 
as to whether all corner features have been processed. If a 
negative determination is made, step 30 is re-invoked, so 
that additional corner features can be processed. 

FIGS. 5A-5b are photographs showing corresponding 
features identified by the present invention in two, sequen 
tial, 2D bioluminescent images. The numbers in the images 
identify corresponding features that have been calculated by 
the present invention. The image shown in FIG. 5B was 
taken at a rotation angle of 11.5 degrees from the image 
shown in FIG. 5A. 

FIG. 6 is a flowchart showing processing step 24 of FIG. 
1 in greater detail. In step 24, a 3D image of a tumor is 
constructed by applying an orthographic projection model to 
the corresponding features identified in step 22 of FIG.1. In 
step 42, the current 2D image and a Subsequent 2D image are 
loaded. Then, in step 44, a feature point common to both 
images (e.g., a pixel within a corresponding feature common 
to both images and identified in step 22) is identified. Then, 
in step 46, rays are projected through the feature points of 
both images. In step 48, the point of intersection of both rays 
is plotted in a 3D image space. The ray projection technique 
can be implemented in any Suitable digital computer system, 
using known techniques that are similar to ray tracing 
techniques implemented in computer graphics. 

In step 50, a determination is made as to whether addi 
tional feature points exist. If a positive determination is 
made, steps 44-50 are repeated. If a negative determination 
is made, step 52 is invoked, wherein a determination is made 
as to whether additional images are to be processed. If a 
positive determination is made, steps 42-50 are re-invoked. 
In this manner, all feature points for all images are plotted 
in the 3D image space. The resulting 3D image is a high 
resolution visualization of one or more tumors in the Subject. 
This rendering approach is equivalent to having multiple 
cameras Surrounding a static object. However, it is much 
simpler and does not require the calibration of multiple 
CaCaS. 

FIGS. 7A-7B are diagrams illustrating the orthographic 
projection model implemented by the method of the present 
invention for rendering a 3D image. As shown in FIG. 7A, 
a series of 2D bioluminescent images 60 that have been 
processed in accordance with the present invention (i.e., to 
register the images and to identify corresponding features in 
adjacent images) are used to plot one or more features 68 in 
a common Volume 62 of a 3D image space. For points in 
each common feature, such as points 64a and 64b, rays, Such 
as rays 66a and 66b are projected through the points. The 
intersection of the rays 66a and 66b is plotted in the common 
volume 62. As shown in FIG. 7B, this process is repeated for 
each point of each common feature of each 2D image 70, 
about the entire circumference of the common volume 72. 
The resulting 3D image in the common volume 72 repre 
sents a visualization of the tumor in the subject. It should be 
noted that this technique could be implemented to visualize 
any desired feature of the subject. 

FIGS. 8A-8B are diagrams illustrating the orthographic 
projection model of the present invention in greater detail. In 
FIG. 8A, two consecutive 2D images 80a and 80b are 
shown. Points 82a and 82b in the images correspond to 
locations on the tube containing the subject. Points 86a and 
86b correspond to locations of the tube center. To determine 
the 3D location of these points, rays 83a and 83b are 
projected through points 82a and 82b, respectively. The 
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intersection point 84 of the rays 83a and 83b corresponds to 
the 3D location of the points 82a and 82b of the images 80a 
and 80b. Similarly, rays 85a and 85 are projected through the 
points 86a and 86b, respectively. The intersection point 88 
corresponds to the 3D location of the points 86a and 86. 
Using this technique, a 3D image can be generated for any 
desired feature in the 2D images 80a and 80b. Thus, for 
example, not only can a tumor be imaged in 3 dimensions, 
but also the subject itself any desired feature of the subject, 
or the container holding the Subject. Advantageously, this 
allows for precise, 3D visualization of tumor locations with 
respect to the Subjects anatomy. 

FIG. 8B shows the orthographic projection technique of 
the present invention applied to generate a 3D image cor 
responding to the center of a tumor. Rays 94a and 94b are 
projected through tumor center locations 92a and 92b in the 
2D images 90a and 90b, respectively. The intersection point 
96 is mapped in a 3D image space, and corresponds to the 
location of the center of the tumor. The tumor center 
locations 92a and 92b in the 2D images 90a and 90b can be 
computed as the centroid of high-intensity signal regions in 
the images 90a and 90b. 

In the aforementioned phantom study, since the object 
Surface can be approximated using a cylinder, it is possible 
to determine the radius of the cylinder using the recovered 
3D points on the tube surface, and to render the surface as 
a cylinder. Then, a relationship is established between the 
reconstructed object dimension measurements in the object 
centered reference frame and that in the physical world. This 
is achieved by computing the conversion ratio based on one 
base measurement, such as the diameter or the length of the 
tube (or the subject). Such an approximation is shown in 
FIG. 9A, which is a front view of a 3D visualization of a 
tumor 102 generated by the present invention and Superim 
posed on a 2D bioluminescence image 100 of the subject 
104. As shown in FIG. 9B, the visualization also includes a 
3D rendering of a cylinder 106, which corresponds to the 
tube holding the subject. 

In the phantom study mentioned above, validation of the 
3D visualization generated by the present invention was 
achieved by comparing the visualized 3D location of the 
tumor center with images of the Subject taken with a 
microCT scanner. For purposes of validation, the 3D visu 
alization shown in FIGS. 9A-9B was compared to microCT 
images of the same Subject. The 3D visualization generated 
by the present invention indicates that the tumor center 
location is within the tube containing the specimen. The 
microCT images confirmed that this visualization is accu 
rate. Further, physical measurements indicated that the 3D 
distance between the true luciferase-positive cell lysates 
center and the visualized 3D center are within 2 mm of each 
other, thus indicating a high degree of accuracy. 
The present invention was also tested on a mouse to 

determine its feasibility for use in small animal tests, as well 
as to demonstrate the ability of the present invention to 
register the 3D visualization with a microCT image of an 
animal. The results of this test are illustrated in FIGS. 10 and 
11A-11C. In preparation for the test, the mouse was anes 
thetized with isoflurane inhalation, injected with 150 mg/kg 
of D-luciferin, and immobilized in an open 50 ml tube and 
placed on the imaging stage of the IVIS imaging system. The 
mouse was then imaged, and examples of the resulting BLI 
images are shown in FIG. 2. The mouse was then carried 
over to the microCT machine, in the same position while 
remaining under isoflurane anesthesia. FIG. 10 shows 
microCT images of the mouse. The present invention was 
then applied to the BLI images, resulting in the 3D visual 
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8 
izations shown in FIGS. 11A-11B. In FIG. 11A, a front view 
of the visualized tumor 112 is shown superimposed on a 
single BLI image 110 of the mouse. In FIG. 11B, the 
visualized tumor 112 is shown in perspective view, within 
the visualized cylinder 116 corresponding to the tube hold 
ing the mouse. A plurality of 2D BLI images 114 are shown 
for reference. Then, as shown in FIG. 11C, the visualized 
tumor 112 was Superimposed on a single microCT image 
120 of the mouse. The visualized tumor 112 was thus 
registered with the microCT image, resulting in a highly 
accurate indication of the physical location of the tumor 
inside the mouse's body. Registration with the microCT 
image can be achieved using landmark information and an 
Interative Closest Point (ICP) technique, or any other suit 
able technique. Repeated imaging of the a Subject over time 
can also be performed, so that temporal information can be 
visualized (e.g., to show changes in anatomical structures 
over time). 

FIGS. 12A-12C are photographs showing a segmentation 
technique applied to 2D bioluminescence images for high 
lighting desired regions of the images. Segmenting the 
image to highlight desired portions has been found to 
particularly useful where the orthographic projection tech 
nique of the present invention is implemented using visual 
hulls, since the visual hull technique depends both on object 
silhouettes and on the camera viewing direction. FIG. 12A 
shows the original 2D BLI images. In order to facilitate 
correct segmentation, a monochromatic background was 
captured to distinguish the tube containing the Small animal 
from the environment in the experiment setup. First, the 
contour (or silhouette) of the tube containing the small 
animal was extracted from the input images by simple 
thresholding. FIG. 12B shows the tube segmentation result 
that were obtained. Then, according to the characteristic of 
tumor in the BLI images (which appear as higher intensi 
ties), the tumor was then segmented from the tube region by 
combining tumor intensity and edge information. FIG. 12C 
shows segmentation results of the tumor in the images. 

FIG. 13 is a diagram illustrating the orthographic projec 
tion technique of the present invention implemented using 
visual hulls. Formally defined, the visual hull of an object S 
with respect to the viewing region R, denoted by V H(SR), 
is a volume in space such that for each point P in V H(S:R) 
and each viewpoint V in R, the half-line from V through P 
contains at least one point of S. This definition states that the 
visual hull consists of all points in space whose images lie 
within all silhouettes viewed from the viewing region. 
Stated another way, the visual hull is the maximal object that 
has the same silhouettes as the original object, as viewed 
from the viewing region. In the present invention, the 
segmented object and tumor silhouettes are projected into 
the 3D space by cylindrical visual hulls, illustratively indi 
cated by reference numeral 130 in FIG. 13. By computing 
the intersection of the visual hulls projected from all images 
(i.e., all viewing directions), an estimation of the shape and 
location of the animal and its interior tumors can be 
obtained. 

FIGS. 14A-14B are sample images of 3D tumor visual 
izations generated by the present invention. As can be 
appreciated, tumors of various shapes and sizes can be 
visualized. 

FIGS. 15A-15B are sample images of 3D tumor and 
specimen container visualizations generated by the present 
invention. By visualizing both the tumor and the entire 
container, the position of the tumor with respect to the 
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longitudinal axis of the container can be visualized, as well 
as the approximate distance between the tumor and the 
container wall. 
To implement the invention, the following hardware 

could be used: bioluminescence imaging hardware, which 
could include any bioluminescence imaging system with 
upgrades to allow for rotation of the Subject being imaged or 
rotation of the camera of the imaging system about the 
Subject; a microCT scanner to acquire microCT images of 
the Subject; and Suitable computer hardware. Such as high 
end computer workstations, for data processing, rendering, 
and visualization. Computer software that could be utilized 
to implement the methods of the present invention includes, 
but is not limited to, Matlab, Microsoft Visual Studio, and 
computer graphics libraries. Such software could be utilized 
to process the BLI, microCT, and ground truth annotation 
data, as well as to visualize the co-registration and recon 
structed tumor volume results. 

It is conceivable that software coded to carry out the 
method of the present invention could be integrated for use 
with any commercially-available bioluminescent imaging 
system (or other imaging system), to provide a complete, 3D 
visualization system. Moreover, the method of the present 
invention can be extended to register the center of mass of 
several areas near the maximum response regions of images, 
where the intensity is 5-10% lower from this maximum, so 
as to provide an estimate of the tumor enclosing Volume. The 
present invention has multiple applications, such as the 
study of cell trafficking, tumor growth, in vivo patient 
response to therapy, studies relating to hematological recon 
stitution following bone marrow transplantation, and other 
applications. 

Having thus described the invention in detail, it is to be 
understood that the foregoing description is not intended to 
limit the spirit and scope thereof. What is desired to be 
protected by Letters Patent is set forth in the following 
claims. 

What is claimed is: 
1. A method for generating a three dimensional image 

from a plurality of two-dimensional bioluminescence 
images, comprising: 

acquiring a plurality of two-dimensional bioluminescence 
images using an imaging System; 

processing the plurality of two-dimensional biolumines 
cence images so that adjacent images are aligned with 
each other; 

identifying at least one feature common to each of the 
plurality of two-dimensional bioluminescence images; 
and 

applying an orthographic projection model to the at least 
one feature of each of the plurality of two-dimensional 
bioluminescence images to generate a three-dimen 
sional image of the at least one feature. 

2. The method of claim 1, wherein the step of acquiring 
the plurality of two-dimensional bioluminescence images 
comprises taking a first two-dimensional bioluminescence 
image of a Subject at a first location using an imaging 
system. 

3. The method of claim 2, further comprising rotating a 
Subject at a predetermined angle and taking a second two 
dimensional image of a Subject. 

4. The method of claim 1, wherein the step of applying the 
orthographic projection model to the at least one feature 
comprises identifying feature points in the plurality of 
two-dimensional bioluminescence images corresponding to 
the at least one feature. 
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10 
5. The method of claim 4, further comprising projecting 

rays through the feature points. 
6. The method of claim 5, further comprising plotting an 

intersection point of the rays in the three-dimensional image. 
7. The method of claim 4, further comprising projecting 

visual hulls through the feature points. 
8. The method of claim 7, further comprising plotting an 

intersection point of the visual hulls in the three-dimensional 
image. 

9. The method of claim 1, further comprising registering 
the three-dimensional image with a reference image to 
visualize a location of the at least one feature. 

10. A system for generating a three-dimensional image 
from a plurality of two-dimensional bioluminescence 
images, comprising: 

an imaging system for acquiring a plurality of two 
dimensional bioluminescence images; 

means for processing the plurality of two-dimensional 
bioluminescence images so that adjacent images are 
aligned with each other, 

means for identifying at least one feature common to each 
of the plurality of two-dimensional bioluminescence 
images; and 

an orthographic projection model applied to the at least 
one feature of each of the plurality of two-dimensional 
bioluminescence images to generate a three-dimen 
sional image of the at least one feature. 

11. The system of claim 10, wherein the imaging system 
acquires a first two-dimensional bioluminescence image of 
a Subject at a first location. 

12. The system of claim 11, wherein the imaging system 
rotates a subject at a predetermined angle and acquires a 
second two-dimensional bioluminescence image of a Sub 
ject. 

13. The system of claim 10, wherein the orthographic 
projection model identifies feature points in the plurality of 
two-dimensional bioluminescence images corresponding to 
the at least one feature. 

14. The system of claim 13, wherein the orthographic 
projection model projects rays through the feature points. 

15. The system of claim 14, wherein the orthographic 
projection model plots an intersection point of the rays in the 
three-dimensional image. 

16. The system of claim 13, wherein the orthographic 
projection model projects visual hulls through the feature 
points. 

17. The system of claim 16, wherein the orthographic 
projection model plots an intersection point of the visual 
hulls in the three-dimensional image. 

18. The system of claim 10, further comprising means for 
registering the three dimensional image with a reference 
image to visualize a location of the at least one feature. 

19. A method for visualizing a three-dimensional tumor 
location, comprising: 

acquiring a plurality of two-dimensional bioluminescence 
images of a tumor using an imaging System; 

processing the plurality of two-dimensional biolumines 
cence images so that adjacent images are aligned with 
each other; 

identifying at least one feature common to each of the 
plurality of two-dimensional bioluminescence images; 

applying an orthographic projection model to the at least 
one feature of each of the plurality of two-dimensional 
bioluminescence images to generate a three-dimen 
sional image of the tumor; and 

registering the three-dimensional image with a reference 
image to visualize a location of the tumor. 
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20. The method of claim 19, wherein the step of acquiring 
the plurality of two-dimensional bioluminescence images 
comprises taking a first two-dimensional bioluminescence 
image of a Subject at a first location using an imaging 
system. 

21. The method of claim 20, further comprising rotating 
a subject at a predetermined angle and taking a second 
two-dimensional bioluminescence image of a Subject. 

22. The method of claim 19, wherein the step of applying 
the orthographic projection model to the at least one feature 
comprises identifying feature points in the plurality of 
two-dimensional bioluminescence images corresponding to 
the at least one feature. 

23. The method of claim 22, further comprising projecting 
rays through the feature points. 

24. The method of claim 23, further comprising plotting 
an intersection point of the rays in the three-dimensional 
image. 

25. The method of claim 22, further comprising projecting 
visual hulls through the feature points. 

26. The method of claim 25, further comprising plotting 
an intersection point of the visual hulls in the three-dimen 
Sional image. 

27. The method of claim 19, further comprising segment 
ing specific features of the plurality of two-dimensional 
bioluminescence images. 

28. A system for visualizing a three-dimensional tumor 
location, comprising: 

an imaging system for acquiring a plurality of two 
dimensional bioluminescence images of a tumor; 

means for processing the plurality of two-dimensional 
bioluminescence images so that adjacent images are 
aligned with each other, 

12 
means for identifying at least one feature common to each 

of the plurality of two-dimensional bioluminescence 
images: 

an orthographic projection model applied to the at least 
5 one feature of each of the plurality of two-dimensional 

bioluminescence images to generate a three-dimen 
sional image of the tumor; and 

means for registering the three-dimensional image with a 
reference image to visualize a location of the tumor. 

29. The system of claim 28, wherein the imaging system 
acquires a first two-dimensional bioluminescence image of 
a Subject at a first location. 

30. The system of claim 28, wherein the imaging system 
rotates a subject at a predetermined angle and acquires a 

15 second two-dimensional bioluminescence image of a Sub 
ject. 

31. The system of claim 28, wherein the orthographic 
projection model identifies feature points in the plurality of 
two-dimensional bioluminescence images corresponding to 
the at least one feature. 

32. The system of claim 31, wherein the orthographic 
projection model projects rays through the feature points. 

33. The system of claim 32, wherein the orthographic 
projection model plots an intersection point of the rays in the 
three-dimensional image. 

34. The system of claim 31, wherein the orthographic 
projection model projects visual hulls through the feature 
points. 

35. The system of claim 34, wherein the orthographic 
projection model plots an intersection point of the visual 

30 hulls in the three-dimensional image. 
36. The system of claim 33, further comprising means for 

segmenting specific features of the plurality of two-dimen 
sional bioluminescence images. 
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