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INFORMATION PROCESSINGAPPARATUS, 
INFORMATION PROCESSING METHOD, 

AND PROGRAM 

CROSS REFERENCE TO PRIORAPPLICATION 

This application is a continuation of U.S. patent applica 
tion Ser. No. 13/023,639 (filed on Feb. 9, 2011), which 
claims priority to Japanese Patent Application No. 2010 
048.098 (filed on Mar. 4, 2010), which are all hereby 
incorporated by reference in their entirety. 

BACKGROUND OF THE INVENTION 

Field of the Invention 
The present invention relates to an information processing 

apparatus, an information processing method, and a pro 
gram. 

Description of the Related Art 
In the past, a flash is generally used as illumination when 

an image is captured with a camera. However, it used to be 
difficult to perform special illumination other than the flash 
with only the flash. With image processing, a desired pattern, 
a texture, and the like can be applied to an image captured 
by a camera. However, although a photographer who uses 
the camera can see the result of image processing, a third 
person and a Subject may not see the result of image 
processing. 

For example, Japanese Translation of PCT Application 
No. 2006-523067 and Japanese Patent Application Laid 
Open No. 2009-76983 disclose techniques for causing a 
projector to project a graphic image onto a subject who is 
photographed. For example, Japanese Patent Application 
Laid-Open Nos. 2008-152622 and 2009-70245 disclose a 
technique for projecting a graphic image onto a desk and the 
like, detecting a direction offingers and shapes of hands, and 
causing an information processing apparatus to perform 
predetermined processing. 

SUMMARY OF THE INVENTION 

However, it is desired to not only perform processing 
according to a direction of fingers and shapes of hands but 
also detect a certain movement of a Subject with respect to 
a projected graphic image and execute processing in asso 
ciation with the detected movement. 

In view of the foregoing, it is desirable to provide a novel 
and improved information processing apparatus, informa 
tion processing method, and program, wherein processing 
can be executed according to Subjects interaction with a 
projected image. 

According to an embodiment of the present invention, 
here is provided an information processing apparatus includ 
ing an emission unit for emitting a projection image onto a 
Subject, which is to be photographed, so as to allow the 
Subject to perform a predetermined operation, a recognizing 
unit for recognizing operation performed by the Subject, and 
an execution unit for executing a predetermined processing 
according to the operation of the Subject that is recognized 
by the recognizing unit. 

The recognizing unit may recognize the operation of the 
Subject based on an image of the Subject captured by an 
image capturing device. 
The emission device may emit the projection image onto 

the Subject, and the image capturing device and the emission 
device may be arranged at fixed positions of the information 
processing apparatus. 
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2 
The emission unit may emit the projection image for 

allowing the Subject to perform selection operation, the 
recognizing unit may recognize the selection operation 
performed by the Subject, and the execution unit may 
execute operation selected by the subject. 
The emission unit may emit the projection image selected 

by user's operation onto the Subject. 
The recognizing unit may recognize an object and a 

person included in the Subject, and the emission unit may 
emit the projection image onto a region of the object and the 
person included in the Subject, which is recognized by the 
recognizing unit. 
The recognizing unit may recognize movement of the 

Subject in an emission range onto which the projection 
image is emitted. 
The execution unit may execute a predetermined process 

ing corresponding to movement of the Subject in the emis 
sion range recognized by the recognizing unit. 
The execution unit may cause the emission unit to emit a 

projection image according to operation of the Subject 
recognized by the recognizing unit. 

According to another embodiment of the present inven 
tion, here is provided an information processing method 
including the steps of emitting a projection image onto a 
Subject, which is to be photographed, so as to allow the 
Subject to perform a predetermined operation, recognizing 
operation performed by the Subject, and executing a prede 
termined processing according to the operation of the Sub 
ject that is recognized by the recognizing unit. 

According to another embodiment of the present inven 
tion, here is provided a program for causing a computer to 
function as an information processing apparatus including 
an emission unit for emitting a projection image onto a 
Subject, which is to be photographed, so as to allow the 
Subject to perform a predetermined operation, a recognizing 
unit for recognizing operation performed by the Subject, and 
an execution unit for executing a predetermined processing 
according to the operation of the Subject that is recognized 
by the recognizing unit. 
As described above, according to the present invention, 

processing can be executed according to Subjects interac 
tion with a projected image. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is an explanatory diagram illustrating an overview 
of an embodiment of the present invention; 

FIG. 2 is an explanatory diagram illustrating an overview 
of an embodiment of the present invention; 

FIG. 3 is a block diagram illustrating a hardware con 
figuration of an information processing apparatus according 
to a first embodiment of the present invention; 

FIG. 4 is a block diagram illustrating a functional con 
figuration of a control unit according to the embodiment; 

FIG. 5 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 6 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 7 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 8 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 9 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 10 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 
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FIG. 11 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 12 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 13 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 14 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 15 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 16 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 17 is a flowchart illustrating operation of the infor 
mation processing apparatus according to the embodiment in 
detail; 

FIG. 18 is a flowchart illustrating operation of the infor 
mation processing apparatus according to the embodiment in 
detail; 

FIG. 19 is a block diagram illustrating a hardware con 
figuration of an information processing apparatus according 
to a second embodiment of the present invention; 

FIG. 20 is a block diagram illustrating a functional 
configuration of a control unit according to the embodiment; 

FIG. 21 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 22 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 23 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 24 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 25 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 26 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 27 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 28 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 29 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 30 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 31 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 32 is a flowchart illustrating operation of the infor 
mation processing apparatus according to the embodiment in 
detail; 

FIG. 33 is a flowchart illustrating operation of the infor 
mation processing apparatus according to the embodiment in 
detail; 

FIG. 34 is a flowchart illustrating operation of the infor 
mation processing apparatus according to the embodiment in 
detail; 

FIG. 35 is an explanatory diagram illustrating an over 
view of a third embodiment of the present invention; 

FIG. 36 is an explanatory diagram illustrating an over 
view of the embodiment; 

FIG. 37 is a block diagram illustrating a functional 
configuration of a control unit according to the embodiment; 

FIG. 38 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 39 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 

FIG. 40 is an explanatory diagram illustrating an example 
of a projection image emitted according to the embodiment; 
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FIG. 41 is an explanatory diagram illustrating an example 

of a projection image emitted according to the embodiment; 
FIG. 42 is an explanatory diagram illustrating an example 

of a projection image emitted according to the embodiment; 
FIG. 43 is an explanatory diagram illustrating an example 

of a projection image emitted according to the embodiment; 
FIG. 44 is an explanatory diagram illustrating an example 

of a projection image emitted according to the embodiment; 
FIG. 45 is an explanatory diagram illustrating an example 

of a projection image emitted according to the embodiment; 
FIG. 46 is an explanatory diagram illustrating an example 

of a projection image emitted according to the embodiment; 
FIG. 47 is an explanatory diagram illustrating an example 

of a projection image emitted according to the embodiment; 
FIG. 48 is an explanatory diagram illustrating an example 

of a projection image emitted according to the embodiment; 
FIG. 49 is an explanatory diagram illustrating an example 

of a projection image emitted according to the embodiment; 
and 

FIG. 50 is a flowchart illustrating operation of an infor 
mation processing apparatus according to the embodiment in 
detail. 

DETAILED DESCRIPTION OF THE 
EMBODIMENT 

Hereinafter, preferred embodiments of the present inven 
tion will be described in detail with reference to the 
appended drawings. Note that, in this specification and the 
appended drawings, structural elements that have substan 
tially the same function and structure are denoted with the 
same reference numerals, and repeated explanation of these 
structural elements is omitted. 
<1. Overview of the present embodiment> 
<2. First Embodiment> 
<2-1. Hardware configuration of information processing 
apparatus.> 
<2-2. Functional configuration of information processing 
apparatus.> 
<2-3. Operation of information processing apparatus in 
detail 
<3. Second Embodiment> 
<3-1. Hardware configuration of information processing 
apparatus.> 
<3-2. Functional configuration of information processing 
apparatus.> 
<3-3. Operation of information processing apparatus in 
detail 
<4. Third Embodiment> 
<4-1. Hardware configuration of information processing 
apparatus.> 
<4-2. Functional configuration of information processing 
apparatus.> 
4-1 Operation of information processing apparatus in detail 

1. Overview of the Present Embodiment 

First, an overview of the present embodiment wilt be 
explained with reference to FIG. 1 and FIG. 2. The infor 
mation processing apparatus 10 according to the present 
embodiment mainly includes an image capturing device 
(camera) for capturing an image of a subject, an emission 
device (projector) for projecting a video image onto the 
Subject, a display device (display) for displaying the cap 
tured image taken by the camera, and the like. As shown in 
FIG. 1, one face (front surface) of the information process 
ing apparatus 10 is arranged with a display 11. The other 
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face (back Surface) of the information processing apparatus 
10 is arranged with a camera lens 12 and a projector lens 13. 
In the explanation below, the camera including the camera 
lens 12 is referred to as an image capturing device 12 or a 
camera 12. The projector including the projector lens 13 is 
referred to as an emission device 13 or a projector 13. 

In the information processing apparatus 10, the camera 12 
and the projector 13 are arranged at fixed positions of the 
casing of the information processing apparatus 10. An image 
of a subject captured by the camera 12 is displayed on the 
display 11. The projector 13 projects a projection image onto 
the subject. Then, the display 11 displays the subject onto 
which the projection image is projected. 
As shown in FIG. 2, a photo shooting region 51 is a region 

that can be captured by the camera. A projection region 52 
is a region onto which the projector can emit light. In the 
explanation about the embodiments below, the photo shoot 
ing region 51 and the projection region 52 are considered to 
be in Synchronization. In this case, “being in Synchroniza 
tion” means that the photo shooting region 51 captured by 
the camera lens 12, i.e., a display region displayed on the 
display 11, is the same as the projection region 52 onto 
which light is emitted by the projector lens 13. When the 
photo shooting region 51 and the projection region 52 are 
not in Synchronization, the display 11 may indicate the 
projection region. The overview of the present embodiment 
has been hereinabove explained. 

2. First Embodiment 

Subsequently, the first embodiment will be explained. In 
the past, a flash is generally used as illumination when an 
image is captured with a camera. However, it used to be 
difficult to perform special illumination other than the flash 
with only the flash. With image processing, a desired pattern, 
a texture, and the like can be applied to an image captured 
by a camera. However, although a photographer who uses 
the camera can see the result of image processing, a third 
person and a Subject may not see the result of image 
processing. 

Accordingly, there are disclosed techniques for causing a 
projector to project a graphic image onto a Subject who is 
photographed. In these techniques, a position to which a 
graphic image is to be projected is recognized using a 
marker and the like in advance, and the graphic image is 
projected onto the marker. In the above techniques, however, 
the graphic image is projected onto a position recognized 
using the marker and the like in advance. Therefore, the 
above techniques have an issue in that the graphic image 
may not be projected in Such a manner as to enable illumi 
nation expression with a high degree of flexibility, e.g., 
using a graphic image projected onto all over a photo 
graphed target as illumination and projecting a graphic 
image only onto a specified position. 

Accordingly, the information processing apparatus 10 
according to the embodiment of the present invention has 
been created in view of the above circumstance as one of 
issues taken into consideration. With the information pro 
cessing apparatus 10 according to the present embodiment, 
a graphic image Suitable for a photographed image can be 
projected. 
<2-1. Hardware Configuration of Information Processing 
Apparatus 

Subsequently, a hardware configuration of the informa 
tion processing apparatus 10 will be explained with refer 
ence to FIG. 3. FIG. 3 is a block diagram illustrating the 
hardware configuration of the information processing appa 
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6 
ratus 10. As shown in FIG. 3, the information processing 
apparatus 10 includes a display device (display) 11, an 
image capturing device (camera) 12, an emission device 
(projector) 13, a CPU 14, an input device 15, a RAM 
(Random Access Memory) 16, a nonvolatile memory 17, 
and the like. 
The CPU 14 functions as a calculation processing unit and 

a control device, so as to control overall operation in the 
information processing apparatus 10 according to various 
kinds of programs. The CPU 104 may be a microprocessor. 
The RAM 16 temporarily stores programs used during 
execution of the CPU 14 and parameters and the like that 
change as necessary during the execution. These are con 
nected with each other by a host bus constituted by a CPU 
bus and the like. The nonvolatile memory 17 stores pro 
grams, calculation parameters, and the like used by the CPU 
14. The nonvolatile memory 17 may be, for example, a 
ROM (Read Only Memory), a flash memory, and the like. 
The display device 11 is an example of an output device 

for outputting information. The display device 11 may be, 
for example, a liquid crystal display (LCD) device, and an 
OLED (Organic Light Emitting Diode) device. 
The image capturing device 12 has a function of causing 

a CCD to convert light obtained through an image capturing 
lens into an electric signal so as to convert an analog signal 
into a digital signal, thus capturing an image of a Subject. 
The image taken by the image capturing device 12 is 
displayed on the display device 11. 
The emission device 13 has a function of emitting light 

onto a subject through an emission lens. The emission 
device 13 projects a predetermined projection image onto a 
subject according to control of the CPU 14. As described 
above, the image capturing device 12 and the emission 
device 13 are arranged at fixed positions in the information 
processing apparatus 10. The following explanation will be 
given under an assumption that the photo shooting region 
captured by the image capturing device 12 and the projec 
tion region onto which light is emitted by the emission 
device 13 are in synchronization, in other words, they are in 
the same region. 
The input device 15 includes, for example, input means 

for a user to input information Such as a touch panel, buttons, 
Switches, and levers, and an input control circuit for gener 
ating an input signal based on user input and outputting the 
input signal to the CPU 14. 
<2-2. Functional Configuration of Information Processing 
Apparatus 
The hardware configuration of the information processing 

apparatus 10 has been hereinabove explained. Subsequently, 
a functional configuration of a control unit (CPU 14) of the 
information processing apparatus 10 will be explained with 
reference to FIG. 4. Reference is made to FIGS. 5 to 16 as 
necessary when the functional configuration of FIG. 4 is 
explained. FIGS. 5 to 16 are explanatory diagrams each 
illustrating an example of a projection image emitted. FIG. 
4 is a block diagram illustrating a functional configuration of 
the control unit of the information processing apparatus 10. 
As shown in FIG. 4, the control unit of the information 

processing apparatus 10 includes an analyzing unit 102, an 
emission unit 104, a generating unit 106, a storage unit 108, 
and the like. The analyzing unit 102 has a function of 
analyzing an image of a Subject captured by the image 
capturing device 12. The analyzing unit 102 analyzes the 
image of the Subject, and recognizes an image of an object 
included in the subject. In addition, the analyzing unit 102 
detects an image of a person included in the Subject by 
analyzing the image of the Subject, and detects the image of 
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a face. In addition, the analyzing unit 102 analyzes the image 
of the subject, and detects the color of the subject. An 
analysis result of the image of the Subject analyzed by the 
analyzing unit 102 is provided to the emission unit 104 and 
the generating unit 106. 

The emission unit 104 has a function of emitting a 
projection image using the emission device 13 according to 
the analysis result of the image of the Subject analyzed by 
the analyzing unit 102. The storage unit 108 stores a 
projection image corresponding to the analysis result of the 
image of the subject. The emission unit 104 obtains the 
projection image corresponding to the analysis result of the 
image provided by the analyzing unit 102 from the storage 
unit 108, and emits the projection image to the Subject using 
the emission device 13. 

For example, as shown in FIG. 5, the image capturing 
device 12 captures an image of the Subject 401, and recog 
nizes an image 402 of the Subject. Then, a projection image 
403 is selected according to the image 402 of the recognized 
Subject, and the projection image 403 is emitted onto the 
subject by the emission device 13. In FIG. 5, the face 
included in the Subject is recognized, and the projection 
image for illuminating the facial portion is selected. Then, 
the image capturing device 12 captures an image of a subject 
405 onto which the projection image 403 is projected, and 
a display image 404 is displayed on the display device 11. 

Explanation will be continued with reference back to FIG. 
4. For example, when the analyzing unit 102 recognizes an 
image of an object included in the Subject, a projection 
image for the image of the object is obtained from the 
storage unit 108 and is emitted onto the subject. Alterna 
tively, when an image of a person or an image of a face 
included in the Subject is detected, a projection image for the 
image of the person or the face is obtained from the storage 
unit 108 and is emitted onto the subject. On the other hand, 
when the image of the Subject is analyzed, and a particular 
color included in the Subject is detected, a projection image 
for the particular color is obtained from the storage unit 108 
and is emitted onto the Subject. 
The generating unit 106 has a function such that, when the 

storage unit 108 stores a predicted image in advance for 
predicting an image where a projection image is emitted, the 
generating unit 106 generates a projection image according 
to a comparison result obtained by comparing the predicted 
image with an emission image onto which the projection 
image is projected by the emission unit 104. The projection 
image generated by the generating unit 106 is emitted by the 
emission unit 104, and the projection image generated by the 
emission unit 104 is emitted onto the subject. 
As described above, the storage unit 108 stores the 

analysis result of the image of the Subject and the projection 
image, which are associated with each other. In addition, the 
storage unit 108 stores a predicted image in advance for 
predicting an image onto which a stored projection image is 
emitted. 
An example of a projection image emitted by the emission 

device 13 will be hereinafter explained with reference to 
FIGS. 6 to 16. FIG. 6 shows a case where a projection image 
is projected onto an object having a particular color so that 
a color different from the particular color is applied to the 
object. In FIG. 6, for example, the subject includes a 
plurality of white flowers. First, the analyzing unit 102 
detects objects 406 having the particular color included in 
the subject 405. As shown in an explanatory diagram 406, a 
plurality of “white flowers' in which a white region has a 
certain size or more is detected. Then, the projection image 
according to the shapes of the objects 406 and the positions 
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8 
of the objects 406 is generated, and the generated projection 
image is projected onto the Subject. As shown in an explana 
tory diagram 408, a projection image having a color different 
from white such as pink is generated and is emitted onto the 
regions of the “white flowers’. Therefore, a color different 
from the original color is emitted onto the Subject, and the 
Subject onto which the projection image is projected can be 
captured as an image. 
As shown in FIG. 7, when the display screen is a touch 

panel, an object included in the Subject onto which a 
projection image is emitted may be selected by users input. 
As shown in an explanatory diagram 412, when the “white 
flowers' are selected by user's input, objects in which a 
white region has a certain size or more are selected. Objects 
having the same shape or the same color as the object 
selected by users input may also be selected at the same 
time. Then, the projection image according to the shapes of 
the objects 412 and the positions of the objects 412 is 
generated, and the generated projection image is projected 
onto the Subject. As shown in an explanatory diagram 413. 
a projection image having a color different from white Such 
as pink is generated and is emitted onto the region of the 
“white flowers' selected by a user. 

FIG. 8 is an explanatory diagram illustrating an internal 
processing when the projection images shown in FIGS. 6 
and 7 are projected. As shown in FIG. 8, first, the image 
capturing device 12 captures an image of a Subject, and 
analyzes regions such as objects and colors included in the 
captured image. Then, a projection image is generated based 
on the analysis result. In the example shown in FIG. 8, 
objects in which a white region has a certain size or more are 
detected from the captured image, and a projection image is 
generated Such that a projection color is arranged so as to 
exert effect only on the pixels constituting the objects and 
black pixels are arranged for pixels constituting those other 
than the objects in question. Then, as a result of emission of 
the generated projection image, the projection color is 
emitted onto portions of the subject in which a white region 
has a certain size or more. 

FIG. 9 shows an example where a particular region is 
detected, and a projection image Such as a pattern and 
texture is emitted onto the detected region. As shown in FIG. 
9, an image 417 captured by the image capturing device 12 
is analyzed, and a face included in a Subject is detected. 
Then, as shown in the explanatory diagram 417, positions of 
a body and clothes are detected based on an arrangement 
between the size of the face and the size of the subject. Then, 
as shown in an explanatory diagram 418, a projection image 
to be emitted onto the regions at the positions of the body 
and the clothes is generated. In the explanatory diagram 418. 
a projection image for emitting a flower pattern onto the 
region of the clothes is generated. Then, as shown in an 
explanatory diagram 420, the flower pattern is emitted onto 
the region of the clothes of the subject. 
Now, the internal processing for emitting the projection 

image shown in FIG. 9 will be explained with reference to 
FIG. 10. As shown in an explanatory diagram 421 of FIG. 
10, first, a face included in a Subject is recognized from an 
image captured by the image capturing device 12. Then, as 
shown in an explanatory diagram 422, a body is estimated 
from a recognition result of a face. Further, as shown in an 
explanatory diagram 423, a possible projection region is 
estimated from the estimated region of the body. In this case, 
the white region in the body is adopted as the possible 
projection region. Then, a projection image is generated So 
as to project a predetermined pattern onto the possible 
projection region estimated in the explanatory diagram 423. 
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Then, as shown in an explanatory diagram 425, the gener 
ated projection image is emitted onto the Subject. 

Subsequently, an example will be explained with refer 
ence to FIG. 11, in which a particular object is detected, and 
a projection image is emitted avoiding the detected object. 
As shown in an explanatory diagram 426 of FIG. 11, first, a 
face included in a subject is recognized from an image 
captured by the image capturing device 12. Then, a projec 
tion image shown in an explanatory diagram 427 is gener 
ated to project a predetermined pattern onto a region other 
than the recognized region of the face. Then, as shown in an 
explanatory diagram 428, the generated projection image is 
emitted onto the subject. 

Subsequently, a case will be explained with reference to 
FIG. 12, where a projection image is generated using a 
predicted image. As described above, when the storage unit 
108 stores the predicted image, a projection image can be 
generated according to a comparison result obtained by 
comparing the predicted image with the emission image 
onto which the projection image is projected. As shown in 
an explanatory diagram 430 of FIG. 12, first, the image 
capturing device 12 captures an image of a Subject, and 
analyzes the image of the Subject. Then, as shown in an 
explanatory diagram 431, a projection image having a 
predetermined color is emitted onto the subject. 

Then, the predicted image stored in the storage unit 108 
and the emission image as shown in the explanatory diagram 
431 are compared, and a difference therebetween is detected. 
A projection image as shown in an explanatory diagram 432 
is generated according to the difference. For example, in the 
explanatory diagram 431, a projection image capable of 
outputting yellow color effect is emitted onto the subject. 
The yellow color effect caused by the predicted image and 
the yellow color effect of the emission image are compared. 
When the yellow color effect exerted on the emission image 
is strong, a projection image exerting a lighter yellow color 
effect is generated. Then, as shown in an explanatory dia 
gram 433, the generated projection image is emitted onto the 
Subject. 

Subsequently, emission of a projection image where a 
subject is a face will be explained with reference to FIG. 13. 
As shown in FIG. 13, first, an image captured by the image 
capturing device 12 (explanatory diagram 435) is analyzed, 
and as shown in an explanatory diagram 436, the positions 
of the mouth and the eyes are detected in the face. Then, a 
projection image to be emitted onto the face is obtained from 
the storage unit 108, and a projection image as shown in an 
explanatory diagram 437 is generated. In the explanatory 
diagram 437, the positions of cheeks in the face are identi 
fied from the positions of the mouth and the eyes in the face, 
and a projection image is generated to emit a rouge color 
Such as pink onto the positions of the cheeks in the face. 
Then, as shown in an explanatory diagram 438, the gener 
ated projection image is projected onto the Subject. 

Subsequently, emission of a projection image according 
to a brightness of a captured image will be explained with 
reference to FIG. 14. As shown in FIG. 14, first, an image 
captured by the image capturing device 12 (explanatory 
diagram 440) is analyzed, and as shown in an explanatory 
diagram 441, a highly bright region is detected. Then, when 
a region having a brightness equal to or higher than a certain 
level is detected, a projection image is generated according 
to the level of the brightness, in an explanatory diagram 441, 
a region around a candle of a cake is detected as a region 
having a brightness higher than other regions. Then, as 
shown in an explanatory diagram 442, the generated pro 
jection image is projected onto the Subject. In the explana 
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10 
tory diagram 442, a star pattern is emitted to a region around 
the candle of the cake detected as the highly bright region. 

Subsequently, emission of a projection image according 
to movement of a target to be photographed will be 
explained with reference to FIG. 15. As shown in FIG. 15, 
movement of a Subject is detected from a motion picture 
captured by the image capturing device 12. For example, the 
movement of the subject may be detected by detecting 
change of pixel values. Then, a projection image is gener 
ated according to the movement of the detected object. As 
shown in an explanatory diagram 445, the Subject running to 
the left is detected, and a star pattern is emitted in the 
direction the Subject is running. The projection image 
according to the movement of the object is emitted while the 
projection image is moved together with the Subject who is 
running in the direction in which the Subject is running. 
As shown in FIG. 15, the analyzing unit 102 analyzes an 

image captured by the image capturing device 12. When it 
is determined that a subject has no region onto which a 
projection image can be projected, a message may be 
presented to tell that there is on possible projection region. 
An example of a case where a subject does not have a region 
onto which a projection image can be projected is that the 
background color is black and the like, and even when the 
projection image is emitted, the projection image may not be 
formed on the Subject. For example, as shown in an explana 
tory diagram 450, when the background of the captured 
image is black, a dialogue “there is no possible projection 
region' is displayed as shown in an explanatory diagram 
451. 
<2-3. Operation of Information Processing Apparatus in 
Detail 
The functions of the control unit of the information 

processing apparatus 10 have been hereinabove explained. 
Subsequently, operation of the information processing appa 
ratus 10 will be explained in detail with reference to FIGS. 
17 to 18. FIGS. 17 and 18 are flowcharts each illustrating 
operation of the information processing apparatus 10 in 
detail. 
As shown in FIG. 17, first, the information processing 

apparatus 10 determines whether a shooting mode is a 
projection shooting mode onto which a projection image can 
be emitted (S102). When the shooting mode is determined to 
be the projection shooting mode in step S102, an image 
captured by the image capturing device 12 is obtained 
(S104). 

Then, the analyzing unit 102 recognizes objects included 
in the image obtained in step S104 (S106). Then, a deter 
mination is made as to whether the objects recognized in 
step S106 include any target object onto which a projection 
image can be emitted (S108). The determination in step 
S108 can be made by determining whether the storage unit 
108 stores a projection image corresponding to the object 
recognized in step S106. Further, whether the projection 
image can be emitted may be determined by detecting a 
background color of the image. 
When the subject is determined to include a target object 

onto which a projection image can be emitted in step S108, 
the projection image corresponding to the target object is 
obtained from the storage unit 108, and a projection graphic 
image is generated (S110). Then, the projection graphic 
image generated in step S110 is emitted onto the subject 
(S112). When the subject is determined not to include a 
target object onto which a projection image can be emitted 
in step S108, dialogue is displayed on the display screen to 
tell that there is no projection target (S114). 
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Then, a determination is made as to whether photo 
shooting is performed or not (S116). When it is determined 
that photo shooting is performed in step S116, the captured 
image is saved (S118). When it is determined that photo 
shooting is not performed in step S116, processings of step 
S102 and Subsequent steps are repeated. The processings 
shown in the flowchart of FIG. 17 have been hereinabove 
explained. Subsequently, processings as shown in the flow 
chart of FIG. 18 will be explained. 

FIG. 18 is a flowchart illustrating operation of the infor 
mation processing apparatus 10 in detail where the storage 
unit 108 stores a predicted image. As shown in FIG. 18, first, 
the information processing apparatus 10 determines whether 
a shooting mode is a projection shooting mode in which a 
projection image can be emitted (S122). When the shooting 
mode is determined to be the projection shooting mode in 
step S122, an image captured by the image capturing device 
12 is obtained (S124). 

Then, the analyzing unit 102 recognizes objects included 
in the image obtained in step S104 (S126). Then, a deter 
mination is made as to whether the objects recognized in 
step S126 include any target object onto which a projection 
image can be emitted (S128). When the subject is deter 
mined to include a target object onto which a projection 
image can be emitted in Step S128, the projection image 
corresponding to the target object is obtained from the 
storage unit 108, and a projection graphic image is generated 
(S130). Then, a projection graphic image generated in step 
S130 is emitted onto the subject (S132). In this case, in step 
S136, it is considered that the storage unit 108 stores a 
predicted image for predicting an image where a desired 
projection image is emitted onto the object recognized in 
step S126. 

Then, an image of a Subject onto which a graphic image 
is projected in step S132 is obtained (S134). Then, it is 
determined that the emission image obtained in step S134 
has become similar to the predicted image stored in the 
storage unit 108 (S136). When it is determined that the 
emission image has become similar to the predicted image 
in step S136, the processing of step S140 is executed. When 
it is determined that the emission image has not become 
similar to the predicted image in step S136, the processings 
of step S130 and subsequent steps are repeated. 
When the subject is determined not to include a target 

object onto which a projection image can be emitted in step 
S128, a dialogue is displayed on the display screen to tell 
that there is no projection target (S138). 

Then, a determination is made as to whether photo 
shooting is performed or not (S140). When it is determined 
that photo shooting is performed in step S140, the captured 
image is saved (S142). When it is determined that photo 
shooting is not performed in step S140, the processings of 
step S122 and Subsequent steps are repeated. The process 
ings shown in the flowchart of FIG. 18 have been herein 
above explained. 
As described above, according to the first embodiment, an 

image of a subject captured by the image capturing device 
12 is analyzed, and the projection image according to the 
analysis result of the image is emitted by the emission device 
13 onto the Subject. Therefore, the graphic image appropri 
ate for the captured image can be projected. The first 
embodiment has been hereinabove explained. 

3. Second Embodiment 

Subsequently, the second embodiment will be explained. 
As described above, in the techniques in the related art, a 
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12 
graphic image is projected onto a position recognized using 
a marker and the like in advance. Therefore, there is an issue 
in that a graphic image may not be projected onto a position 
directly specified by a user on the display screen which 
displays the captured image. Accordingly, an information 
processing apparatus 20 according to the embodiment of the 
present invention has been created in view of the above 
circumstance as one of issues taken into consideration. 
According to the information processing apparatus 20 
according to the present embodiment, a desired graphic 
image can be projected with intuitive operation performed 
by a user. 
<3-1. Hardware Configuration of Information Processing 
Apparatus 
A hardware configuration of the information processing 

apparatus 20 will be explained with reference to FIG. 19. 
FIG. 19 is a block diagram illustrating a hardware configu 
ration of the information processing apparatus 20. As shown 
in FIG. 10, the information processing apparatus 20 includes 
a display device (display) 11, an image capturing device 
(camera) 12, an emission device (projector) 13, a CPU 21, 
an input device 15, a RAM (Random Access Memory) 16, 
a nonvolatile memory 17, a touch panel 22, a motion sensor 
23, and the like. In the present embodiment, the camera 12 
and the projector 13 are arranged at fixed positions of the 
casing of the information processing apparatus 20. 
The same configurations as those of the first embodiment 

are not explained in the explanation below. Configurations 
different from the first embodiment will be particularly 
explained in detail. The touch panel 22 has two functions, 
i.e., display and input. The touch panel 22 according to the 
present embodiment can detect input to the touch panel, 
which is given with a finger and the like of the user, and a 
specified position is obtained. The detection method may be 
any method as long as position information of a manipulat 
ing object on the display can be detected. Examples of the 
detection method include a resistive film method using a thin 
metallic film constituting a transparent electrode, a capaci 
tive method for detecting a position by finding a change of 
capacitance between a finger tip and a conductive film, an 
infrared light shielding method, and an electromagnetic 
induction method. 

In the following explanation, for example, a method for 
detecting operation of the manipulating object using an 
electrostatic touch panel will be explained in particular. The 
electrostatic touch panel has electrostatic sensors arranged in 
a matrix form. The values of the electrostatic sensors keep 
on changing according to changes of capacitances. When a 
finger, i.e., a manipulating object, comes into proximity to or 
contact with an electrostatic sensor, the capacitance detected 
by the electrostatic sensor increases. The capacitances of the 
electrostatic sensors can be obtained at a time. The electro 
static touch panel detects and interpolates changes of capaci 
tances of all the electrostatic sensors at a time, thereby 
detecting operation performed by a finger that is in proX 
imity to or in contact with the electrostatic touch panel. The 
touch panel 22 outputs the values of the detected capaci 
tances to the CPU 21. 
The CPU21 associates various kinds of information given 

by the touch panel 22 with display positions of display 
contents displayed on the display device 11, and analyzes 
movement of the manipulating object. Then, the CPU 21 
recognizes input information given to the information pro 
cessing apparatus 10 based on analyzed movement of the 
manipulating object, and executes processing corresponding 
to the input information. As described above, the user can 
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manipulate the contents displayed on the display Screen, and 
can input the input information. 
The motion sensor 23 has a function of detecting a 

rotation angle and an inclination of a main body of the 
information processing apparatus 20. The motion sensor 23 
may be, for example, an acceleration sensor and a gyro 
sensor. The information about the rotation angle and the 
inclination of the information processing apparatus 20 
detected by the motion sensor 23 is output to the CPU 21. 
The CPU 21 detects movement of the main body of the 
information processing apparatus 20 based on the rotation 
angle and the inclination output from the motion sensor 23. 
<3-2. Functional Configuration of Information Processing 
Apparatus 
The hardware configuration of the information processing 

apparatus 20 has been hereinabove explained. Subsequently, 
a functional configuration of a control unit (CPU21) of the 
information processing apparatus 20 will be explained with 
reference to FIG. 20. Reference is made to FIGS. 21 to 31 
as necessary when the functional configuration of FIG. 20 is 
explained. FIG. 20 is a block diagram illustrating the func 
tional configuration of the control unit of the information 
processing apparatus 20. 
As shown in FIG. 20, the control unit of the information 

processing apparatus 20 includes an image capturing unit 
202, a detection unit 204, an emission unit 206, an analyzing 
unit 208, a storage unit 210, an obtaining unit 212, and the 
like. The image capturing unit 202 has a function of causing 
an image capturing device 12 to capture an image of the 
Subject. Further, the image capturing unit 202 has a function 
of capturing an image of the Subject onto which the projec 
tion image is emitted by the emission unit 206. The image 
captured by the image capturing unit 202 is provided to the 
emission unit 206 and the analyzing unit 208. 
The emission unit 206 has a function of causing the 

emission device 13 to emit a projection image based on 
users input to the Subject. The projection image based on 
users input is a projection image specified and selected by 
a user with the touch panel 22 and the like. The projection 
image may be obtained from the storage unit 108 based on 
users input, and may be emitted onto the Subject. 
As described above, in the present embodiment, a photo 

shooting region that can be captured by the image capturing 
device 12 is in Synchronization with a projection region onto 
which the emission device 13 can emit a projection image. 
As shown in FIG. 21, when the photo shooting region 53 and 
the projection region 54 are not in Synchronization, the 
display 11 of the information processing apparatus 20 may 
indicate the projection region. For example, as shown in 
FIG. 21, a frame representing the projection region may be 
displayed on the display 11, and a possible emission region 
may be presented to a user. In FIG. 21, a possible projection 
region is a region 53, and a possible emission region is a 
region 54. Therefore, the frame representing the possible 
emission region is displayed on the display Screen. 

Reference is made back to FIG. 20. The obtaining unit 
212 has a function of obtaining a specified position specified 
by user's input on the display screen showing the Subject. As 
described above, a user's input is given from the touch panel 
22, and the obtaining unit 212 obtains the user's input on the 
display screen. The obtaining unit 212 may obtain a projec 
tion image drawn by user's operation on the display Screen 
showing a Subject, and may select a desired projection image 
from among projection images displayed on the display 
SCC. 

For example, as shown in FIG. 22, an image capturing 
unit 202 captures an image of a subject 501, and a display 
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image 502 is displayed on the display Screen. A user touches 
the display screen (touch panel 22) to specify a desired 
position on the display image 502. In the present embodi 
ment, the touch panel 22 is used to specify a desired position 
within the display image 502. However, the present embodi 
ment is not limited to Such example. Alternatively, a desired 
position may be specified using an input device such as a 
button and a lever with which a desired position can be 
specified within the display image 502. 

Then, the obtaining unit 212 obtains the specified position 
specified by a user, and as shown in an explanatory diagram 
503, a projection image is generated so that the projection 
image is emitted onto a specified position. As shown in the 
explanatory diagram 503, a projection image may be gen 
erated so as to emit a predetermined color onto a position 
specified by a user. Then, as shown in an explanatory 
diagram 505, the projection image is emitted onto a Subject. 
As shown in an explanatory diagram 504, the image cap 
turing device 12 captures an image of the Subject onto which 
the projection image is emitted. As described above, when 
the storage unit 108 Stores a projection image which is to be 
emitted, the projection image is obtained from the storage 
unit 108 based on a users instruction. 
As shown in FIG. 23, a projection image may be emitted 

to exert illumination effect to a specified position specified 
by a user. For example, as shown in an explanatory diagram 
516, the image capturing device 12 captures an image of a 
subject 515, and the image is displayed on the display 
screen. Then, when a user specifies a facial portion of a 
Subject, a projection image is generated to exert illumination 
effect to a specified portion as shown in an explanatory 
diagram 517. Then, as shown in an explanatory diagram 
519, the projection image is emitted onto the subject. As 
shown in an explanatory diagram 518, the image capturing 
device 12 captures an image of the Subject onto which the 
projection image is emitted. In an explanatory diagram 518. 
a projection image is emitted to illuminate the face of the 
Subject. 
As shown in FIG. 24, a projection image drawn according 

to user's operation performed on a display Screen showing 
a subject may be emitted onto the Subject. For example, as 
shown in an explanatory diagram 521, when the user writes 
a text “friend on the display screen (touch panel), the 
projection image is generated to emit the text “friend' to the 
Subject. Then, as shown in an explanatory diagram 522, the 
projection image including the text “friend' written by the 
user is emitted onto the Subject. 
As shown in FIG. 25, a desired projection image may be 

selected according to user's input from among a plurality of 
projection images displayed on the display screen. For 
example, in an explanatory diagram 525, a plurality of 
graphic images of projection images are displayed on the 
display screen. The user selects a desired graphic image on 
the display Screen (touch panel). In this case, the user may 
select a desired graphic image by touching the display 
screen, or may select a desired graphic image using an input 
device Such as buttons and levers. 

Further, as shown in an explanatory diagram 526, a 
position is specified by users input, so that the selected 
graphic image is emitted onto the specified position. Then, 
as shown in an explanatory diagram 527, a projection image 
is generated so that the selected graphic image is emitted to 
the specified position, and the projection image is emitted 
onto the subject. As described above, the user can emit the 
projection image onto the Subject with intuitive operation 
Such as directly drawing and selecting the graphic image on 
the display Screen. 
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Explanation about the functional configuration of the 
information processing apparatus 20 will be continued with 
reference hack to FIG. 20. The analyzing unit 202 has a 
function of analyzing an image of a subject captured by the 
image capturing device 202. The analyzing unit 208 extracts 
feature points of the captured image of the Subject, and 
provides the information about the extracted feature points 
of the image to the emission unit 206. The emission unit 206 
emits a projection image onto the Subject according to the 
feature points of the Subject extracted by the analyzing unit 
208. 
Now, the extraction of the feature points of the subject 

will be explained with reference to FIG. 26. For example, in 
an explanatory diagram 505 of FIG. 26, feature points of an 
image are extracted before persons in the Subject move, and 
a projection image is emitted according to positions of the 
persons. In the explanatory diagram 505, for example, the 
projection image is emitted to a region close to the heads of 
the persons. At this occasion, as shown in an explanatory 
diagram 507, relative positions of the feature points and the 
projection image are recorded. Then, as shown in an 
explanatory diagram 506, feature points of the image are 
extracted after the persons in the Subject move, and a 
projection image is emitted according to the feature points of 
the image. In other words, even when the persons in the 
image move, the emission position is corrected based on the 
relative positions of the feature points of the persons and the 
projection image so that the projection image is emitted to 
a region close to the heads of the persons. 

Explanation about the functional configuration of the 
information processing apparatus 20 will be continued with 
reference back to FIG. 20. The detection unit 204 uses the 
motion sensor 23 to detect movement of the body of the 
information processing apparatus 20. As described above, 
the rotation speed and the inclination of the main body of the 
information processing apparatus 20 can be detected by the 
motion sensor 23. Therefore, the detection unit 204 detects 
the movement of the main body of the information process 
ing apparatus 20 based on the rotation angle and the incli 
nation output from the motion sensor 23. Then, the emission 
unit 206 emits a projection image onto a Subject according 
to the movement of the main body of the information 
processing apparatus 20 detected by the detection unit 204. 
Now, a projection image emitted according to movement 

of the information processing apparatus 20 will be explained 
with reference to FIG. 27. An explanatory diagram 510 of 
FIG. 27 is an image captured before the information pro 
cessing apparatus 20 moves. For example, as shown in an 
explanatory diagram 511, it is assumed that the information 
processing apparatus 20 moves to the left after the image 
shown in the explanatory diagram 510 is captured. The 
detection unit 204 uses the motion sensor 23 to detect that 
the main body of the information processing apparatus 20 
moves to the left, and provides the detection result to the 
emission unit 206. 
As shown in an explanatory diagram 512, the emission 

unit 206 corrects the position of a graphic image emitted 
according to the movement of the main body of the infor 
mation processing apparatus 20. In other words, a projection 
image is generated in which the position of the emitted 
graphic image is shifted to the left according to a distance 
the information processing apparatus 20 moves to the left. 
Then, as shown in an explanatory diagram 513, a graphic 
image is emitted to a particular position of an image even 
when the information processing apparatus 20 moves to 
either the right or left. 
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As shown in FIG. 28, a plurality of information process 

ing apparatuses 20 may emit different projection images 
onto one subject. For example, as shown in FIG. 28, an 
information processing apparatus 20A held by a user A and 
an information processing apparatus 20B held by a user B 
emit respective projection images onto a Subject 527. It is 
assumed that, first, the information processing apparatus 
20A emits a projection image as shown in an explanatory 
diagram 531, and then, the information processing apparatus 
20B emits a projection image as shown in an explanatory 
diagram 532. In this case, both of the projection image 
emitted by the information processing apparatus 20A and the 
projection image emitted by the information processing 
apparatus 20B are projected onto the Subject. Both appara 
tuses capture an image of the projection image shown in the 
explanatory diagram 530. 

In this case, in order to Successively emit different pro 
jection images onto one Subject and capture images thereof, 
the photo shooting region and the projection region need to 
be in Synchronization (in agreement) in each apparatus. 
Accordingly, the image processing as shown in FIG. 26 is 
performed to extract feature points of the subject and detect 
movement of the main body of the apparatus, so that the 
position of the projection region is corrected so as to bring 
the photo shooting region and the projection region into 
synchronization with each other. Alternatively, when differ 
ent apparatuses emit projection images, emission synchro 
nization according to which a projection image is emitted 
from an emission device needs to be in agreement. For 
example, both apparatuses may be connected via a network 
to share information about emission synchronization. Alter 
natively, information about emission synchronization may 
be embedded in a projection image, and the information 
about emission synchronization is obtained by taking an 
image of the projection image. 

Alternatively, different apparatuses may have emission 
synchronizations in different cycles, and may capture a 
different projection image for each cycle. For example, the 
information processing apparatus 20A and the information 
processing apparatus 20B have different emission synchro 
nizations. An image may be captured in the same cycle as the 
emission synchronization in which a projection image is 
emitted by the information processing apparatus 20A, and 
an image may be captured in the same cycle as the emission 
synchronization in which a projection image is emitted by 
the information processing apparatus 20B, so that a different 
projection image can be captured for each cycle. 
When the cycles are changed in this manner, it is possible 

to distinguish which apparatus emits a projection image. 
Alternatively, a predetermined pattern is embedded into a 
projection image, and the projection image may be captured 
and analyzed in image processing to find a predetermined 
pattern, so as to distinguish which apparatus emits the 
projection image. Alternatively, a pattern including time 
series information may be embedded into a projection 
image, and time-series information Such as a projection 
order of a plurality of projection images may be analyzed by 
capturing the image of the pattern. 
As shown in FIG. 29, a projection image changing 

according to time may be projected onto a subject. For 
example, as shown in an explanatory diagram 536, a posi 
tion where the projection image is emitted is specified by a 
finger and the like of a user. Then, as shown in an explana 
tory diagram 535, a circular projection image is emitted onto 
the subject. As shown in an explanatory diagram 537, the 
circular projection image changes according to time. For 
example, the circular projection image is changed as shown 
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in the explanatory diagram 537, and a remaining time until 
a shutter is released is presented to the Subject. 
As shown in FIG. 30, an information processing apparatus 

30 may be associated with a television receiver and a remote 
controller, and a projection image specified on a touch panel 
of a remote controller is displayed on a display Screen of a 
television receiver. For example, as shown in an explanatory 
diagram 541, the television receiver has an image capturing 
device and an emission device, which respectively captures 
an image of users who watch the television receiver and 
emits a projection image onto the users. The user has a 
remote controller, and as shown in an explanatory diagram 
540, the display screen of the remote controller displays the 
image captured by the image capturing device of the tele 
vision receiver. Then, when the user writes a predetermined 
text and the like on the touch panel of the remote controller 
as shown in an explanatory diagram 542, the projection 
image drawn by the user is emitted onto the Subject as shown 
in an explanatory diagram 543. Then, the image capturing 
device of the television receiver captures an image of the 
Subject onto which the projection image is emitted, and the 
image is displayed on the display screen of the television 
receiver. 
As shown in FIG. 31, after an image of a subject is 

captured onto which a projection image is emitted, the 
emitted projection image may be corrected or recomposed 
by image processing. For example, as shown in an explana 
tory diagram 545, a projection image is emitted onto a 
Subject, and an image of the Subject is captured onto which 
the projection image is emitted. Then, as shown in an 
explanatory diagram 546, the image of the Subject onto 
which the projection image is emitted is processed to 
perform color correction of the projection image. Therefore, 
not only a photographer but also a subject can find what kind 
of graphic image is output to which portion of the Subject, 
and a desired composite graphic image can be made. 
<3-3. Operation of Information Processing Apparatus in 
Detail 
The functions of the control unit of the information 

processing apparatus 20 have been hereinabove explained. 
Subsequently, operation of the information processing appa 
ratus 20 will be explained in detail with reference to FIGS. 
32 to 34. FIGS. 32 to 34 are flowcharts each illustrating 
operation of the information processing apparatus 20 in 
detail. 
As shown in FIG. 32, first, the information processing 

apparatus 20 determines whether a projector (emission 
device 13) is ON or not (S202). When the projector is 
determined to be ON in step S202, an image captured by the 
image capturing device 12 is obtained (S204). The image 
obtained in step S204 is displayed on the touch panel (S206). 
Then, a determination is made as to whether a user specifies 
a position on the touch panel showing the image (S208). In 
this embodiment, a determination is made as to whether a 
user specifies a position on the touch panel in step S208. 
However, this embodiment is not limited to such example. 
For example, whether the user specifies a position may be 
determined based on input to operation buttons and opera 
tion levers of the information processing apparatus 20. 
When it is determined that the user specifies a position in 

step S208, a graphic image is generated according to the 
position specified by the user (S210). When it is determined 
that the user does not specify a position in step S208, a 
determination is made as to whether the user performs any 
operation relating to a graphic image other than the speci 
fying position (S212). Examples of operations other than 
specifying position include selecting a desired graphic 
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image from among a plurality of graphic images. When it is 
determined that the user performs another operation relating 
to the graphic image in step S212, a graphic image is 
generated according to the operation (S214). 

Then, a projection image including the graphic image 
generated in step S210 or step S214 is emitted onto a subject 
(S216). Then, a determination is made as to whether an 
image of a subject is captured onto which the projection 
image is emitted (S218). When it is determined that photo 
shooting is performed in step S218, the captured image is 
saved (S220). 

Subsequently, processing for fixing a position of an emit 
ted projection image by image processing will be explained 
with reference to FIG. 33. In the explanation below, it is 
assumed that a graphic image has already been generated 
and a projection image is emitted onto a subject according 
to the processing of FIG. 32. As shown in FIG. 33, first, a 
determination is made as to whether the projector is ON or 
not (S302). When the projector is determined to be ON in 
step S302, an image captured by the image capturing device 
12 is obtained (S304). The image obtained in step S304 is an 
image of the Subject onto which a projection image is 
emitted. 

Subsequently, feature points of the image obtained in step 
S304 are detected (S306). Then, relative relationship 
between a projected graphic position and the feature points 
detected in step S306 is recorded (S308). Then, it is collated 
with feature points in a previous frame (S310). Then, the 
drawing position of the already drawn graphic image is 
corrected using the feature points collated in step S310 
(S312). The processings of step S306 and subsequent steps 
may be repeated every time an object and a person included 
in the Subject move. Therefore, the projection image can be 
emitted to a fixed position at all times with respect to the 
object and the person included in the Subject. 

Subsequently, processing for fixing a position of an emit 
ted projection image by detecting movement of the appara 
tus will be explained with reference to FIG. 34. In the 
explanation below, it is assumed that a graphic image has 
already been generated and a projection image is emitted 
onto a subject according to the processing of FIG. 32. As 
shown in FIG. 34, first, a determination is made as to 
whether the projector is ON or not (S322). When the 
projector is determined to be ON in step S322, an image 
captured by the image capturing device 12 is obtained 
(S324). Then, an output value output from a motion sensor 
(gyro sensor) is obtained (S326). 

Then, movement of the main body of the information 
processing apparatus 20 is estimated based on the output 
value obtained in step S326 (S328). Then, the position of the 
projection image emitted onto the Subject is corrected based 
on movement of the main body of the information process 
ing apparatus 20 estimated in step S308 (S320). For 
example, when the main body of the information processing 
apparatus 20 is determined to move to the right and left in 
step S328, the emission position of the projection image is 
moved to the right and left. On the other hand, when the 
main body of the information processing apparatus 20 is 
rotated, the emitted projection image is rotated according to 
rotation of the main body of the apparatus. Therefore, the 
projection image can be emitted to a fixed position with 
respect to the object and the person included in the Subject. 
The operation of the information processing apparatus 20 
has been hereinabove explained in detail. 
As described above, according to the second embodiment, 

the projection image based on users input is emitted onto 
the Subject, and the image capturing device 12 captures the 
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image of the Subject onto which the projection image is 
emitted. For example, the user operates the touch panel 22 
to specify the position onto which the projection image is 
emitted and select a projection image to be emitted. There 
fore, with intuitive operation, a user can have a desired 
graphic image projected onto a subject to be photographed. 
The second embodiment has been hereinabove explained. 

4. Third Embodiment 

Subsequently, the third embodiment will be explained. As 
described above, the technique is disclosed in the past to use 
a projector to project a graphic image onto a subject to be 
photographed. Further, another technique is disclosed to 
project a graphic image onto a desk and the like, detect a 
direction of fingers and shapes of hands, and cause an 
information processing apparatus to perform predetermined 
processing. However, it is desired to not only perform 
processing according to a direction of fingers and shapes of 
hands but also detect a certain movement of a subject with 
respect to a projected graphic image and execute processing 
in association with the detected movement. 

Accordingly, the information processing apparatus 30 
according to the embodiment of the present invention has 
been created in view of the above circumstance as one of 
issues taken into consideration. The information processing 
apparatus 30 according to the present embodiment can 
execute processing according to Subjects interaction with a 
projection image. 
An overview of the present embodiment will be explained 

with reference to FIGS. 35 and 36. For example, FIGS. 35 
and 36 are explanatory diagrams each illustrating an over 
view of the present embodiment. Like the first embodiment, 
a projection image is emitted onto a Subject by an emission 
device 13 of the information processing apparatus 30, and an 
image capturing device 12 captures an image of the Subject 
onto which the projection image is emitted. As shown in 
FIG. 35, a photo shooting region 55 and a projection region 
56 are in synchronization in the present embodiment. A 
projection image 60 including a graphic image for allowing 
the subject to perform predetermined operation is emitted 
onto the projection region 56. Then, the image capturing 
device 12 captures an image of the photo shooting region 55 
onto which the projection image 60 is emitted. 
As shown in an explanatory diagram 62 of FIG. 36, a 

projection image 61 including graphic images of “Yes” and 
“No” is emitted onto the projection region. Then, a person 
included in the Subject gives a gesture for pointing at 'Yes' 
in the emitted projection image. Then, the image of the 
Subject giving the gesture for pointing at “Yes” is recog 
nized, and it is determined that the Subject is pointing at 
“Yes”. In FIG. 36, the projection image allows the subject to 
select whether the flash of the image capturing device 12 is 
turned on or off. Accordingly, it is detected that the subject 
is pointing at 'Yes', and an image capturing processing is 
executed with the flash turned on. 
As described above, according to the information pro 

cessing apparatus 30 of the present embodiment, the main 
body of the information processing apparatus 30 can be 
operated when the subject interacts with the projection 
image emitted by the emission device (projector) 13. 
<4-1. Hardware Configuration of Information Processing 
Apparatus 
The hardware configuration according to the present 

embodiment has the same hardware configuration as the first 
embodiment shown in FIG. 3, and the detailed explanation 
thereof is omitted. 
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<4-2. Functional Configuration of Information Processing 
Apparatus 

Subsequently, a functional configuration of the informa 
tion processing apparatus 30 will be explained with refer 
ence to FIG.37. In FIG. 37, a functional configuration of the 
control unit (CPU 34) of the information processing appa 
ratus 30 will be explained in particular. Reference is made 
to FIGS. 38 to 49 as necessary when the functional con 
figuration of FIG. 37 is explained. As shown in FIG. 37, the 
control unit of the information processing apparatus 30 
includes a recognizing unit 302, an emission unit 304, an 
execution unit 306, a storage unit 308, and the like. The 
recognizing unit 302 has a function of recognizing operation 
of the subject to be photographed. 
The recognizing unit 302 recognizes operation of the 

subject based on the image of the subject captured by the 
image capturing device 12. In the explanation below, the 
image of the Subject captured by the image capturing device 
12 is analyzed, and operation performed with a gesture given 
by the subject is recognized. However, the present embodi 
ment is not limited to Such example. For example, an 
infrared light may be emitted onto a Subject, and a gesture 
given by the Subject may be recognized using reflection 
result of the infrared light. 
The emission unit 304 has a function of emitting a 

projection image onto a subject so as to allow the Subject, to 
be photographed, to perform a certain operation. The emis 
sion unit 304 may also emit a projection image so as to allow 
the Subject to perform a certain selection operation. The 
emission unit 304 may also emit a projection image accord 
ing to subject’s operation recognized by the recognizing unit 
302. The emission unit 304 obtains a projection image from 
the storage unit 308, and emits the projection image onto the 
subject. The emission unit 304 may obtain a projection 
image from the storage unit 308 according to user operation, 
and may obtain a projection image according to a person and 
an object included in a subject from the storage unit 308. 
When the recognizing unit 302 recognizes a person and an 

object included in a subject, the emission unit 304 may emit 
a projection image onto a region of the person and the object 
included in the Subject, or may emit a projection image onto 
a region other than the person and the object. Further, when 
the recognizing unit 302 recognizes a face of a particular 
person included in a subject, a projection image may be 
emitted to a region around the particular person. 

For example, as shown in an explanatory diagram 601 of 
FIG. 38, when the faces of persons included in a subject are 
detected, a projection image may be emitted onto a region 
other than the regions of the faces of the persons. Further, as 
shown in an explanatory diagram 602, when the face of an 
owner of the information processing apparatus 30 can be 
detected from among the faces of the persons, a projection 
image may be emitted to a region around the face of the 
owner. Accordingly, the persons included in the Subject can 
easily perform operation on the projection image. 

Reference is made back to FIG. 37. The execution unit 
306 has a function of executing a predetermined processing 
according to Subjects operation recognized by the recog 
nizing unit 302. The execution unit 306 executes processing 
according to a gesture given by a subject, which is recog 
nized by the recognizing unit 302. For example, when a 
gesture for turning on the flash is recognized as described 
above, the flash of the information processing apparatus 30 
is turned on, and an image capturing processing is executed. 
When the recognizing unit 302 recognizes movement of a 
Subject in a range onto which a projection image is emitted 
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by the emission unit 304, processing corresponding to the 
movement of the Subject in the emitted range may be 
executed. 

For example, as shown in FIG. 39, a projection image 
shown in an explanatory diagram 606 is emitted onto the 
Subject. In this case, as shown in an explanatory diagram 
605, the projection image shown in the explanatory diagram 
606 is emitted onto the subject. Then, as shown in an 
explanatory diagram 607, the image capturing device 12 
captures an image of the Subject onto which the projection 
image is emitted. At this occasion, the recognizing unit 302 
recognizes only the region onto which the projection image 
is emitted. Therefore, the gesture given by the subject can be 
reliably recognized. That is, the recognizing unit 302 does 
not need to recognize predetermined operation in all of 
captured images. The recognizing unit 302 only needs to 
recognize predetermined operation included in a region 608. 
Therefore, processing load can be reduced. 

Subsequently, an example of operation (interaction) per 
formed by a Subject on an emitted projection image will be 
explained with reference to FIGS. 39 to 48. For example, as 
shown in FIG. 40, when the recognizing unit 302 detects a 
certain movement, the recognizing unit 302 may recognize 
that operation is performed on a projection image. For 
example, in an explanatory diagram 610, an icon of a 
graphic image of a camera is emitted, and when movement 
of a hand is detected above the projection image of the icon, 
it is recognized that operation is performed on the projection 
image. When the movement of the hand above the projection 
image of the icon is detected, the color of the projection 
image of the icon is made deeper or the color is changed as 
shown in an explanatory diagram 611. 
As shown in FIG. 41, when a hand coming into the 

projection region to which the icon is projected is detected, 
the recognizing unit 302 may recognize that operation is 
performed on the projection image. Whether the hand enters 
the projection region can be determined based on, for 
example, whether an object Substantially having flesh color 
comes into the region or not. For example, in an explanatory 
diagram 615, an icon of a graphic image of a camera is 
emitted onto a subject, and a determination is made as to 
whether a hand comes into a projection region of the 
projection image of the icon and stays there for a certain 
period or more. For example, as shown in an explanatory 
diagram 616, after the recognizing unit 302 recognizes that 
the hand comes into the projection region of the projection 
image of the icon, the color of the projection image is made 
deeper or the color is changed in a stepwise manner as the 
time passes. 

FIG. 42 shows a case where a projection image is emitted 
to allow a Subject to make a choice from two options. For 
example, as shown in an explanatory diagram 620, when a 
hand coming into the projection region to which the icon is 
projected is detected, a projection image for allowing a 
Subject to make a choice from two options is emitted onto 
the Subject. For example, as shown in an explanatory 
diagram 621, the projection image including “Yes” on the 
left side and “No” on the right side of the icon is emitted. 
Then, as shown in an explanatory diagram 622, when the 
hand is determined to move to the right side from the region 
onto which the icon is projected, it can be determined that 
“Yes” is selected. The execution unit 306 executes process 
ing according to the selection. For example, when whether 
the flash is turned on or not is to be selected, an image 
capturing processing is executed with the flash turned on. 

FIG. 43 shows a case where a projection image is emitted 
to allow a Subject to make a choice from a plurality of 
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options. For example, as shown in an explanatory diagram 
625, when a hand coming into the projection region to which 
a circular icon is projected is detected, a projection image for 
allowing a subject to make a choice from a plurality of 
options is emitted onto the Subject. For example, as shown 
in an explanatory diagram 626, the projection image includ 
ing options shown in a radiating manner from the circular 
icon is emitted. Then, as shown in an explanatory diagram 
627, when a hand is determined to move to any one of the 
regions of the options from the region onto which the icon 
is projected, the option in the region where the hand is 
placed can be recognized as the selected option. The execu 
tion unit 306 executes processing according to the selection. 
For example, when a shooting mode Such as white balance 
and shutter speed for photo shooting is selected in a stepwise 
manner, an image capturing processing is executed in the 
selected shooting mode. 

FIG. 44 is a case where a projection image is changed 
according to movement of a Subject. For example, as shown 
in an explanatory diagram 630, it is assumed that a hand 
coming into the projection region to which a rectangular 
icon is projected is detected, and thereafter, a clenched first 
as shown in an explanatory diagram 631 is detected. When 
the recognizing unit 302 detects movement from an open 
hand to a clenched fist, the recognizing unit 302 determines 
that “grasping action is performed. Then, as shown in an 
explanatory diagram 632, when a hand is moved while the 
'grasping action is performed, the projection image tracks 
the movement. Then, as shown in an explanatory diagram 
634, when it is detected that the state of the hand is changed 
from a clenched State to an opened State, the tracking of the 
projection image is terminated. 

FIG. 45 shows a case where a hand of a subject is 
detected, and a projection image is emitted onto the detected 
hand. For example, as shown in an explanatory diagram 640, 
the palm of the subject is detected. Then, as shown in an 
explanatory diagram 641, the circular projection image is 
emitted onto the region of the palm of the detected hand. In 
this case, the recognizing unit 302 keeps on detecting the 
region of the palm of the hand, and the emission unit 304 
emits the projection image onto the region of the palm So as 
to track the movement of the palm of the hand. 

Then, as shown in an explanatory diagram 642, when the 
palm of the hand moves quickly to go out of the region onto 
which the circular projection image is emitted and go far 
from the region, this may be recognized as operation per 
formed on the projection image for canceling a certain 
processing. As shown in an explanatory diagram 643, when 
movement for clenching the palm of the hand is detected, 
this may be recognized as operation performed on the 
projection image for deciding a certain processing. 

FIG. 46 shows a case where palms of two hands are 
detected, and a projection image is emitted onto the detected 
two hands. For example, as shown in an explanatory dia 
gram 645, the palms of the two hands of the subject are 
detected. Then, as shown in an explanatory diagram 646, a 
projection image is emitted so as to show different options 
on the palms of the two hands, respectively. Then, as shown 
in an explanatory diagram 647, when movement for clench 
ing any one of the hands is detected, this is recognized as 
operation for selecting any one of the options. 

FIG. 47 shows a case where a projection image is changed 
according to rough movement of a subject. For example, as 
shown in an explanatory diagram 650, the positions of both 
hands and the direction of the body of the subject are 
detected, so that movement of the Subject is roughly 
detected. In the explanatory diagram 650, it is detected that 
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the left arm is stretched, and the right arm is bent. For 
example, when processing is executed to change illumina 
tion light according to movement of the Subject, a filter for 
representing the illumination Eight may be moved according 
to the position of the detected hand as shown in an explana 
tory diagram 651. 

FIG. 48 shows a case where a shooting field angle is 
changed according to opposite-like movement of a Subject. 
For example, as shown in an explanatory diagram 655, the 
positions of both hands and movement of the hands of the 
Subject are detected, and a projection image representing the 
shooting field angle is emitted. As described above, move 
ment of the palms of the hands is detected so as to detect 
operation for 'grabbing the emitted shooting field angle 
and operation for “releasing the shooting field angle. Then, 
as shown in an explanatory diagram 656, when the Subject 
grabs and moves the shooting field angle of the projection 
image, the shooting range is moved. 

Accordingly, Zoom-in and Zoom-out can be performed 
during photo shooting according to operation performed by 
the Subject. Zoom-in and Zoom-out processing may be 
performed in response to not only the rough operation of the 
subject as shown in FIG. 48 but also reciprocal movement 
of a hand. An image obtained as a result of Zoom-in or 
Zoom-out may be projected onto a region different from the 
region where the Subject is located. 

FIG. 49 shows a case where a projection image is emitted 
to allow a Subject to perform a predetermined operation 
according to operation of a photographer. For example, in a 
case where the information processing apparatus 30 is 
arranged with a touch panel like the second embodiment, a 
projection image may be emitted according to a photogra 
pher's input to the touch panel. As shown in an explanatory 
diagram 670 of FIG. 49, a photographer touches the touch 
panel of the information processing apparatus 30 to specify 
a position to which a projection image is emitted. Then, as 
shown in an explanatory diagram 671, the projection image 
is emitted to the position specified by the photographer. 
<4-3. Operation of Information Processing Apparatus in 
Detail 
The functions of the control unit of the information 

processing apparatus 30 have been hereinabove explained. 
Subsequently, operation of the information processing appa 
ratus 30 will be explained in detail with reference to FIG. 50. 
FIG. 50 is a flowchart illustrating operation of the informa 
tion processing apparatus 30 in detail. 
As shown in FIG.50, first, a determination is made as to 

whether the projector (emission device 13) is ON or not 
(S402). When the projector is determined to be ON in step 
S402, a determination is made as to whether the projector 
emits a GUI or not (S404). The GUI emitted in step S404 is 
a projection image for allowing a Subject, of which image is 
to be captured, to perform a predetermined operation. 
When the projector is determined to emit the GUI in step 

S404, an image captured by the camera (image capturing 
device 12) is obtained (S406). Then, a gesture recognition is 
performed only in a region showing the GUI emitted in step 
S404 (S408). As described above, when the projector emits 
the GUI of the projection image for allowing the subject to 
perform a predetermined operation, a certain operation is 
performed on the emitted GUI. This means that it is suffi 
cient to recognize operation of the Subject only in the region 
onto which the GUI is emitted. 
When the projector is determined not to emit the GUI in 

step S404, the image captured by the camera (image cap 
turing device 12) is obtained (S410). Then, a gesture rec 
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ognition is performed (S412). In step S412, operation per 
formed by the subject on all over the image obtained in step 
S410 is recognized. 

Then, whether a gesture is recognized or not is determined 
in step S408 or step S412 (S414). When it is determined that 
the gesture recognition is performed in step S414, operation 
is executed according to the content of the recognized 
gesture and the position where the gesture is given (S416). 
For example, the content of the gesture may be closing the 
palm of an open hand and pointing the fingers of a hand to 
a certain direction. For example, when a projection image 
including texts of “Yes and “No” is emitted, and the hand of 
the subject moves to a region of “Yes”, operation is executed 
according to “Yes”. For example, the flash is turned on. 

Then, the GUI is changed or a new GUI is projected so as 
to reflect the result of operation executed in step S416 
(S418). Then, a determination is made as to whether photo 
shooting is performed or not (S420). When it is determined 
that photo shooting is performed in step S420, the projection 
image (GUI) which is to be operated by the subject is erased 
before photo shooting is performed (S422). In step S422. 
erasing the GUI means that the emission device 13 no longer 
emits the projection image. Then, photo shooting is executed 
after the GUI is erased in step S422 (S424). The operation 
of the information processing apparatus 30 has been here 
inabove explained in detail. 
As described above, according to the third embodiment, 

the projection image for allowing the Subject, which is to be 
photographed, to perform a predetermined operation is emit 
ted onto the subject, and operation performed by the subject 
on the emitted projection image is recognized. Then, the 
predetermined processing is executed according to the rec 
ognized operation performed by the subject. Therefore, 
operation performed on the information processing appara 
tus 30. Such as photo shooting processing, can be executed 
according to Subjects interaction with the projection image. 

It should be understood by those skilled in the art that 
various modifications, combinations, Sub-combinations and 
alterations may occur depending on design requirements and 
other factors insofar as they are within the scope of the 
appended claims or the equivalents thereof. 

For example, each step in the processings performed by 
the information processing apparatuses 10, 20, 30 in this 
specification may not be necessarily processed in time-series 
according to an order described in the flowcharts. For 
example, the steps of the processings performed by the 
information processing apparatuses 10, 20, 30 may be 
performed in a different order from the order described in the 
flowcharts, or may be performed in parallel. 
A computer program for causing hardware Such as a CPU, 

a ROM, and a RAM in the information processing appara 
tuses 10, 20, 30 to achieve the same functions as the 
constituent elements of the information processing appara 
tuses 10, 20, 30 may be generated. In addition, a storage 
medium storing the computer program is also provided. 

What is claimed is: 
1. An information processing apparatus comprising: 
circuitry configured to 

acquire a result of detecting an operation of a Subject, 
the operation being made upon a projection image; 

execute an image capturing processing in accordance 
with the acquired result; and 

initiate a changing of display of the projection image in 
relation to a duration of the operation of the subject 
having been made upon the projection image. 

2. The information processing apparatus according to 
claim 1, 

wherein the projection image comprises a shading pattern. 
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3. The information processing apparatus according to 
claim 2, 

wherein the shading pattern is changed to be less or more 
opaque based on the duration of the operation of the 
Subject. 

4. The information processing apparatus according to 
claim 3, 

wherein the shading pattern is changed to be less or more 
opaque in progressive stages of opacity. 

5. The information processing apparatus according to 
claim 2, 

wherein a color of the shading pattern is changed to be 
less or more opaque based on the duration of the 
operation of the Subject. 

6. The information processing apparatus according to 
claim 5, 

wherein the color of the shading pattern is changed to be 
less or more opaque in progressive stages. 

7. The information processing apparatus according to 
claim 2, 

wherein a color of the shading pattern is changed based on 
the duration of the operation of the subject. 

8. The information processing apparatus according to 
claim 1, 

wherein the projection image comprises a first selection 
option, and when the operation of the Subject is 
detected to be made, a second selection option related 
to the first selection option is projected onto a position 
related to the first selection option and the circuitry 
executes a processing in accordance with the second 
Selection option corresponding to a region where the 
subject is placed. 

9. The information processing apparatus according to 
claim 1, 

wherein the operation of the subject is recognized based 
on an image of the Subject captured by an image 
capturing device. 

10. The information processing apparatus according to 
claim 9, 

wherein an object and the Subject are recognized based on 
the image of the Subject captured by the image captur 
ing device, and the projection image is emitted onto a 
region of the object and the Subject. 

11. The information processing apparatus according to 
claim 1, 

wherein the operation of the subject is performed by the 
Subject, onto which the projection image has been 
projected thereon by an emission device emitting the 
projection image. 

12. The information processing apparatus according to 
claim 11, 

wherein the projection image is emitted by the emission 
device in accordance with the operation of the subject. 

13. The information processing apparatus according to 
claim 1, 
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wherein the operation of the Subject is recognized as 

being provided in an emission range onto which the 
projection image is emitted. 

14. The information processing apparatus according to 
claim 13, 

wherein the image capturing processing is executed in 
correspondence with the operation of the subject rec 
ognized in the emission range. 

15. An information processing method being performed 
by an information processing apparatus having a processor, 
the method comprising: 

acquiring a result of detecting a user operation, the 
operation being made upon a projection image: 

executing an image capturing processing in accordance 
with the acquired result; and 

initiating a changing of display of the projection image in 
relation to a duration of the user operation having been 
made upon the projection image. 

16. A non-transitory computer-readable storage medium 
having Stored thereon a program, which when executed by 
a computer causes the computer to execute an information 
processing method, the method comprising: 

acquiring a result of detecting a user operation, the 
operation being made upon a projection image: 

executing an image capturing processing in accordance 
with the acquired result; and 

initiating a changing of display of the projection image in 
relation to a duration of the user operation having been 
made upon the projection image. 

17. The information processing apparatus according to 
claim 1, 

wherein the operation comprises a presenting of an oper 
ating object at a location corresponding to a projection 
location of the projection image. 

18. The information processing apparatus according to 
claim 17, 

wherein the operating object comprises at least a portion 
of a hand of the subject. 

19. The information processing apparatus according to 
claim 1, 

wherein the operation includes a movement of the subject 
that places the Subject into an overlapping condition 
with the projection image. 

20. The information processing apparatus according to 
claim 1, 

wherein the projection image is first displayed, prior to the 
operation of the Subject being made onto the projection 
image. 

21. The information processing apparatus according to 
claim 1, 

wherein the operation is a gesture made onto the projec 
tion image. 


