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(57) ABSTRACT 

An image processing system identifies desired views of a 
particular subject and triggers a mobile camera device in 
proximity to the subject to capture a digital image, thus 
collecting new image data to augment an existing database. 
In an exemplary method, location data for a camera 
equipped mobile communication device in visual proximity 
to a subject of interest is received at an image collection 
server. Upon determining whether the location data corre 
sponds to a desired view of the Subject of interest, the image 
collection server sends an image capture request to the 
mobile device, triggering the user of the device to capture an 
image of the Subject. Finally, digital image data is received 
from the mobile communication device in response to the 
image capture request. The digital image data may then be 
used for assembling a composite representation of the Sub 
ject of interest, such as a 3D model of the subject. 
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1. 

METHODS AND APPARATUS FOR 
COLLECTING IMAGE DATA 

BACKGROUND 

The present invention relates generally to communication 
systems. More specifically, the invention relates to methods 
and apparatus for collecting image data from camera 
equipped communication devices for use in assembling a 
composite representation of a visual Subject. 

With the convergence of Voice and data communication 
networks, portable communication devices are increasingly 
likely to Support several communication modes as well as a 
number of communication-related applications. Single-pur 
pose cellular phones and alphanumeric pagers have given 
way to complex mobile devices Supporting voice commu 
nications, e-mail, and instant messaging. A typical device 
often includes a camera, a music player, and Sound recorder, 
and may include a global positioning system (GPS) receiver. 

In particular, camera-equipped camera phones are ubiq 
uitous in many regions, sparking considerable research 
interest in so-called ubiquitous computing applications that 
exploit the widespread availability of networked cameras. 
Terms like “telepresence,” “tele-reality,” “tele-existence.” 
“tele-immersion,” and the like have been coined to refer to 
technologies that allow a person to experience stimuli as 
though he or she were at a particular remote application. 
Much of the advanced research in these areas focuses on the 
use of networked, mobile, video or still cameras. For 
example, Neil J. McCurdy and William G. Griswold 
describe a systems architecture for providing a “reality 
fly-through,” based on video feeds from networked mobile 
cameras, in their article “A Systems Architecture for Ubiq 
uitous Video, in Proceedings of the 3rd International 
Conference on Mobile Systems, Applications, and Services 
(Seattle, Wash., Jun. 6-8, 2005), ACM, New York, N.Y., 
1-14. 
A related area of research is directed to improved systems 

for organizing, accessing, and viewing large collections of 
digital photographs. A database system for organizing col 
lections of photographs using associated geographic loca 
tion tags is described by Kentaro Toyama, Ron Logan, Asta 
Roseway, and P. Anandan in their article “Geographic Loca 
tion Tags on Digital Images.” in MULTIMEDIA '03: Pro 
ceedings of the 11 ACM International Conference on 
Multimedia, ACM Press, New York, N.Y., USA, 156-166. 
Researchers Noah Snavely, Steven M. Seitz, and Richard 
SZeliski describe a more advanced approach to organizing 
photographs of a point of interest using a three-dimensional 
model, in their article “Photo Tourism: Exploring Photo 
Collections in 3D. ACM Transactions on Graphics (SIG 
GRAPH Proceedings), 25(3), 2006, 835-846. With this 
approach, locations and orientations for each of several 
photographs associated with a particular point of interest are 
automatically computed from the image data itself. The 
various images are combined into a three-dimensional 
model of the point of interest, enabling a unique user 
interface for browsing among the discrete images. 

Finally, additional research is ongoing into "computa 
tional photography, especially into technologies for com 
bining data from several digital images to form a new, 
perhaps improved, digital image. A few of these computa 
tional photography technologies are briefly described by 
Patrick L. Barry in “Pictures Posing Questions. Science 
News, Vol. 171, No. 14, Apr. 7, 2007, 216-17, 219. 
As evidenced by the above-described projects, consider 

able efforts have been devoted to developing image process 
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2 
ing, organization, and presentation technologies. On the 
other hand, far less attention has been devoted to improved 
techniques for gathering digital images in a ubiquitous 
computing environment. 

SUMMARY 

Although various systems for organizing, processing, and 
browsing digital images have been developed, the starting 
point for the development of these systems is generally a 
pre-existing database of digital images, or a pre-defined set 
of image sources. Thus, the developers of these systems tend 
to ignore the process of collecting the images, or organizing 
the image sources. In several telepresence or tele-reality 
applications, augmenting an existing database or set of 
image sources can be useful. For example, as noted above, 
the “photo tourism' system described by Snavely et al. can 
assemble a composite representation of a Subject of interest, 
in this case a three-dimensional (3D) model of a tourist site, 
from a pre-existing database of images, thus allowing a user 
to browse from image to image based upon the perspectives 
from which the images were taken. 

However, an existing database for a particular site is 
unlikely to contain digital images taken from every possible 
perspective, and may lack images from key perspectives, 
such that certain details of the site, which would be visible 
to an ordinary observer actually at the site, are missing from 
the composite representation. Accordingly, in Some embodi 
ments of the invention, an image processing system identi 
fies desired views of a particular Subject and triggers one or 
more mobile camera devices in locations corresponding to 
those desired views to capture an image of the subject of 
interest. In this manner, an imaging processing system can 
“fill in the details of a composite representation of a subject 
of interest, by collecting new image data to augment sparse 
regions of an existing representation. 

Thus, in an exemplary method according to Some embodi 
ments of the present invention, such as might be imple 
mented at an image collection server, location data for a 
camera-equipped mobile communication device in visual 
proximity to a subject of interest is received. Upon deter 
mining whether the location data corresponds to a desired 
view of the subject of interest, the image collection server 
sends an image capture request to the mobile device, thus 
triggering the device to automatically capture an image of 
the Subject or, in Some embodiments, simply encouraging 
the user of the device to capture an image. Finally, digital 
image data is received from the mobile communication 
device in response to the image capture request. The digital 
image data may then be used for assembling a composite 
representation of the subject of interest, such as a 3D model 
of the subject. 

In some embodiments, camera position data correspond 
ing to the digital image data is also received and stored in 
association with the digital image for use in assembling the 
composite representation of the subject of interest. This 
camera position data may comprise camera location data, 
indicating a location for the mobile communication device at 
the time the digital image was captured, or camera orienta 
tion data, indicating the cameras orientation at the time of 
the snapshot, or both. However, in some systems one or both 
of these items may be unnecessary, since, for example, the 
image processing system might instead calculate an esti 
mated position corresponding to the Snapshot, based on the 
image data itself. 

In some embodiments, the image collection server may be 
configured to determine a desired reference position with 
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respect to the Subject of interest, and to form a position 
instruction based on the desired reference position. This 
positioning instruction may be included in the image capture 
request and may comprise reference location data, reference 
orientation data, or both, for use in capturing the digital 
image data. 
An exemplary mobile communication device, according 

to some embodiments, may thus receive the image capture 
request from the image collection server, alert the user of the 
device to the request, and send any Subsequently captured 
digital image data back to the image collection server. In 
those embodiments where the image capture request com 
prises a positioning instruction, the mobile communication 
device may be further configured to provide the user with 
visual cues, using a display of the mobile communication 
device, to aid in capturing the digital image from the desired 
perspective. Thus, Some embodiments of a mobile commu 
nication device may be configured to alter the information 
displayed to the user to reflect the positioning request. For 
example, the mobile communication device may be config 
ured to display one or more orientation guides on the 
display, based on a reference orientation Supplied in the 
positioning instruction and a current orientation for the 
mobile device. Similarly, the mobile device might be con 
figured to display one or more location guides, such as a 
navigational arrow, based on reference location data Sup 
plied in the positioning instruction and the current location 
of the mobile communication device. 
Of course, those skilled in the art will appreciate that the 

present invention is not limited to the above contexts or 
examples, and will recognize additional features and advan 
tages upon reading the following detailed description and 
upon viewing the accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates a communication system according to 
one or more embodiments of the present invention. 

FIG. 2 is a logic flow diagram illustrating an exemplary 
method for collecting image data. 

FIG. 3 is a logic flow diagram illustrating a process for 
providing a mobile communication device with a position 
ing instruction. 

FIG. 4 is a logic flow diagram illustrating an exemplary 
method for collecting image data with a camera-equipped 
mobile communication device. 

FIG. 5 is another logic flow diagram, illustrating exem 
plary processing of a positioning instruction according to 
Some embodiments of the invention. 

FIG. 6 is a block diagram illustrating an image collection 
server according to some embodiments of the invention. 

FIG. 7 is a block diagram illustrating an exemplary 
mobile communication device according to Some embodi 
ments of the invention. 

DETAILED DESCRIPTION 

The present invention is described below in reference to 
a wireless telecommunication system providing Voice and 
data services to a mobile device. Various systems providing 
voice and data services have been deployed, from 2"- 
generation systems such as GSM (providing circuit 
switched communications) and GPRS (providing packet 
switched communications) to 3'-generation systems such 
as those standardized by the 3'-Generation Partnership 
Project (3GPP). Still other systems are currently under 
development. These systems may employ any or several of 
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4 
a number of wireless access technologies, such as Time 
Division Multiple Access (TDMA), Code Division Multiple 
Access (CDMA), Frequency Division Multiple Access 
(FDA), Orthogonal Frequency Division Multiple Access 
(OFDMA), Time Division Duplex (TDD), and Frequency 
Division Duplex (FDD), and so on. The present invention is 
not limited to any specific type of wireless communication 
network or access technology. Indeed, those skilled in the art 
will appreciate that the network configurations discussed 
herein are only illustrative. The invention may be practiced 
with devices accessing voice and/or data networks via 
wireless local area networks (WLANs) as well as wide-area 
wireless networks. 

FIG. 1 illustrates an exemplary communication system 
100 in which the present invention may be employed. 
Mobile devices 110, each of which is equipped with a 
camera, communicates with other devices and servers 
through base station 120, which is connected to wireless 
network 130. Wireless network 130 is in turn connected to 
a public data network (PDN) 135, which may be, for 
example, the Internet. Wireless network 130 is also con 
nected to Public Switched Telephone Network (PSTN) 140. 
Wireless devices 110 can thus communicate with each other 
and with various other devices through the wireless network 
130 and PDN 135 or PSTN 140, including such devices as 
conventional land-line telephone 145, personal computer 
150, and voice-over-Internet-Protocol (VoIP) phone 155. As 
shown in FIG. 1, wireless devices 110 also have access to 
data server 160 via the PDN 135; data server 160 may be 
configured to provide access through PDN 130 to data or 
applications stored in storage device 165. Storage device 
165 may comprise one or more of a variety of data storage 
devices, such as disk drives connected to data server 150 or 
one or more other servers, a Redundant Array of Indepen 
dent Disks (RAID) system, or the like. 

Communication devices 110 may be cordless telephones, 
cellular telephones, personal digital assistants (PDA), com 
municators, computer devices, or the like, and may be 
compatible with any of a variety of communications stan 
dards, such as the Global System for Mobile Communica 
tions (GSM) or one or more of the standards promulgated by 
3GPP. Mobile devices 110 each include a digital camera, for 
capturing still and video images, and may also include a 
digital sound recorder and digital music player application. 
Mobile devices 110 may also support various applications in 
addition to voice communications, such as e-mail, text 
messaging, picture messaging, instant messaging, Video 
conferencing, web browsing, and the like. 

In some embodiments, mobile devices 110 may also 
include a wireless local-area network (WLAN) transceiver 
configured for communication with WLAN access point 
175. WLAN access point 175 is also connected to PDN 135, 
providing communication devices 110 with alternative con 
nectivity to Internet-based resources such as data server 160. 

Also connected to wireless network 130 is location server 
180. Location server 180 is often maintained by the operator 
of wireless network 130, but may be separately adminis 
tered. One function of location server 180 is to determine the 
geographic location of mobile terminals (such as mobile 
devices 110) using the wireless network 130. Location 
information obtained by location server 180 may range from 
information identifying the cell currently serving a mobile 
device 110 to more precise location information obtained 
using Global Positioning System (GPS) technology. Loca 
tion-based services provided by location server 180, either 
by itself or in conjunction with other servers, may include 
the translation of geographic location information (e.g., 
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latitude and longitude) into an address or a place name. 
Thus, location information provided by location server 180 
may indicate that a mobile terminal is at “home', or in 
'Raleigh, instead of or in addition to indicating physical 
coordinates. 

Other technologies, including triangulation methods 
exploiting signals transmitted from or received at several 
base stations, may also be used to obtain location informa 
tion. Triangulation techniques may include Time Difference 
of Arrival (TDOA) technology, which utilizes measurements 
of a mobile's uplink signal at several base stations, or 
Enhanced-Observed Time Difference (E-OTD) technology, 
which utilizes measurements taken at the mobile terminal 
100 of signals sent from several base stations. GPS-based 
technologies may include Assisted GPS, which utilizes 
information about the current status of the GPS satellites 
derived independently of the mobile devices 110 to aid in the 
determination of the terminal's location. Finally, a mobile 
device's location might also be determined from proximate 
resources, such as a beacon transmitted over a short-range 
wireless link from a fixed device near a device user's current 
location. 

In addition to being capable of measuring or otherwise 
determining its location, a mobile device 110 may also be 
capable of determining its orientation, using one or more 
built-in sensors. As used herein, "orientation” may refer 
simply to a direction in which a device is pointed, where the 
direction may comprise only a compass direction or azimuth 
(e.g., NNW, or 323), or may be an azimuth plus an 
elevation. Orientation may also include a measure of “tilt 
or rotation of the device around the direction the device is 
pointing. Those skilled in the art will appreciate that orien 
tation may be recorded and represented in a number of 
formats, whether one, two, or three dimensions are mea 
Sured. A variety of inexpensive electronic sensors are avail 
able for determining the orientation of a device, including 
electronic compasses (e.g., using the KMZ51 or KMZ52 
magneto-resistive sensor from Philips Semiconductors), 
accelerometers (e.g., based on Micro-Electro-Mechanical 
Systems, or MEMS, such as the ADXL330 3-axis acceler 
ometer from Analog Devices), and gyroscopes (e.g., the 
ADXRS614 MEMS gyroscope from Analog Devices). The 
use of orientation detection and/or tilt detection is thus 
becoming quite common in consumer devices, such as 
electronic games. 

Those skilled in the art will appreciate that a multimedia 
device may thus be configured to measure its location and 
orientation while recording image data or other multimedia 
data, and to save location and orientation information in 
association with the recorded multimedia file. Thus, refer 
ring once more to FIG. 1, one or both mobile devices 110 
may capture a digital image of a photographic Subject 190 
(here, the Taj Mahal) and associate the captured image data 
with orientation data and/or location data reflecting the 
camera's position when the snapshot of subject 190 was 
taken. The mobile device may then transmit the digital 
image (along with the orientation data and/or location data) 
to data server 160, which may store the digital image in data 
storage device 165 and/or allow users to view the image at 
display device 170. 
As noted above, various image processing applications 

involve the collection of numerous digital images. In some 
cases, these image processing applications may further 
involve the assembly or maintenance of a composite repre 
sentation of a Subject of interest. For example, an image 
processing application may index images according to an 
association with the Subject of interest, using, for instance, 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

6 
identifying tags associated with the images or geographic 
location data corresponding to the images. In other appli 
cations, assembling the composite representation of the 
subject of interest may involve constructing a 3D model of 
the subject. 

If timely location information corresponding to camera 
equipped mobile communication devices in the proximity of 
the subject of interest is available, then the collection of 
image data for use in assembling these composite represen 
tations may be improved. For instance, an image processing 
application that indexes digital photographs by location may 
be programmed to recognize that a particular location or 
region (which may correspond to a country, a city, or a 
specific address or tourist site) is sparsely represented in the 
database. Upon receiving an indication that a camera 
equipped mobile communication device, e.g., a camera 
phone, is in or near the desired location, the image process 
ing application may then send a message to the mobile 
device, requesting the capture of a digital image to add to the 
database. Although in Some cases this message might trigger 
an automatic image capture by the mobile device, a Suitable 
image is more likely to be collected with the active coop 
eration of the device's user. Thus, in many cases, the image 
capture request is directed to the user of the device. In any 
event, after an image is captured, the digital image is 
transferred to the image processing application, using con 
ventional data communication means. 

In various embodiments, an image collection application 
(which may be part of or tightly coupled to any of the 
specific image processing applications discussed above) 
receives location information corresponding to a particular 
group of camera-equipped mobile communication devices. 
This group may comprise camera-phones belonging to Sub 
scribers associated with the image processing application. 
For example, an online photo-sharing service may solicit 
Volunteers from its users, wherein the Volunteers agree to 
allow the image collection application access to location 
information for their camera-phones. This might comprise a 
general permission, Such that the image collection applica 
tion has continuous and frequent access to the mobile 
device's location. In other situations, the permission may be 
more limited. Such that, for example, the application only 
has access to location information for a mobile device 
during a limited period. Such as during the user's vacation. 

Groups of camera-phones that are “tracked for the pur 
poses of collecting images may be created for a specific 
occasion as well. For example, a tourist group visiting one 
or more particular sites may use an image processing 
application to collect images of the site and assemble a 
composite representation of the site, using, for instance, a 
3D modeling approach Such as was described earlier. In this 
scenario, the group of mobile communication devices that 
are tracked is a limited group defined specifically for this 
purpose—camera-phones for each member of the group may 
be registered with the image processing application. 

Given the preceding examples, those skilled in the art will 
appreciate that an image collection application configured 
according to one or more embodiments of the present 
invention may reside on a server that is geographically 
remote from the one or more photographic Subjects of 
interest. Thus, a server or set of servers physically located in 
one country can receive location information for mobile 
devices at a subject site on the other side of the world. For 
example, a photo tourism application residing on servers in 
the United States may collect location information from 
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mobile devices in the vicinity of the Taj Mahal, process that 
location information, and request the capture of additional 
digital images of the site. 
On the other hand, other embodiments of the invention 

may involve image collection applications executing on a 
device that is physically close to the photographic Subject of 
interest. For instance, an image collection application used 
by a tourist group may reside on a laptop computer or other 
portable device carried by one of the group's members. This 
“master device, which may itself be equipped with a 
camera and thus capable of collecting images, could thus 
coordinate the collection of digital images from “slave' 
devices carried by other members of the group. 
A general method for collecting digital image data asso 

ciated with a Subject of interest from one or more camera 
equipped mobile communication devices in the vicinity of 
the subject of interest is illustrated in FIG. 2. The process 
depicted in FIG. 2, which may be implemented, for example, 
using an image processing and/or image collecting server, 
may be readily understood by the skilled practitioner in view 
of the previously described, non-limiting, examples of 
image processing applications. 
The image collection process illustrated in FIG. 2 begins 

at block 210, with the receiving of location data for a 
camera-equipped mobile communication device. As noted 
above, an image collection server may, in some embodi 
ments of the invention, be configured to receive location 
updates for devices operated by a group of subscribers. The 
image collection server may, for example, be provided with 
periodic updates of each device's location. Alternatively, 
location data may be Supplied to the image collection server 
only in response to a significant change in location for a 
particular device. Those skilled in the art will appreciate that 
the location data may come from the mobile devices them 
selves, in some embodiments, or from a source separate 
from the mobile device itself, such as from a location server 
180. 

In some embodiments, the location data received at the 
image collection server may be associated with a file 
uploaded by the mobile communication device. For 
instance, a device user may capture an image of a tourist 
attraction, and upload it to the image collection server for 
storage. Metadata included in or associated with the image 
file may indicate the location corresponding to the image. In 
Some cases, this metadata may include detailed geographic 
coordinates, such as might be derived from a GPS receiver. 
In other cases, the metadata may include a label or tag that 
indicates a location by name, e.g. “The Taj Mahal,” “Pic 
cadilly Circus,” or “Berlin.” 

At block 220, the location data, whether it comprises 
geographic coordinates or simply a name for a location, is 
analyzed to determine whether the mobile device's location 
is near a desired view of the subject of interest. In some 
cases, this may be as simple as comparing geographic 
location data for the mobile device to one or more pre 
determined areas of interest. For instance, the location data 
might indicate that the mobile device is in Prague, which is 
on a pre-determined list of cities of interest. For a particular 
application, any and all images of the city might be desired. 
In this case, the image collection server might generate a 
message to be sent to the mobile device at block 230, 
requesting that the devices user capture one or more images 
of the city. 

In other applications, the analysis of the location data 
might be more detailed. For instance, the application might 
determine that a particular site in Prague is particularly 
popular (based, for example, on previously Submitted pho 
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tographs, or based on user requests), in which case the 
mobile device may only be of interest if it is at or near that 
particular site. Thus, the application may determine that the 
location data received from the mobile device indicates that 
the device is proximate to the Petrin Gardens, and that any 
snapshot of or from the Petrin Gardens is a desired view. 
Some applications may conduct an even deeper analysis 

of the location data. For example, an image processing 
application that is assembling or maintaining a 3D model of 
a particular subject, e.g., the Taj Mahal, may determine that 
a particular perspective is poorly covered by existing 
images, or not covered at all. Thus, the application may 
determine that one or more views or perspectives of the 
subject are particularly desirable. If the received location 
data indicates that the mobile device is at or near a location 
corresponding to the desired view, then an image capture 
request may be generated and sent to the mobile device, 
again as shown at block 230. 
The image capture request may, in some embodiments of 

the invention, simply comprise a message (e.g., an SMS 
message) directed to the user of the mobile device and 
requesting that the user capture an image of the desired 
Subject. In general, the image capture request may be sent to 
the mobile device using any appropriate protocols. For 
instance, SMS, e-mail, and/or instant messaging technolo 
gies may be used. In some cases, an application-specific 
protocol may be used for sending the image capture 
requests. 

In some embodiments, the image capture request may be 
accompanied by images (or links to images) of other views 
of the subject of interest, or of nearby or related subjects. 
These may be provided to encourage users to Submit more 
images, or specific images, for the server's database. Thus, 
for example, a device user might capture an image of 
Piccadilly Circus and upload it to an online photographic 
storage service. An image collection server associated with 
the service might respond by querying the user whether she 
would like to see photographs of other London sites, along 
with one or more requests for other images of the area. 

In some embodiments, as will be described more fully 
below, the image capture request may include positioning 
instructions to aid the user in capturing a particularly Suit 
able view of the subject. In some embodiments, however, the 
image capture request may be processed automatically by 
the mobile device, automatically triggering an image capture 
by the device. In this latter case, the triggering of the 
Snapshot may be subject to the satisfaction of one or more 
other conditions, e.g., that the device's camera is at or near 
a precise location or oriented in a particular way, that 
lighting conditions are acceptable, or the like. 

Finally, as shown at block 240, digital image data corre 
sponding to the subject of interest is received from the 
mobile device. In some embodiments, the mobile device 
may be configured to automatically transfer digital image 
data as soon as it is captured by the device. In these 
embodiments, the digital image may be transferred using 
any wireless data service available to the device. In other 
embodiments, digital images captured after the image cap 
ture request is received may be stored for later “uploading 
to the image collection server, in which case the transfer may 
use wireless or "wired data communication means. In either 
case, the transfer of one or more digital images to the image 
collection server may be conditional, depending, for 
instance, on whether the image capture conditions match a 
set of conditions specified by the image capture request. 
Furthermore, position data, including the location or orien 
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tation of the camera at the time of the Snapshot, or both, may 
be transferred along with the digital image in some embodi 
mentS. 

As noted above, the image capture request may include a 
positioning instruction for aiding the device or device user 
in capturing a particularly suitable image. (Those skilled in 
the art will appreciate that the image capture request may 
comprise a single message, or a series of messages, any or 
several of which may include the positioning instruction.) 
This positioning instruction may comprise a reference ori 
entation and/or a reference location for the device's camera, 
corresponding to a desired reference position. 

FIG. 3 illustrates an exemplary process for forming a 
positioning instruction and forwarding it to the mobile 
device, beginning at block 310 with the determination of a 
desired reference position. In some cases, the determination 
of a desired reference position may be performed with 
reference to a pre-existing model of a subject of interest. For 
instance, a 3D model of the Taj Mahal, assembled from 
several pre-existing photographs, may include one or more 
perspectives that are poorly covered by existing images, or 
not covered at all. In this case, the image processing appli 
cation may determine a desired reference position based on 
the existing model, determining that one or more particular 
perspectives are desired. From the desired perspective, a 
desired reference position may thus be determined. This 
reference position may include a specific geographic loca 
tion (e.g., latitude, longitude, and altitude), a bounded 
region, or a line radiating outward from the Subject of 
interest. Those skilled in the art will appreciate that the latter 
may be combined with a magnification, or "Zoom,” factor to 
obtain a particular desired view of the subject of interest. 
The desired reference position may also include a desired 
orientation of the camera device. 
At block 320, the reference orientation is compared to the 

current orientation of the user's camera device, as reported 
by the camera device. (Those skilled in the art will appre 
ciate that orientation data may not be available to the image 
processing application in Some embodiments.) Similarly, the 
reference location is compared to the current camera loca 
tion, as shown in block 330. 

At block 340, a positioning instruction is formed, and sent 
to the mobile device at block 350. In some cases, the 
positioning instruction may simply include the reference 
position, which may be indicated by a text label (e.g., “100 
meters from the north side of the Eiffel tower”) or geo 
graphic coordinates. In other cases, the positioning instruc 
tion may be based on the comparison between the reference 
position and reported position information for the mobile 
device (e.g., “100 meters north of your current position, then 
left”). In some embodiments, the positioning instruction 
may be intended for use by a device operator, in which case 
the instruction may comprise text or image data for display 
ing to the user. In other embodiments, the positioning 
instruction may instead be intended for use by the mobile 
device itself. For example, as will be described below in 
more detail, a mobile device may be configured to compare 
a reference position communicated in a positioning instruc 
tion to the device's current position to generate one or more 
guiding aids for the user. 

FIG. 4 illustrates generally a method for collecting image 
data with a camera-equipped mobile communication device, 
beginning, as shown at block 410, with receiving an image 
capture request from a remote device. Such as an image 
collection server. In some embodiments of the invention, the 
image capture request triggers an alert for the user of the 
device, as shown at block 420. Thus, an audible or visual 
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10 
indicator, or both, may be used to alert the user to the image 
capture request. In some embodiments, this alerting step 
may simply comprise alerting the device user that a message 
has been received, in which case the user may be required 
to retrieve the message (from device memory, or from a 
network location) before receiving the details. In other 
embodiments, for example, one or more details of the image 
capture request may automatically appear on a display of the 
device, or a particular audible signal specifically indicating 
an image capture request may be provided for the user. 

After receiving an image capture request, the receiving 
mobile device may monitor the device's status to detect the 
capturing of an image, as shown at block 430. In some cases, 
this monitoring may be subject to a “time-out' period, as 
indicated at block 440. This time-out interval, which may be 
pre-determined or set by the image capture request, provides 
one mechanism for determining the relevance of a particular 
image request to a Subsequently captured image. Thus, an 
image (or images) captured within the time-out period is 
forwarded to the remote device, responsive to the image 
capture request, as shown at block 450. In these embodi 
ments, the process simply ends if the time-out interval 
expires without the capture of an image. 

Those skilled in the art will appreciate that other mecha 
nisms may be used to effectively “filter the images sent to 
the image collection server. For instance, one or more 
quality metrics may be computed for the digital image, and 
compared to a corresponding threshold quality level. Only 
images meeting or exceeding the specified threshold quality 
might be sent in these embodiments. The thresholds may be 
pre-determined, or specified with the image capture 
requests, and may correspond to various attributes associ 
ated with the image. Such as lighting, contrast, and the like. 

Those skilled in the art will also appreciate that informa 
tion associated with the image may also be sent to the image 
collection server, either as part of a digital image file or 
separately. Thus, “metadata” might be sent with the image, 
Such as position data indicating the location and/or orienta 
tion of the camera at the time of the image capture, as shown 
at block 460. Other metadata, such as an identifier for the 
device and/or the device user, the time and/or date of the 
image capture, and the like, may also be sent to the image 
collection server for use in organizing or otherwise process 
ing the transferred image 

In addition to simply requesting that a device or its user 
capture an image, the image capture request may also 
include a positioning instruction, as described earlier. An 
exemplary process for processing Such a positioning instruc 
tion, Suitable for implementation at a camera-equipped 
mobile communication device Such as a camera-phone, is 
thus pictured in FIG. 5. 
The method illustrated in FIG. 5 begins with the receiving 

of a positioning instruction by a mobile device, as shown at 
block 510. As described earlier, the positioning instruction 
may comprise a reference position, including a reference 
orientation and/or a reference location. In the illustrated 
embodiment, the positioning instruction comprises both. 
Thus, at block 520, a current location for the mobile device, 
determined according to any of the mechanisms discussed 
herein, is compared to the reference location included in the 
positioning instruction. Then, as shown at block 530, a user 
display is altered, based on this comparison, to include some 
sort of location guide for use by the device user in finding 
an appropriate location for capturing a Snapshot of the 
subject of interest. 

Similarly, a current orientation for the mobile device, 
derived, for instance, from one or more tilt sensors or 
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accelerometers, is compared to the reference orientation data 
included in the positioning instruction. This is shown at 
block 540. At block 550, the display of the device is again 
altered, to reflect an orientation guide for aiding the user in 
orienting the camera device. 
As will be readily understood by the skilled practitioner, 

the orientation and location guides may employ any of a 
variety of techniques for aiding the user in attaining the 
desired position for the mobile camera device. For instance, 
the orientation guide may comprise one or more visual 
arrow indicators, indicating a direction (and, optionally, a 
magnitude) of rotation. In some embodiments, one indicator 
might indicate a direction of rotation about a vertical axis, 
indicating that the device user must turn to face another 
direction. Another indicator might indicate that the camera 
itself should be rotated, e.g., about one or more horizontal 
axes, to obtain the desired view of the subject of interest. A 
“level line indicating a deviation of the cameras orienta 
tion to a desired orientation might also be used. 

Similarly, any of a variety of visual indicators might also 
be used to guide the device user to a location near the 
reference location. Text instructions might be used, alone or 
in combination with other visual indicators. A simple map 
might be displayed, indicating a direction and/or distance 
between the camera's current location and the reference 
location. Again, arrows or other indicators might also be 
used. 
As was discussed earlier, several of the above-described 

methods may be implemented at an image collection server, 
which may in Some cases be physically distant from any of 
the camera-equipped mobile communication devices and the 
photographic subject of interest. Thus, various embodiments 
of the invention may comprise an image collection server 
implemented using a conventional network-attached server, 
which may in turn be implemented using a general-purpose 
or special-purpose network-connected computer. Other 
embodiments, as suggested above, may be implemented 
using a portable device, including a camera-equipped 
mobile communication device. 

In any case, a block diagram illustrating exemplary func 
tional components of an image collection server according 
to one or more embodiments of the invention is provided in 
FIG. 6. Those skilled in the art will appreciate that the 
pictured server may be configured to implement one or more 
of the methods described above, such as the methods pic 
tured in FIGS. 3 and 4, and may optionally be configured to 
execute one or more other applications or to provide one or 
more other services to the mobile communication devices or 
other networked devices. Thus, for example, image collec 
tion server 600 may comprise a server dedicated to one or 
more of the image collection processes described herein, 
making the results available to one or more other servers that 
provide other image processing functionality. Alternatively, 
image collection server 600 may also be configured to 
execute one or more image processing applications, such as 
the 3D modeling techniques or database organization tech 
niques described above. 

Image collection server 600 comprises at least one pro 
cessing circuit 610 connected to a memory circuit 620 and 
a network interface 630. Memory circuit 620 may include 
one or more non-volatile memory elements, such as flash 
memory, magnetic disk drives, or optical storage devices. 
Network interface 630 enables the processing circuit 610 to 
send and receive data to/from mobile communication 
devices and other network-connected devices via public data 
network 135 and/or wireless network 130. The network 
interface 630 may also provide the processing circuit 610 
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with access to a database stored in an external data storage 
unit, such as the data storage unit 165 described earlier. Such 
a database might be used to store images collected from 
mobile devices or other sources. 

In various embodiments of the present invention, image 
collection server 600 is configured to carry out one or more 
of the methods described above. In particular, processing 
circuit 610 may be configured, using appropriate software 
stored in memory circuit 620, to receive, via communication 
network interface 630, location data for a camera-equipped 
mobile communication device in visual proximity to a 
subject of interest, and to determine whether that location 
data corresponds to a desired view of the subject of interest. 
If so, processing circuit 610 may be further configured to 
send an image capture request to the mobile communication 
device, using network interface 630, and to receive, respon 
sive to the request, digital image data from the mobile 
communication device. 

In Some embodiments, processing circuit 610 may be 
further configured to receive camera position data corre 
sponding to the digital image data, and to store the camera 
position data in association with the digital image data for 
use in assembling a composite representation of the Subject 
of interest. This camera position data may comprise camera 
location data, indicating a location for the mobile device at 
the time the digital image data was captured, or camera 
orientation data, indicating an orientation for the mobile 
device at the time the digital image data was captured, or 
both. 

In Some embodiments, processing circuit 610 may be 
further configured to determine a desired reference position 
with respect to the subject of interest and to form a posi 
tioning instruction based on the desired reference position. 
In Such embodiments, processing circuit 610 may send the 
positioning instruction to the mobile communication device, 
using the communication network interface; the positioning 
instruction may be sent as part of the image capture request. 
The positioning instruction may reference location data, 
reference orientation data, or both, for use in capturing the 
digital image data. 

Those skilled in the art will appreciate that several of the 
methods described above, including especially the methods 
described in reference to FIGS. 4 and 5, may be imple 
mented at a camera-equipped mobile communication 
device. An exemplary mobile device 700 is pictured in FIG. 
7. Those skilled in the art will recognize that the pictured 
mobile device 700 may comprise a mobile telephone, a 
personal digital assistance (PDA) device with mobile tele 
phone capabilities, a laptop computer, or other device with 
communication and camera capabilities. Mobile device 700 
includes a wireless unit 710 configured to communicate with 
other devices using one or more wireless networks, under 
the control of processing circuit 720. Wireless unit 710 may 
be configured for operation with one or more wide-area 
networks, such as a W-CDMA network, or a wireless local 
area network (W-LAN), such as an IEEE 802.11 network. In 
some embodiments, mobile device 700 may also include a 
wired network interface for operation with a wired network, 
Such as an Ethernet interface (not shown). 
Mobile device 700 further comprises location sensor 750 

and orientation sensor 760. In some embodiments, location 
sensor 750 may include a complete GPS receiver capable of 
autonomously determining the device's location. In other 
embodiments, a GPS receiver with less than full function 
ality may be included, for taking measurements of GPS 
signals and reporting the measurements to a network-based 
system for determination of the mobile device's location. In 
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still others, location sensor 750 may be configured to mea 
sure time differences between received cellular signals (or 
other terrestrial signals) for calculation of the device's 
location. In some cases this calculation may be performed by 
the location sensor 750; in others, the results of the mea 
Surements are transmitted to a network-based system, using 
wireless unit 710, for final determination of the device's 
location. Orientation sensor 760 may include one or more 
devices for determining orientation of the device, such as an 
electronic compass, a gyroscope or other device for sensing 
tilt, and the like. One or more of these sensors may be a 
MEMS device, as discussed above. 

Mobile device 700 also includes camera 740 and may 
include various other real-time sensors, such as a micro 
phone (not shown). The camera 740, location sensor 750, 
and orientation sensor 760 are each coupled to and con 
trolled by processing circuit 720. In various embodiments of 
the present invention, processing circuit 720, configured by 
appropriate software stored in memory 730, is configured to 
carry out one or more of the methods described above. In 
particular, processing circuit 720 may be configured to 
receive an image capture request from a remote device, via 
the wireless communication unit and to alert the device's 
user to the image capture request, using a device display 
770. The processing circuit may be further configured to 
send digital image data to the remote device, via the wireless 
communication unit, responsive to user initiation of an 
image capture operation Subsequent to the alert. 

In some embodiments, the image capture request may 
comprise a positioning instruction, in which case processing 
circuit 720 may be configured to alert the user to the image 
capture request by altering the display 770 of the mobile 
communication device based on the positioning instruction. 
In some of these embodiments, the positioning instruction 
may comprise reference orientation data, in which case 
processing circuit 720 may be further configured to alter the 
display 770 of the mobile communication device 700 by 
displaying one or more orientation guides based on the 
reference orientation data and a current orientation for the 
mobile communication device 700. Similarly, in some 
embodiments, the positioning instruction may include ref 
erence location data, in which case processing circuit 720 
may be further configured to alter the display 770 of the 
mobile communication device 700 by displaying one or 
more location guides based on the reference location data 
and a current location for the mobile communication device 
700. Finally, processing circuit 720 may be further config 
ured to send current location data, current orientation data, 
or both, to the remote device, wherein the current location 
data, current orientation data, or both, are obtained from 
location sensor 750 and orientation sensor 760, and indicate 
the position of the mobile communication device 700 at the 
time of the image capture operation. 

Those skilled in the art will appreciate that the various 
functions of image collection server 600 and mobile device 
700 may be implemented with customized or off-the-shelf 
hardware, general purpose or custom processors, or some 
combination. Accordingly, each of the described processing 
blocks may in Some embodiments directly correspond to one 
or more commercially available or custom microprocessors, 
microcontrollers, or digital signal processors. In other 
embodiments, however, two or more of the processing 
blocks or functional elements of server 600 or device 700 
may be implemented on a single processor, while functions 
of other blocks are split between two or more processors. 
One or more of the functional blocks pictured in FIG. 7 or 
8 may also include one or more memory devices containing 
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Software, firmware, and data, including stored media data 
files, for processing multimedia in accordance with one or 
more embodiments of the present invention. Thus, these 
memory devices may include, but are not limited to, the 
following types of devices: cache, ROM, PROM, EPROM, 
EEPROM, flash, SRAM, and DRAM. Those skilled in the 
art will further appreciate that functional blocks and details 
not necessary for an understanding of an invention have 
been omitted from the drawings and discussion herein. 

Those skilled in the art should thus appreciate that the 
present invention broadly provides methods and apparatus 
for collecting digital images associated with a photographic 
subject of interest. Embodiments of the present invention 
include, but are not limited to, the following: 

(a) A method of collecting digital image data associated 
with a subject of interest, comprising: receiving location 
data for a camera-equipped mobile communication device in 
visual proximity to the Subject of interest; determining 
whether the location data corresponds to a desired view of 
the Subject of interest, sending an image capture request to 
the mobile communication device, responsive to said deter 
mining; and receiving digital image data from the mobile 
communication device in response to the image capture 
request. 

(b) A method as in (a), further comprising: receiving 
camera position data corresponding to the digital image data 
and storing the camera position data in association with the 
digital image data for use in assembling a composite repre 
sentation of the subject of interest. 

(c) A method as in (b), wherein the camera position data 
comprises camera location data, indicating a location for the 
mobile communication device at the time the digital image 
data was captured, or camera orientation data, indicating an 
orientation for the mobile communication device at the time 
the digital image data was captured, or both. 

(d) A method as in (a), further comprising: determining a 
desired reference position with respect to the subject of 
interest; forming a positioning instruction based on the 
desired reference position; and sending the positioning 
instruction to the mobile communication device. 

(e) A method as in (d), wherein the positioning instruction 
comprises reference location data, reference orientation 
data, or both, for use in capturing the digital image data. 

(f) An image collection server comprising a communica 
tion network interface and one or more processing circuits 
configured to: receive, via the communication network 
interface, location data for a camera-equipped mobile com 
munication device in visual proximity to a Subject of inter 
est; determine whether the location data corresponds to a 
desired view of the subject of interest; send, using the 
communication network interface, an image capture request 
to the mobile communication device, responsive to said 
determining; and receive, via the communication network 
interface, digital image data from the mobile communication 
device in response to the image capture request. 

(g) An image collection server as in (f), wherein the one 
or more processing circuits are further configured to: receive 
camera position data corresponding to the digital image 
data; and store the camera position data in association with 
the digital image data for use in assembling a composite 
representation of the subject of interest. 

(h) An image collection server as in (g), wherein the 
camera position data comprises camera location data, indi 
cating a location for the mobile communication device at the 
time the digital image data was captured, or camera orien 
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tation data, indicating an orientation for the mobile commu 
nication device at the time the digital image data was 
captured, or both. 

(i) An image collection server as in (f), wherein the one 
or more processing circuits are further configured to: deter 
mine a desired reference position with respect to the subject 
of interest; form a positioning instruction based on the 
desired reference position; and send the positioning instruc 
tion to the mobile communication device, using the com 
munication network interface. 

(j) An image collection server as in (i), wherein the 
positioning instruction comprises reference location data, 
reference orientation data, or both, for use in capturing the 
digital image data. 

(k) A method of collecting image data with a camera 
equipped mobile communication device, comprising: 
receiving an image capture request from a remote device; 
alerting a user of the mobile communication device to the 
image capture request; and sending digital image data to the 
remote device, responsive to user initiation of an image 
capture operation Subsequent to the alert. 

(1) A method as in (k), wherein the image capture request 
comprises a positioning instruction and wherein alerting the 
user to the image capture request comprises altering a 
display of the mobile communication device based on the 
positioning instruction. 

(m) A method as in (1), wherein the positioning instruction 
comprises reference orientation data, and wherein altering 
the display of the mobile communication device comprises 
displaying one or more orientation guides based on the 
reference orientation data and a current orientation for the 
mobile communication device. 

(n) A method as in (1), wherein the positioning instruction 
comprises reference location data, and wherein altering the 
display of the mobile communication device comprises 
displaying one or more location guides based on the refer 
ence location data and a current location for the mobile 
communication device. 

(o) A method as in (k), further comprising sending current 
location data, current orientation data, or both, to the remote 
device, wherein the current location data, current orientation 
data, or both, indicate the position of the mobile communi 
cation device at the time of the image capture operation. 

(p) A mobile communication device, comprising a wire 
less communication unit, an image capture device, a display 
and one or more processing circuits configured to: receive an 
image capture request from a remote device, via the wireless 
communication unit; alert a user of the mobile communica 
tion device to the image capture request, using the display; 
and send digital image data to the remote device, via the 
wireless communication unit, responsive to user initiation of 
an image capture operation Subsequent to the alert. 

(q) A mobile communication device as in (p), wherein the 
image capture request comprises a positioning instruction 
and wherein the one or more processing circuits are config 
ured to alert the user to the image capture request by altering 
a display of the mobile communication device based on the 
positioning instruction. 

(r) A mobile communication device as in (q), wherein the 
positioning instruction comprises reference orientation data, 
and wherein the one or more processing circuits are config 
ured to alter the display of the mobile communication device 
by displaying one or more orientation guides based on the 
reference orientation data and a current orientation for the 
mobile communication device. 

(S) A mobile communication device as in (q), wherein the 
positioning instruction comprises reference location data, 
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and wherein the one or more processing circuits are config 
ured to alter the display of the mobile communication device 
by displaying one or more location guides based on the 
reference location data and a current location for the mobile 
communication device. 

(t) A mobile communication device as in (p), wherein the 
one or more processing circuits are further configured to 
send current location data, current orientation data, or both, 
to the remote device, wherein the current location data, 
current orientation data, or both, indicate the position of the 
mobile communication device at the time of the image 
capture operation. 
The present invention may, of course, be carried out in 

other specific ways than those set forth without departing 
from the scope of the inventive techniques illustrated by the 
specific embodiments illustrated herein. Thus, the present 
invention is not limited to the features and advantages 
detailed in the foregoing description, nor is it limited by the 
accompanying drawings. Indeed, the present invention is 
limited only by the following claims and their legal equiva 
lents. 
What is claimed is: 
1. A method of modifying a three-dimensional model of 

a real-world Subject of interest, comprising: 
determining that a database of digital image data used for 

building the three-dimensional model of the real-world 
subject of interest sparsely represents a desired view of 
the real-world subject of interest; 

receiving location data by an image collection server for 
a mobile communication device in visual proximity to 
the real-world subject of interest; 

determining that the location data corresponds to the 
desired view of the real-world subject of interest; 

sending an image capture request from the image collec 
tion server to the mobile communication device respon 
sive to said determining, said image capture request 
requesting the mobile communication device to capture 
an image of the desired view; and 

receiving digital image data that corresponds to the image 
of the desired view of the real-world subject of interest 
from the mobile communication device in response to 
the image capture request; 

modifying the three-dimensional model of the real-world 
Subject of interest based on the received digital image 
data; 

wherein the image collection server is a master device 
configured to coordinate collection of images by one or 
more slave devices including the mobile communica 
tion device in response to the image collection server 
being within radio communication range of the real 
world subject of interest, the mobile communication 
device, or both. 

2. The method of claim 1, further comprising: 
receiving camera position data corresponding to the digi 

tal image data; and 
storing the camera position data in association with the 

digital image data for use in assembling the three 
dimensional model of the real-world subject of interest. 

3. The method of claim 2, wherein the camera position 
data comprises camera location data, indicating a location 
for the mobile communication device at the time the digital 
image data was captured, or camera orientation data, indi 
cating an orientation for the mobile communication device 
at the time the digital image data was captured, or both. 

4. The method of claim 1, further comprising: 
determining a desired reference position with respect to 

the real-world subject of interest; 
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forming a positioning instruction by the image collection 
server based on the desired reference position; and 

sending the positioning instruction from the image col 
lection server to the mobile communication device. 

5. The method of claim 4, wherein the positioning instruc 
tion comprises reference location data, reference orientation 
data, or both, for use in capturing the digital image data. 

6. The method of claim 1, wherein the image collection 
SeVer 

is configured to coordinate the collection of images in 
further response to the image collection server being in 
visual proximity to the real-world subject of interest; 
and 

comprises a camera configured to capture images. 
7. An image collection server comprising: 
a communication network interface configured to 

exchange signals with a network; and 
one or more processing circuits communicatively coupled 

to the communication network interface and configured 
to: 

determine that a database of digital image data used for 
building a three-dimensional model of the real-world 
subject of interest sparsely represents a desired view 
of the real-world subject of interest; 

receive, via the communication network interface. 
location data for a mobile communication device in 2 
visual proximity to the real-world subject of interest; 

determine that the location data corresponds to the 
desired view of the real-world subject of interest; 

send, using the communication network interface, an 
image capture request to the mobile communication 
device responsive to said determining, said image 
capture request requesting the mobile communica 
tion device to capture an image of the desired view: 
and 

receive, via the communication network interface, digi 
tal image data that corresponds to the image of the 
desired view of the real-world subject of interest 
from the mobile communication device in response 
to the image capture request; 

modifying the three-dimensional model of the real 
world subject of interest based on the received digital 
image data; 
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18 
wherein the image collection server is a master device that 

coordinates collection of images by one or more slave 
devices including the mobile communication device in 
response to the image collection server being within 
radio communication range of the real-world subject of 
interest, the mobile communication device, or both. 

8. The image collection server of claim 7, wherein the one 
or more processing circuits are further configured to: 

receive camera position data corresponding to the digital 
image data; and 

store the camera position data in association with the 
digital image data for use in assembling the three 
dimensional model of the real-world subject of interest. 

9. The image collection server of claim 8, wherein the 
camera position data comprises camera location data, indi 
cating a location for the mobile communication device at the 
time the digital image data was captured, or camera orien 
tation data, indicating an orientation for the mobile commu 
nication device at the time the digital image data was 
captured, or both. 

10. The image collection server of claim 7, wherein the 
one or more processing circuits are further configured to: 

determine a desired reference position with respect to the 
real-world subject of interest; 

form a positioning instruction based on the desired ref 
erence position; and 

send the positioning instruction to the mobile communi 
cation device, using the communication network inter 
face. 

11. The image collection server of claim 10, wherein the 
positioning instruction comprises reference location data, 
reference orientation data, or both, for use in capturing the 
digital image data. 

12. The image collection server of claim 7, wherein the 
image collection server: 

is configured to coordinate the collection of images in 
further response to the image collection server being in 
visual proximity to the real-world subject of interest: 
and 

comprises a camera configured to capture images. 


