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(57) ABSTRACT 

Provided is a method of decoding a low-density parity-check 
code (LDPC). The decoding method including an initializa 
tion process, a check node update process, a variable node 
update process, a tentative decoding process, and a parity 
check process, for a plurality of check nodes and a plurality 
of variable nodes, further includes detecting at least one 
inactive variable nodes that do not require variable node 
update among the variable nodes, the variable node update 
process is performed only on active variable nodes except 
for the inactive variable node, and the check node update 
process is performed without using the inactive variable 
node. 
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1. 

METHOD AND APPARATUS FOR 
DECODNG LOW-DENSITY PARTY CHECK 

CODE 

CROSS-REFERENCE TO RELATED PATENT 
APPLICATION 

This application claims the benefit of Korean Patent 
Application No. 10-2014-0048251, filed on Apr. 22, 2014, in 
the Korean Intellectual Property Office, the disclosure of 
which is incorporated herein in its entirety by reference. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to a decoding calculation, 

and more particularly, to a method and apparatus for decod 
ing a low-density parity-check code (LDPC). 

2. Description of the Related Art 
Recently, as communication technologies have been rap 

idly developed and encoding for higher efficiency has been 
demanded, a low-density parity-check code (LDPC) has 
been on the rise. 
LDPC encoding exhibits error correction capability clos 

est to the channel capacity limit announced by Shannon 
along with turbo encoding among error correction technolo 
gies, has been currently selected and used in the recent 
communication system standard such as Wi-fi (IEEE 
802.11n, 802.11ac), Wigig (IEEE 802.11 ad), 10Gbase-T 
Ethernet (802.3an), etc., and has been actively discussed to 
be selected as next-generation forward error correction 
encoding. 

However, LDPC encoding requires high computational 
load for decoding despite high error correction capability, 
and thus there has been a need for an effective decoding 
method for reducing computational complexity. 

SUMMARY OF THE INVENTION 

The present invention provides a method and apparatus 
for decoding a low-density parity-check code (LDPC) for 
reducing computational complexity while minimizing 
reduction in bit error rate performance. 

According to an aspect of the present invention, there is 
provided a method of decoding a low-density parity-check 
code (LDPC) including an initialization process, a check 
node update process, a variable node update process, a 
tentative decoding process, and a parity check process, for a 
plurality of check nodes and a plurality of variable nodes, 
wherein the method further includes detecting at least one 
inactive variable nodes that do not require variable node 
update among the variable nodes, the variable node update 
process is performed only on active variable nodes except 
for the inactive variable node, and the check node update 
process is performed without using the inactive variable 
node. 
The check node update process may be performed using 

a less number of active variable nodes as a number of times 
of the check node update is increased. 
The variable node update process is performed only on a 

less number of active variable nodes as a number of times of 
the variable node update is increased. 

The check node update process may update the check 
variable message using only the active variable nodes except 
for the inactive variable node and thei" variable node during 
updating of a check-variable message transmitted to the j" 
variable node by an i' check node 
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2 
The check node update process may be performed accord 

ing to Expression 9 below: 

Expression 9 
feV(i)\{ik} (If I) sign(f } X 

where C, represents a check-variable message transmitted 
to a j" variable node by an i' check node, V(i)\} represents 
a set of the remaining variable nodes except for the j' 
variable node connected to the i' check node, V(i)\{jk} 
represents a set of the remaining variable nodes except for 
a j" variable node connected to an i' check node and a k" 
variable node as an inactive variable node, f, is a variable 
check message that is transmitted to ani" check node by the 
remaining variable nodes except for a j" variable node, and 
f, represents a variable-check message transmitted to an th 
check node by the remaining variable nodes except for aj" 
variable node and a k" variable node as an inactive variable 
node. 
The detecting of the at least one inactive variable node 

may be performed based whether a forced convergence 
condition is satisfied. 

According to another aspect of the present invention, 
there is provided an apparatus for decoding a low-density 
parity-check code (LDPC) including an initialization unit for 
performing initialization, a check node updating unit for 
performing check node update, a variable node updating unit 
for performing variable node update, a tentative decoding 
unit for performing tentative decoding, and a parity check 
ing unit for performing parity check, on a plurality of check 
nodes and a plurality of variable nodes, wherein the appa 
ratus further includes an inactive node detector for detecting 
at least one inactive variable nodes that do not require 
variable node update among the variable nodes, the variable 
node updating unit performs the variable node update only 
on active variable nodes except for inactive variable node, 
and the check node updating unit perform the check node 
update without using the inactive variable node. 
The check node updating unit may perform the check 

node update using a less number of active variable nodes as 
a number of times of the check node update is increased. 
The variable node updating unit may perform the variable 

node update only on a less number of active variable nodes 
as a number of times of the variable node update is 
increased. 
The check node updating unit may update the check 

variable message using only the active variable nodes except 
for the inactive variable node and thei" variable node during 
updating of a check-variable message transmitted to the j' 
variable node by an i' check node. 
The check node updating unit may perform the check 

node update according to Expression 9 below: 

Expression 9 
feV(i)\{ik} sign): (If I) 

where C, represents a check-variable message transmitted 
to a j" variable node by an i' check node, V(i)\} represents 
a set of the remaining variable nodes except for the j' 
variable node connected to the i' check node, V(i)\{jk} 
represents a set of the remaining variable nodes except for 
a j" variable node connected to an i' check node and a k" 
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variable node as an inactive variable node, f, is a variable 
check message that is transmitted to ani" check node by the 
remaining variable nodes except for a j" variable node, By 
and represents a variable-check message transmitted to ani" 
check node by the remaining variable nodes except for aj" 
variable node and a k" variable node as an inactive variable 
node. 
The inactive node detector may detect the at least one 

inactive variable node based whether a forced convergence 
condition is satisfied. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The above and other features and advantages of the 
present invention will become more apparent by describing 
in detail exemplary embodiments thereof with reference to 
the attached drawings in which: 

FIG. 1 is a flowchart for explaining a low-density parity 
check code (LDPC) variable node update conventional 
min-Sum algorithm; 

FIG. 2 is a flowchart for explaining an LDPC decoding 
method according to an embodiment of the present inven 
tion; 

FIG. 3 is a diagram for explanation of a check node update 
method according to an embodiment of the present inven 
tion; and 

FIG. 4 is a diagram for explaining an LDPC decoding 
apparatus according to an embodiment of the present inven 
tion. 

DETAILED DESCRIPTION OF THE 
INVENTION 

As the invention allows for various changes and numer 
ous embodiments, particular embodiments will be illustrated 
in the drawings and described in detail in the written 
description. However, this is not intended to limit the present 
invention to particular modes of practice, and it is to be 
appreciated that all changes, equivalents, and Substitutes that 
do not depart from the spirit and technical scope of the 
present invention are encompassed in the present invention. 
In the drawings, like reference numerals refer to like ele 
ments throughout. 
The terms such as “first”, “second, “A”, “B”, etc. are 

used herein merely to describe a variety of constituent 
elements, but the constituent elements are not limited by the 
terms. The terms are used only for the purpose of distin 
guishing one constituent element from another constituent 
element. For example, a first element may be termed a 
second element and a second element may be termed a first 
element without departing from the teachings of the present 
invention. As used herein, the term “and/or includes any 
and all combinations of one or more of the associated listed 
items. 

It will be understood that when an element, such as a 
layer, a region, or a substrate, is referred to as being “on”, 
“connected to’ or “coupled to another element, it may be 
directly on, connected or coupled to the other element or 
intervening elements may be present. In contrast, when an 
element is referred to as being “directly on,” “directly 
connected to’ or “directly coupled to another element or 
layer, there are no intervening elements or layers present. 
The terminology used herein is for the purpose of describ 

ing particular embodiments only and is not intended to be 
limiting of example embodiments. As used herein, the 
singular forms “a,” “an and “the are intended to include 
the plural forms as well, unless the context clearly indicates 
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4 
otherwise. It will be further understood that the terms 
“comprises” or “has used herein specify the presence of 
stated features, integers, steps, operations, members, com 
ponents, and/or groups thereof, but do not preclude the 
presence or addition of one or more other features, integers, 
steps, operations, members, components, and/or groups 
thereof. 

Unless otherwise defined, all terms including technical 
and scientific terms used herein have the same meaning as 
commonly understood by one of ordinary skill in the art to 
which this invention belongs. It will be further understood 
that terms. Such as those defined in commonly used diction 
aries, should be interpreted as having a meaning that is 
consistent with their meaning in the context of the relevant 
art and will not be interpreted in an idealized or overly 
formal sense unless expressly so defined herein. 

Reference will now be made in detail to the exemplary 
embodiments of the present invention with reference to the 
accompanying drawings. 

FIG. 1 is a flowchart for explaining a low-density parity 
check code (LDPC) variable node update conventional 
min-Sum algorithm. 

In this case, the LDPC decoding method may be per 
formed using a parity check matrix H and a Tanner graph 
and the parity check matrix H may be represented as the 
Tanner graph. Check nodes are formed by as much as the 
number of rows in a parity check matrix and variable nodes 
are formed by as much as the number of columns to form the 
Tanner graph. When an element (i,j) of a matrix is 1, an i' 
check node and alj" variable node are connected by an edge 
and are neighboring nodes. 

In operation 110, a decoding apparatus performs initial 
ization in a plurality of check nodes and a plurality of 
variable nodes. 

In detail, initialization is performed in the check nodes 
according to Expression 1 below. 

C.FO Expression 1 i 

In this case, Cl, represents a check-variable message that 
is transmitted to ai" variable node by an i' check node, and 
an initial value of the check-variable message is set to 0 to 
initialize the check nodes. 

Then initialization is performed in the variable nodes 
according to Expression 2 below. 

f3.j = i Expression 2 

2y: 
i = 2 

f, represents a variable-check message transmitted to an 
i" check node by a j" variable node, and an initial value of 
the check-variable message is set to , to initialize the 
variable nodes. In this case, , is induced as posterior 
possibility according to Expression 2 below when possibil 
ity distribution is an input symbol is uniform in an additive 
white Gaussian noise (AWGN) channel, y, represents a 
message value corresponding a j" bit of a received code 
word, and of represents noise variance. 

In operation 120, the decoding apparatus updates the 
check nodes. 
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In more detail, the check nodes perform update according 
to Expression 3 below. 

sign(p; ) Ci; - x min. (If I) 
feV(i)\i 

} Expression 3 

In this case, Cl, represents a check-variable message 
transmitted to ai" variable node by an i' check node, V(i)\j 
represents a set of the remaining variable nodes except for 
a j" variable node connected to the i' check node, and 3. 
represents a variable-check message transmitted to an i' 
check node by the remaining variable nodes except for aj" 
variable node. 

That is, according to Expression 3 above, a sign of C, is 
determined to be negative or positive by multiplying a sign 
of variable-check messages by the remaining variable nodes 
except for a j" variable node connected to an i' check node 
according to a first term, and a minimum value of variable 
check messages f, transmitted to an i' check node by the 
remaining variable nodes except for a j" variable node is a 
message value of C, according to a second term. 

In operation 130, the decoding apparatus updates the 
variable nodes. 

In more detail, the variable nodes perform update accord 
ing to Expression 4 below. 

f3i: = + X Criti Expression 4 

In this case, f, represents a variable-check message 
transmitted to an i” check node by a j" variable node, , 
represents an initial value of the variable-check message, 
C(i)\i represents a set of the remaining check nodes except 
for an i' check node connected to ai" variable node, and C,i 
represents check-variable messages transmitted to a j" vari 
able node by the remaining check nodes except for an i' 
check node. 

That is, according to Expression 4 above, B, is calculated 
by Summing a value obtained by Summing check-variable 
messages C, transmitted to a j" variable node by the 
remaining check nodes except for an i' check node and an 
initial value , of a variable-check message, through which 
the variable node performs update. 

In operation 140, the decoding apparatus performs deci 
sion on a coded value generated via tentative decoding. 

In more detail, a decision procedure for the tentative 
decoded value generated via the tentative decoding is per 
formed according to Expressions 5 and 6 below. 

First, a procedure for calculating the tentative decoded 
value is performed according to Expression 5 below. 

3.j = + X Ci; Expression 5 
ie C(i) 

In this case, Z, represents a tentative decoded value gen 
erated via tentative decoding in a j" variable node, W, 
represents an initial value of a variable-check message, and 
C(i) represents a set of check nodes connected to a j" 
variable node. 

That is, according to Expression 5 above, Z, is calculated 
by Summing a value obtained by Summing check-variable 
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6 
messages C, transmitted to a j" variable node by all check 
nodes and an initial value , of a variable-check message. 
Then decision for a tentative decoded value Z, is per 

formed according to Expression 6 below. 

In this case, X, represents a decision result value for a 
tentative decoded value and the decision result value x, is 
determined based whether a sign of the tentative decoded 
value Z, is negative or positive. 

In operation 150, the decoding apparatus performs parity 
check to determine whether a decoding stop condition is 
satisfied. 

In more detail, parity check is performed according to 
Expression 7 below. 

1, if z is 0 
0, if z > 0 

Expression 6 

{C. = 0, then end decoding Expression 7 
&H + 0, then go back CNU 

That is, according to Expression 7 above, whether the 
decoding stop condition is satisfied is determined by deter 
mining whether &H' obtained by multiplying a decision 
result value x, by a matrix H' obtained by transposing a 
parity check matrix H is 0. 
When the decoding stop condition is not determined to be 

satisfied, the method returns to a check node update (CNU) 
process of operation 120 and the check node update (CNU) 
process and a variable node update (VNU) process are 
performed again. 

In operation 160, upon determining that the decoding stop 
condition is satisfied via parity check, the decoding appa 
ratus stops decoding calculation including check node 
update and variable node update. 

In an LDPC decoding method according to a conventional 
min-Sum algorithm, when the decoding stop condition 
described with reference to FIG. 1 is not satisfied, check 
node unit update and variable node unit update need to be 
maintained until the decoding stop condition is satisfied, and 
thus a problem arises in terms of significantly high compu 
tational load. 

FIG. 2 is a flowchart for explaining an LDPC decoding 
method according to an embodiment of the present inven 
tion. 

In operation 210, the decoding apparatus performs ini 
tialization in a plurality of check nodes and a plurality of 
variable nodes. 
The initialization for the check node and variable node, 

performed in operation 210, is the same as in operation 110. 
and thus a detailed description thereof will be omitted 
herein. In addition, hereinafter, a detailed description of the 
same operations as in FIG. 1 will be omitted here. 

In operation 220, the decoding apparatus detects at least 
one inactive variable node that does not require variable 
node update among a plurality of variable nodes. 

In more detail, the inactive variable node may be per 
formed according to Expression 8 below. 

|z|>t, Expression 8 

That is, in Expression 8 above, an absolute value of a 
tentative decoded value Z, represents reliability correspond 
ing a j' bit of a receive code word. In this regard, when the 
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reliability of the message value corresponding to a j' bit of 
the code word is a threshold valuet, or more, it is determined 
that the reliability converges into a high reliability value and 
aj" variable node is detected as the inactive variable node. 
Such a condition is referred to as a forced convergence 
condition, and when Z, is a threshold value t, or more, it is 
determined that the forced convergence condition is satis 
fied, and a j" variable node is detected as the inactive 
variable node. 

That is, a plurality of variable nodes determines that 
decoding has been already completed on variable nodes that 
converge into a high reliability value, based on the fact that 
the reliability value converges into a high reliability value 
after several number of times of iterative decoding and 
configures corresponding variable nodes as inactive nodes 
So as not to perform updating calculation in the remaining 
iterative decoding. 

However, when an inactive variable node is detected 
immediately after initialization is performed on check nodes 
and variable nodes, the inactive variable node may not be 
present because iterative decoding has not been performed. 

In operation 230, the decoding apparatus updates check 
nodes without using the inactive variable node. 

In more detail, the decoding apparatus according to an 
embodiment of the present invention updates check nodes 
according to Expression 9 below. 

In this case, Cl, represents a check-variable message 
transmitted to ai" variable node by an i' check node, V(i)\j 
represents a set of the remaining variable nodes except for 
the j" variable node connected to the i' check node, V(i)\ 
{jk} represents a set of the remaining variable nodes except 
for a j" variable node connected to an i' check node and a 
k" variable node as an inactive variable node, B, is a 
variable-check message that is transmitted to an i' check 
node by the remaining variable nodes except for a j" 
variable node, and B, represents a variable-check message 
transmitted to an i' check node by the remaining variable 
nodes except for aj" variable node and a k" variable node 
as an inactive variable node. 

That is, according to Expression 9 above, a sign of C, is 
determined to be negative or positive by multiplying a sign 
of variable-check messages by the remaining variable nodes 
except for a j" variable node connected to an i' check node 
according to a first term, and a minimum value of variable 
check messages f, transmitted to an i' check node by the 
remaining variable nodes except for a j" variable node and 
a k" variable node as an inactive variable node is a message 
value of C, according to a second term. 

In this case, when a number of times of iterative decoding 
is increased such that a number of times of check node 
update and variable node update is increased, the number of 
inactive variable nodes that satisfy the forced convergence 
condition is increased. Thus check node update is performed 
using a less number of active variable nodes whenever a 
number of times of iterative decoding is increased, and 
accordingly computational load according to check node 
update is reduced whenever a number of times of iterative 
decoding is increased. 

According to a scheme of conventional technologies, in 
order to reduce computational load during check node 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

8 
update, whether a forced convergence condition is satisfied 
is also determined for check nodes, a check node that 
satisfies the forced convergence condition is configured as 
an inactive check node, and the check node update is not 
performed any more. As such, a scheme for reducing decod 
ing computational load by inactivating both the check node 
and the variable node which satisfy the forced convergence 
condition based on whether both the check node and the 
variable node satisfy the forced convergence condition, 
forced convergence condition may be referred to as a forced 
convergence scheme. 
The conventional forced convergence scheme uses a 

check node updating method and a variable node updating 
method in the min-sum algorithm of FIG. 1, determines 
whether a forced convergence condition is satisfied accord 
ing to Expression 8 above to detect an inactive variable 
node, and detects an inactive check node according to 
Expression 10 below. 

min(fi) > t. Expression 10 jew(i) 

That is, when a variable-check message having a mini 
mum value among variable-check messages f, used to 
update ani" check node has a threshold valuet or more, the 
i" check node is detected as an inactive check node and 
check node update is not performed any more. When the i' 
check node does not satisfy the forced convergence condi 
tion of Expression 10, the check node update is continuously 
performed until the forced convergence condition is satis 
fied. 

However, even if the conventional forced convergence 
scheme has reduced decoding computational load compared 
with the min-sum algorithm of FIG. 1, the reduced decoding 
computational load is very insignificant, as seen from Table 
1 below, and thus it is hard to consider that decoding 
computational load is reduced in reality. 

TABLE 1. 

SNR 

t 2 dB 2.5 dB 3 dB 3.5 dB 4 dB 

5 O% O.OO29.05% O.OO906.7% OO1568.1% O.013738 
6 O% O.OOO626% O.OOO848%. O.OO114.8% O.OO1498 
7 O% O.OOOO17% O.OOO2.79% OOOOO65% O.OOO41% 

Table 1 above shows the possibility that B, greater than t, 
is selected as a minimum value during check node update 
calculation when a maximum number of times of iterative 
decoding is limited to 5. As shown in Table 1 above, when 
a signal to noise (SNR) is in the range of 2 dB to 4 dB, 
average selection possibility is 0.0082782% if t is 5, aver 
age selection possibility is 0.000824% if t is 6, and average 
selection possibility is 0.0000804% if t is 7. As seen from 
Table 1 above, the selection possibility is equal to or less 
than about 0.01% under each condition. Thus it is seen that 
there is very low possibility that B, that exceeds t, is selected 
as a minimum value. 
When the forced convergence scheme is applied to the 

min-Sum algorithm, t of Expression 7 above and t of 
Expression 10 above use the same value in general. When 
the very low possibility that f, that exceeds t, is selected as 
a minimum value, this means that a minimum value of B, of 
the check node update calculation barely exceeds t. This 
means that the forced convergence condition of Expression 
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10 above for determining whether the check nodes are 
inactivated is barely satisfied. That is, according to the 
forced convergence scheme, when a maximum number of 
times of iterative decoding is low, the number of inactivated 
check nodes is low, and thus, computational complexity of 
check nodes may not be effectively reduced. 

However, according to an embodiment of the present 
invention, check nodes are partially inactivated to reduce 
computational load caused by check node update via a 
method of excluding inactive variable nodes from a mini 
mum value candidate off, according to Expression 9 above 
during check node update without using a separate forced 
convergence condition for determining whether check nodes 
are inactivated. In this case, when all variable nodes con 
nected to a check node are inactive variable node, the check 
node is an inactive check node. 

That is, in the conventional forced convergence scheme, 
check node update calculation is performed using all vari 
able nodes connected to a check node until the check node 
satisfies the forced convergence condition of Expression 10 
above and becomes an inactive check node, thereby increas 
ing computational load. However, according to an embodi 
ment of the present invention, as a number of times of check 
node update calculation (a number of times of iterative 
decoding) is increased, the number of inactive variable 
nodes is increased, the number of active variable nodes used 
for check node update calculation is reduced, and thus 
computational complexity of the check node update calcu 
lation is gradually reduced. 

Table 2 below shows a conventional forced convergence 
scheme and a decoding computational load reduction ratio 
according to the present invention, compared with the con 
ventional min-Sum algorithm. 

TABLE 2 

SNR = 2 dB 
Computational 

SNR = 3 dB 
Computational 

SNR = 4 dB 
Computational 

load reduction load reduction load reduction 
Algorithm (t. t.) ratio ratio ratio 

Min-sum (-, -) 
algorithm 
forced (7, 7) O% O% O.1% 
convergence 
Scheme 
The present (7, -) 17.1796 29.49% 20.07% 
invention 

In Table 2 above, the min-Sum algorithm does not use 
both t and t, the forced convergence scheme uses both ty 
and t, the present invention uses only t, and t and t are 
configured as 7 and 7 and then computational load reduction 
ratios are compared. 

Based on this, according to the forced convergence 
scheme, it is analyzed that computational load is barely 
reduced compared with the min-Sum algorithm. In addition, 
as seen from Table 2 above, according to the present 
invention, when SNR is 2 dB, 3 dB, and 4 dB, a computa 
tional load reduction effect may be achieved by as much as 
17.17%, 29.49%, and 20.08%, respectively, compared with 
the min-Sum algorithm. 

In addition, comparing bit error rate (BER) performance 
of the min-Sum algorithm, the forced convergence Scheme, 
and the present invention under the aforementioned condi 
tion, it is analyzed that there is barely BER performance 
difference therebetween. It may be seen from decoding 
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10 
computational load may be reduced while minimizing 
reduction in BER performance according to an embodiment 
of the present invention. 

In operation 240, variable node update is performed only 
on active variable nodes except for an inactive variable 
node. 

In this case, when a number of times of variable node 
update is increased such that the number of inactive variable 
nodes is increased, the number of active variable nodes is 
increased, and variable node update is performed only on a 
less number of active variable nodes whenever a number of 
times of variable node update is increased, thereby reducing 
decoding computational load. 

However, when an inactive variable node detection is 
tried immediately after initialization is performed on check 
nodes and variable nodes, inactive the inactive variable node 
may not be present because iterative decoding has not been 
performed, and thus, an inactive variable node excluded 
from variable node update calculation may also not be 
present. 

In operation 250, the decoding apparatus performs deci 
sion on an encoded value generated via tentative decoding. 

In operation 260, the decoding apparatus perform parity 
check to determine whether the decoding stop condition is 
satisfied. 
When it is determined that the decoding stop condition is 

not satisfied, the method returns to operation 220 and 
inactive variable node detection, check node update, and 
variable node update are re-performed. 

In operation 270, upon determining whether the decoding 
stop condition is satisfied via parity check, the decoding 
apparatus stops decoding calculation including check node 
update and variable node update. 

FIG. 3 is a diagram for explanation of a check node update 
method according to an embodiment of the present inven 
tion. 

In FIG.3.j", 1", and m” variable nodes as active variable 
nodes are each indicated by a circular node, a k" variable 
node is indicated as an inactive variable node, and an i' 
check node is indicated as a tetragonal node. In addition.j", 
1", and m” variable nodes as active variable node and ani" 
check node are connected by an edge of a solid line, and a 
k" variable node as an inactive variable node and an i” 
check node are connected by an inactive edge of a dotted 
line. 

Here, C, C, C, and C, are check-variable messages 
transmitted to variable nodes by check nodes, and f, f, 
f, and f, are variable-check messages transmitted to 
check nodes by variable nodes. 

In FIG. 3, it is assumed that a k" variable node as an 
inactive variable node is determined as an inactive variable 
node because |Z is greater than t according to Expression 
8 above. 

In this case, according to an embodiment of the present 
invention, C, as one of resulting values of check node update 
calculation is calculated using only two values, that is, B, as 
a variable-check message transmitted to check nodes by an 
i" variable node and f, as a variable-check message trans 
mitted to check nodes by an m” variable node. This is 
because the check node update calculation is performed 
according to Expression 9 above and f, as a variable-check 
message transmitted to check nodes by a j" variable node 
and B, as a variable-check message transmitted to check 
nodes by a k" variable node as an inactive variable node are 
excluded from the check node update calculation according 
to Expression 9 above. 



US 9,503,124 B2 
11 

Since a k" variable node is an inactive variable node, 
variable node update calculation is not required and thus an 
i' check node does not have to calculate check-variable 
message C, required for variable node update calculation of 
a k" variable node. 

In short, according to an embodiment of the present 
invention, when an inactive variable node is present, a check 
node connected to the inactive variable node does not have 
to calculate a check-variable message to be transmitted to 
the inactive variable node and does not also have to consider 
a variable-check message to be transmitted to check nodes 
by the inactive variable node during the check node update 
calculation, and thus decoding computational load is 
reduced. 

FIG. 4 is a diagram for explaining an LDPC decoding 
apparatus according to an embodiment of the present inven 
tion. 

Referring to FIG.4, an LDPC decoding apparatus accord 
ing to an embodiment of the present invention includes an 
initialization unit 410, an inactive node detector 420, a check 
node updating unit 430, a variable node updating unit 440, 
a tentative decoding unit 450, and a parity checking unit 460. 
The initialization unit 410 performs initialization on a 

plurality of check nodes and a plurality of variable nodes. 
The inactive node detector 420 detects at least one inac 

tive variable node that does not require variable node update 
among a plurality of variable nodes. 
The check node updating unit 430 performs check node 

update without using the detected inactive variable node. 
The variable node updating unit 440 updates variable 

nodes only for active variable nodes except for the detected 
inactive variable node. 
The tentative decoding unit 450 performs decision on a 

decoded value generated via tentative decoding. 
The parity checking unit 460 performs parity check and 

determines whether a decoding stop condition is satisfied. 
In this case, upon determining whether the decoding stop 

condition is not satisfied, the parity checking unit 460 
requests the inactive node detector 420 to detect an inactive 
variable node. 
As such, the inactive node detector 420, the check node 

updating unit 430, the variable node updating unit 440, the 
tentative decoding unit 450, and the parity checking unit 460 
sequentially and repeatedly perform operations and perform 
decoding calculation until the decoding stop condition is 
satisfied. 

However, as the determination result of the parity check 
ing unit 460, when it is determined that the decoding stop 
condition is satisfied, all decoding calculations are termi 
nated. 

According to an embodiment of the present invention, 
check nodes are partially inactivated in consideration of 
inactivated variable node to reduce computational load 
required for check node update, thereby reducing LDPC 
decoding computational load while minimizing reduction in 
bit error ratio performance. 

The embodiments of the present invention may be written 
as computer programs and can be implemented in general 
use digital computers that execute the programs using a 
computer readable recording medium. 

Examples of the computer readable recording medium 
include magnetic storage media (e.g., ROMs, floppy disks, 
hard disks, etc.) and optical recording media (e.g., CD 
ROMs, or DVDs). 

While the present invention has been particularly shown 
and described with reference to exemplary embodiments 
thereof, it will be understood by those of ordinary skill in the 
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art that various changes in form and details may be made 
therein without departing from the spirit and scope of the 
present invention as defined by the following claims. 

What is claimed is: 
1. A method of decoding a low-density parity-check code 

(LDPC) by a processor in an apparatus for performing the 
same, comprising: 

an initialization process of initializing a plurality of check 
nodes and a plurality of variable nodes by initializing 
check-variable messages and variable-check messages, 
both of which are for calculating the check nodes and 
the variable nodes, 

a check node update process of updating the check nodes 
using the variable-check messages, 

a variable node update process of updating the variable 
nodes using initial values of the variable-check mes 
Sages and the check-variable messages, 

a tentative decoding process of performing tentative 
decoding using the initial values of the variable-check 
messages and the check-variable messages, and 

a parity check process of determining whether a decoding 
stop condition is satisfied using results of the tentative 
decoding and a parity check matrix which represents 
the connectivity between the plurality of check nodes 
and the plurality of variable nodes, wherein: 

the method further comprises detecting at least one inac 
tive variable nodes using the results of the tentative 
decoding and a threshold value among the variable 
nodes between the initialization process and the check 
node update process; 

the variable node update process is performed only on 
active variable nodes except for the inactive variable 
node; and 

the check node update process is performed only using the 
active variable nodes; and 

the method is implemented as a computer readable code 
in a data storage device. 

2. The method according to claim 1, wherein the check 
node update process is performed using a less number of 
active variable nodes as a number of times of the check node 
update is increased. 

3. The method according to claim 1, wherein the variable 
node update process is performed only on a less number of 
active variable nodes as a number of times of the variable 
node update is increased. 

4. The method according to claim 1, wherein the check 
node update process updates the check-variable message 
using only the active variable nodes except for the inactive 
variable node and the j" variable node during updating of a 
check-variable message transmitted to the j" variable node 
by an i' check node. 

5. The method according to claim 1, wherein the check 
node update process is performed according to Expression 9 
below: 

Expression 9 
fe V(i)\{ik} sign): (If I) 

where C, represents a check-variable message transmitted 
to a jth variable node by an ith check node, V(i)\j 
represents a set of the remaining variable nodes except 
for the jth variable node connected to the ith check 
node, V(i)\{jk} represents a set of the remaining 
variable nodes except for a jth variable node connected 
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to an ith check node and a kth variable node as an 

inactive variable node, f, is a variable-check message 
that is transmitted to an ith check node by the remaining 
variable nodes except for a jth variable node, and f, 
represents a variable-check message transmitted to an 
ith check node by the remaining variable nodes except 
for a jth variable node and a kth variable node as an 
inactive variable node. 

6. The method according to claim 1, wherein the detecting 
of the at least one inactive variable node is performed based 
whether a forced convergence condition is satisfied. 

7. An apparatus for decoding a low-density parity-check 
code (LDPC) comprising: 

an initialization unit for performing initialization of a 
plurality of check nodes and a plurality of variable 
nodes by initializing check-variable messages and vari 
able-check messages which are used for calculating the 
check nodes and the variable nodes, 

a check node updating unit for performing check node 
update using the variable-check messages, 

a variable node updating unit for performing variable 
node update using initial values of the variable-check 
messages and the check-variable messages, 

a tentative decoding unit for performing tentative decod 
ing using the initial values of the variable-check mes 
Sages and the check-variable messages, and 

a parity checking unit for performing parity check by 
determining whether a decoding stop condition is sat 
isfied using results of the tentative decoding and a 
parity check matrix which represents the connectivity 
between the plurality of check nodes and the plurality 
of variable nodes, 

wherein: 
the apparatus further comprises an inactive node detec 

tor for detecting at least one inactive variable nodes 
using the results of the tentative decoding and a 
threshold value among the variable nodes; 

the variable node updating unit performs the variable 
node update only on active variable nodes except for 
inactive variable node; and 

the check node updating unit performs the check node 
update only using the active variable nodes. 
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8. The apparatus according to claim 7, wherein the check 

node updating unit performs the check node update using a 
less number of active variable nodes as a number of times of 
the check node update is increased. 

9. The apparatus according to claim 7, wherein the 
variable node updating unit performs the variable node 
update only on a less number of active variable nodes as a 
number of times of the variable node update is increased. 

10. The apparatus according to claim 7, wherein the check 
node updating unit updates the check-variable message 
using only the active variable nodes except for the inactive 
variable node and the jth variable node during updating of a 
check-variable message transmitted to the jai Variable node 
by an ith check node. 

11. The apparatus according to claim 7, wherein the check 
node updating unit performs the check node update accord 
ing to Expression 9 below: 

Expression 9 

where C, represents a check-variable message transmitted 
to a jth variable node by an ith check node, V(i)\j 
represents a set of the remaining variable nodes except 
for the jth variable node connected to the ith check 
node, V(i)\{ik} represents a set of the remaining 
variable nodes except for a jth variable node connected 
to an ith check node and a kth variable node as an 
inactive variable node, f, is a variable-check message 
that is transmitted to an ith check node by the remaining 
variable nodes except for a jth variable node, and ?, 
represents a variable-check message transmitted to an 
ith check node by the remaining variable nodes except 
for a jth variable node and a kth variable node as an 
inactive variable node. 

12. The apparatus according to claim 7, wherein the 
inactive 5 node detector detects the at least one inactive 
variable node based whether a forced convergence condition 
is satisfied. 


