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SOCIAL MEDIA USER RECOMMENDATION 
SYSTEMAND METHOD 

FIELD OF THE DISCLOSURE 

This disclosure relates to social media user recommen 
dation, and more particularly to making Social media user 
recommendations from users topical interests identified 
from words used in Social media messages. 

10 

BACKGROUND 

The internet has become a mechanism for interactive 
dialogue among internet users. Electronic mail, or email, 
microblog, and web log, or blog, are examples of tools that 15 
users have used to communicate. Another type of commu 
nication that is used is short text based communication, e.g., 
texting. Much of the communication is between users that 
have some previously-known connection, e.g., a Social con 
nection. A Social network, or other type of social structure, 20 
is composed of entities that have some type of established 
connection, e.g., via a friendship, work, church, etc. User 
communication, including text based communication, is 
limited to the user's social network. 

25 

SUMMARY 

What is needed is a mechanism to recommend users, e.g., 
new friends, to a target user based on topical interests. The 
present disclosure seeks to address failings in the art and to 30 
provide a recommendation system and method of user 
recommendation. In accordance with one or more embodi 
ments, a user recommendation is made to a target user, the 
recommendation identifying one or more other users deter 
mined to have similar topical interest(s) with the target user. 35 
The target user can use the user recommendation to establish 
an interactive dialogue, for example, with one or more users 
identified in the user recommendation. The user is provided 
with a potential audience that includes users previously 
unknown to the user. In accordance with one or more Such 40 
embodiments, each user can be represented by a mixture of 
topics, e.g., one or more topics, and a probability of interest 
in each topic in the mixture, and given the target user, one 
or more other users can be recommended, each user that is 
recommended to the target user is determined to have a 45 
topical interest similarity with the target user, e.g., the target 
users interest in one or more topics of the mixtures of topics 
is determined to be similar to a recommended interest in the 
one or more topics of the mixture of topics. The target user 
and the one or more recommended users can be said to have 50 
similar topical interests. 

Disclosed herein, in accordance with one or more 
embodiments, is a method comprising generating, via at 
least one processor, a plurality of Social-media message 
aggregates, each Social-media message aggregate corre- 55 
sponding to a user of a plurality of users, the user's Social 
media message aggregate being generated from a plurality 
of the user's Social-media messages; determining, via the at 
least one processor, a plurality of topics using the plurality 
of Social-media message aggregates; generating, Via the at 60 
least one processor, a plurality of interest distributions, each 
interest distribution corresponding to one of the users of the 
plurality of users, the user's interest distribution being 
generated using the users Social-media message aggregate 
and identifying the user's level of interest in each of the 65 
plurality of topics; identifying, via the at least one processor 
and for a target user, at least one other user of the plurality 

2 
of users having a similar topical interest with the target user, 
the identifying using the interest distribution of the target 
user and the interest distribution of the at least one other 
user, and causing, via the at least one processor, a user 
recommendation to be transmitted to the target user, the user 
recommendation comprising the at least one other user of 
the plurality of users having a similar topical interest with 
the target user. 

In accordance with one more embodiments, a system is 
disclosed. The system comprising at least one computing 
device comprising one or more processors to execute and 
memory to store instructions to generate a plurality of 
Social-media message aggregates, each Social-media mes 
sage aggregate corresponding to a user of a plurality of 
users, the user's Social-media message aggregate being 
generated from a plurality of the user's Social-media mes 
sages; determine a plurality of topics using the plurality of 
Social-media message aggregates; generate a plurality of 
interest distributions, each interest distribution correspond 
ing to one of the users of the plurality of users, the user's 
interest distribution being generated using the user's Social 
media message aggregate and identifying the user's level of 
interest in each of the plurality of topics; identify, for a target 
user, at least one other user of the plurality of users having 
a similar topical interest with the target user, the identifying 
using the interest distribution of the target user and the 
interest distribution of the at least one other user; and cause 
a user recommendation to be transmitted to the target user, 
the user recommendation comprising the at least one other 
user of the plurality of users having a similar topical interest 
with the target user. 
A computer readable non-transitory storage medium for 

tangibly storing thereon computer readable instructions that 
when executed cause, in accordance with at least one 
embodiment, at least one processor to generate a plurality of 
Social-media message aggregates, each Social-media mes 
sage aggregate corresponding to a user of a plurality of 
users, the user's Social-media message aggregate being 
generated from a plurality of the user's Social-media mes 
sages; determine a plurality of topics using the plurality of 
Social-media message aggregates; generate a plurality of 
interest distributions, each interest distribution correspond 
ing to one of the users of the plurality of users, the user's 
interest distribution being generated using the user's Social 
media message aggregate and identifying the user's level of 
interest in each of the plurality of topics; identify, for a target 
user, at least one other user of the plurality of users having 
a similar topical interest with the target user, the identifying 
using the interest distribution of the target user and the 
interest distribution of the at least one other user; and cause 
a user recommendation to be transmitted to the target user, 
the user recommendation comprising the at least one other 
user of the plurality of users having a similar topical interest 
with the target user. 

In accordance with one or more embodiments, a system is 
provided that comprises one or more computing devices 
configured to provide functionality in accordance with Such 
embodiments. In accordance with one or more embodi 
ments, functionality is embodied in steps of a method 
performed by at least one computing device. In accordance 
with one or more embodiments, program code to implement 
functionality in accordance with one or more Such embodi 
ments is embodied in, by and/or on a computer-readable 
medium. 

DRAWINGS 

The above-mentioned features and objects of the present 
disclosure will become more apparent with reference to the 
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following description taken in conjunction with the accom 
panying drawings wherein like reference numerals denote 
like elements and in which: 

FIG. 1 provides an example of a process overview in 
accordance with one or more of the present disclosure. 

FIG. 2 provides an example of topics identified in accor 
dance with one or more embodiments of the present disclo 
SUC. 

FIG. 3 provides an example of a users interest distribu 
tion in accordance with one or more embodiments of the 
present disclosure. 

FIG. 4 provides an example of a user recommendation 
process flow in accordance with one or more embodiments 
of the present disclosure. 

FIG. 5 provides an example of a system component 
overview in accordance with one or more embodiments of 
the present disclosure. 

FIG. 6 provides user recommendation combination pro 
cess flow in accordance with one or more embodiments of 
the present disclosure. 

FIG. 7 illustrates some components that can be used in 
connection with one or more embodiments of the present 
disclosure. 

FIG. 8 is a detailed block diagram illustrating an internal 
architecture of a computing device in accordance with one 
or more embodiments of the present disclosure. 

DETAILED DESCRIPTION 

In general, the present disclosure includes a social media 
user recommendation system, method and architecture. 

Certain embodiments of the present disclosure will now 
be discussed with reference to the aforementioned figures, 
wherein like reference numerals refer to like components. 

In accordance with one or more embodiments, social 
media posts, or streams, for a number or plurality of users 
are collected. By way of non-limiting examples, the Social 
media posts can be any type of posts or other interactive 
dialogue, including without limitation email, microblog, and 
web log, or blog, text messages. Embodiments of the present 
disclosure are described with reference to short text mes 
sages, and more particularly TwitterTM TweetsTM, Face 
bookTM wall posts, Yahoo!TM Y! MessengerTM and/or Y! 
MailTM messages, etc. It should be apparent that any type of 
user post, message or dialogue can be used in conjunction 
with embodiments of the present disclosure. 

The Social-media posts aggregated by user are input to a 
model generator, e.g., Latent Dirichlet Allocation (LDA), 
probabilistic latent semantic indexing (PLSI), etc. model 
generator, which generates a generative model, e.g., an LDA 
model, comprising an interest distribution, e.g., a multino 
mial distribution, for each user, and a set of topics. For each 
user, the interest distribution defines a topic-probability 
pairing for each topic in the set of topics. In a topic 
probability pairing, the probability represents the likelihood 
that the user is interested in the topic. By way of a non 
limiting example, the probability, or likelihood, comprises a 
value between 0 and 1, where 1 indicates that the user is 
interested in the topic and 0 indicates that the user is not 
interested in the topic. 

In one or more embodiments, given a number U of users 
and a number K of topics, each user u is represented by a 
mutinomial distribution 0, over topics, which is drawn from 
a Dirichlet prior with parameter C. A topic is represented by 
a multinomial distribution B drawn from another Dirichlet 
prior with parameter m. With the generative model, each 
word position n in a user stream is assigned a topic Z. 
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4 
drawn from 0, and that the word in that position w, is 
drawn from the distribution B 

In accordance with one or more embodiments, the model 
comprising user interest distributions is used for a target 
user, u to make a recommendation of users that are deter 
mined to have a similar topical interest with the target user. 
In accordance with one or more embodiments, the target 
users interest distribution is compared to another user's 
interest distribution to determine a similarity value, or 
values. A determined similar value can be compared to a 
threshold similarity value to determine whether or not to 
include the other user in the user recommendation for the 
target user. In other words, the other user can be determined 
to where a determined similarity value satisfies a threshold 
similarity to the target user's distribution. The threshold 
similarity value can be preconfigured or dynamically set. In 
the latter case, for example, the threshold can be determined 
Such that the threshold selects a number, n, of users as user 
recommendations for the target user. Alternatively, a plural 
ity of users are ranked based on each user's determined 
similarity value, e.g., as determined by comparing the target 
users interest distribution with the users interest distribu 
tion, and a top n users are selected for inclusion in the user 
recommendation for the target. 
The user recommendation identifying the plurality of 

users having similar topical interests determined using the 
interest distributions can be made in response to an 
expressed request by the target user, for example. The user 
recommendations can comprise Twitter'TM, FacebookTM or 
other Social-media site's users, for example. The target user 
might make the request in conjunction with a message 
prepared by the target user, such as a message via Y. 
MessageTM or other messaging platform or service, e.g., 
FacebookTM, TwitterTM., etc. The target user might select one 
or more users from the user recommendation as recipients of 
the message. The user might select one or more users from 
the user recommendation to “follow via the social-media 
site, e.g., follow via TwitterTM., etc. As is described in more 
detail below, the user recommendation can comprise a set of 
users identified from the interest distributions, e.g., by 
comparing interest distributions to identify users with simi 
lar topical interest, alone or in combination with other 
techniques for identifying users, e.g., Social network graph 
based models. In accordance with one or more embodi 
ments, one or more preference settings set by the user can 
determine the timing and manner by which the user recom 
mendation is determined and/or presented to the user. 

FIG. 1 provides an example of a process overview in 
accordance with one or more of the present disclosure. At 
step 102, social-media messages are obtained. The messages 
can be collected in a log, a database or other data store by 
one or more social-media services, for example. The data 
collected at step 102 can include other information about 
each user, Such as without limitation user identification 
information, number of friends of the user, number of 
followers of the user, etc. At step 104, messages for a given 
user are used to generate an aggregate dataset, or document, 
for use in generating the users interest distribution. In 
accordance with one or more embodiments, an aggregate 
dataset can be created for each user that is represented by the 
data obtained in step 102. Alternatively, one or more users 
can be selected from the users represented by the data using 
selection criteria, and an aggregate dataset can be created for 
the selected users. By way of one non-limiting example, 
users can be selected using one or more selection criteria, 
e.g., a threshold number of messages, a threshold number of 
friends and/or a threshold number of followers of the user. 
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The selection criteria and/or the threshold number can vary 
or be the same for each selection criteria. In accordance with 
one or more embodiments, one or more filters can be applied 
to eliminate unwanted users. By way of some non-limiting 
examples, a spam filter, e.g., a dictionary-based spam filter, 
can be used to eliminate spam users, and/or a language filter, 
e.g., a dictionary-based language filter, can be used to 
eliminate users that do not use a specific language in the 
posts. For each selected user, the user's Social-media mes 
sages are processed to remove stop words, e.g., remove 
words that appear in a stop-word dictionary. A user's mes 
Sages are aggregated into a single, discrete dataset, or 
document. The aggregate dataset or document comprises 
data representing the users topical interests over a period of 
time and multiple posts. 
By way of a non-limiting example, where the Social 

media data comprises TweetsTM from the TwitterTM social 
media service, the user's TweetsTM are received as a plurality 
of discrete messages, and are combined to forman aggregate 
dataset that represents the users topical interests over a 
period of time and multiple TweetsTM. 

At step 106, the plurality of aggregate datasets of the users 
is used to identify the set of topics, and each users aggregate 
dataset is used to determine the interest distribution for each 
user. In accordance with one or more embodiments, the 
plurality of aggregate datasets is input to a model generator, 
such as an LDA, PLSI, etc., model generator. The output of 
the model generator comprises a topical interest distribution 
for each user and a plurality of topics. 

FIG. 2 provides an example of topics identified in accor 
dance with one or more embodiments of the present disclo 
sure. Topics 202 are examples of topics that can be identified 
from the users aggregate datasets. Topic 27 and topic 96 are 
related to, and facilitate definition of personal interests, and 
topic 75 is related to, and facilitates definition of users 
vocabulary. Each topic 202 has an associated set of words 
204 that are associated with the topic. The words can be used 
to identify topics for an aggregate dataset and can be used to 
determine a user's level of interest in each of the plurality of 
topics. By way of a non-limiting example, a users interest 
in topic 27, entry 206 of topics 202, can be determined using 
the users aggregate dataset and a determination of the 
occurrences of the topics words 208 in the user's aggregate 
dataset. In accordance with one or more embodiments, each 
word in the set of words 204 for a topic 202 can have an 
associated weighting, which can specify the words impor 
tance to the topic, and can be determined using the promi 
nence or number of occurrences of the word in association 
with the topic in the corpus comprising the aggregated 
datasets of the plurality of users. 

FIG. 3 provides an example of an interest distribution 304 
for user 302 in accordance with one or more embodiments 
of the present disclosure. In the example, the interest dis 
tribution 304 comprises a vector including a value for each 
topic of the plurality of topics. Effectively, the vector can be 
used to define a topic-probability pairing for each topic of a 
set of topics. In the example, the vector has N topics, 
including topics 202 of FIG. 2. In the example and relative 
to the other topics in the interest distribution example, the 
user has a high level of interest in topic 75, a somewhat 
lesser interest in topic 1, and even less interest in topic 96. 
topic N and topic 27. 

In accordance with one or more embodiments, a model, 
which can comprise the plurality of topics and the plurality 
of interest distributions, is built using a model generator, 
such as without limitation an LDA, PLSI, etc. model gen 
erator. In accordance with one or more embodiments, for 
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6 
each user, a document comprising an aggregate of the user's 
filtered Social-media messaging input obtained from a 
Social-media service is generated. A users aggregate docu 
ment comprises an aggregate of the user's Social-media 
content, e.g., an aggregate of the uses Social-media posts. 
Each users aggregated content can be expressed as a 
mixture of topics, and each topic can be expressed as 
mixture of words from a corpus of words, e.g., the words 
from the set of users aggregated content. The topic model 
generates a set of topics automatically discovered from the 
corpus of words. Each user in the corpus is automatically 
assigned an interest distribution comprising a probability 
“topic vector, where each dimension corresponds to a topic 
and has an associated value that represents the user's inter 
est, or liking for, the corresponding topic. 

Referring again to FIG. 1, at step 108, the interest 
distributions generated at step 106 can be used to make a 
user recommendation for a target user. FIG. 4 provides an 
example of a user recommendation process flow in accor 
dance with one or more embodiments of the present disclo 
SUC. 

At Step 402, a request is made for a user recommendation 
for a target user. The request can be initiated by the target 
user, a service or an application, e.g., a server-side or 
client-side application, for example. The request can include 
identification information identifying the target user. At step 
404, the target user's interest distribution is retrieved. The 
target users interest distribution can be retrieved using a 
user identifier (ID) included with the request, or determined 
using information received with the request. 

In accordance with one or more embodiments, the target 
user's interest distribution is compared with each other 
users interest distribution to determine a similarity in inter 
ests e.g., a similarity of interest in one or more topics from 
the set of topics, between the target user and the other user. 
The similarity is determined based on each user's topic 
interests. At step 406, a determination is made whether or 
not any user interest distributions remain to be processed in 
connection with the target users interest distribution. If so, 
processing continues at step 408 to use the next user's 
interest distribution as the current user interest distribution. 
At step 410, the target users interest distribution is com 
pared to the current user's interest distribution. In accor 
dance with one or more embodiments, a similarity of the two 
users interest distributions is measured using similarity 
measurement functionality, Such as symmetric Kullback 
Leibler (KL) divergence or a cosine similarity, using the 
topic probabilities as the weights of the vector. 

Processing continues at step 406 to determine whether 
any user interest distributions remain to be processed, e.g., 
remain to be compared with the target users interest distri 
bution. 

Steps 406, 408 and 410 can be performed in response to 
a recommendation request. Alternatively, the steps can be 
performed in advance, e.g., prior to a request, and a value 
can be stored for each user pairing, e.g., a similarity value 
determined from a comparison of two users interest distri 
bution. 
At step 412, the user recommendation is generated using 

the comparison results. By way of some non-limiting 
examples, the user recommendation can comprise a thresh 
old number of users and or those users that satisfy a 
threshold similarity with the target user. Step 414 can 
comprise a ranking of the user's based on their similarity to 
the target user, and/or some number of the top users, e.g., the 
users having the greatest similarity measure with the target 
user, can be selected using the ranking. 
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In accordance with one or more embodiments, where a 
Social-media target user makes a query, or otherwise makes 
a request, for a user recommendation, a set of existing users 
that have a “topic vector similar to the target user is 
returned in response to the request. Where the target user is 
a known user, e.g., a user with an interest distribution, the 
process shown in FIG. 4 can be used. Where the target user 
is a new user, a user without an interest distribution, the 
target user can be requested to provide input, e.g., keywords, 
describing topics in which the target user is interested. The 
target user's keyword input can be input to the model 
generator to generate an interest distribution for the new 
user. Alternatively, the new user can be requested to identify 
an existing user that the user believes has similar topical 
interests with the new user, and the existing user's interest 
distribution can be used for the new user. An interest 
distribution can be generated for the new user once there is 
a Sufficient amount of Social-media message data for the 
USC. 

By way of a non-limiting example, in a case of a new or 
an existing target user, a similarity value can be determined 
using a function, e.g., a function that computes a similarity 
value or measure, such as a function that computes a 
similarity using distance metrics in the vector space (e.g. 
cosine distance). Assuming for the sake of an example that 
a set of topics T1, T2, T3, ..., TN is discovered from the 
corpus comprising the aggregate datasets of a plurality of 
users, including users A and B discussed below, by the 
model generator, e.g. LDA model generator. 

Examples of topic-word distributions are: 
T1: Music: 0.87, Indian: 0.73, Bollywood: 0.5, . . . . 
T2: War: 0.91, Hitler: 0.75, World: 0.6, . . . . 
In the example, topic T1 represents the topic of “Indian 

music' and the topic T2 represents the topic of the “Second 
World War. Each topic distribution comprises words asso 
ciated with the topic, e.g., words that can be used to identify 
a topic given a set of words, such as the set of words 
belonging to a users aggregate dataset. The following is an 
example of a topic vector for user A, as determined using the 
model generator: 

0.95, 0.8, 0.0, ..., 0.02. 
The above example of user A's interest distribution, user 

A has the greatest interest, relative to the other topics, in 
topic T1, “Indian music', with an interest probability value 
of 0.95, followed by topic T2, the “Second World War,” with 
an interest probability value of 0.8. 
The following is an example of an interest distribution for 

user B, which is determined using the model generator: 
1.0, 0.95, 0.0, ..., 0.0. 
In a comparison of user A's interest distribution and user 

B’s interest distribution, it appears that user A and user B 
have a similar interest in topics T1 and T2, since both users 
have a high interest probability associated with “Indian 
music' and the “Second World War. 

Continuing with the example, assume that user C is a new 
user interested in “Bollywood music'. By way of a non 
limiting example, user C can specify the keyword “Bolly 
wood music'. The keyword input can be mapped to topic 
T2, i.e., “Indian music'. In Such as case, user A can be 
included in a user recommended for user C. 

In accordance with one or more embodiments, a user 
recommendation can be made in real-time to a given social 
media user. The user recommendation can include users 
previously unknown to the user, e.g., new friends, to connect 
with using a social media service, such as TwitterTM. Y. 
MessengerTM. Y. MailTM, FacebookTM, etc., based on similar 
content disclosed in media messages collected for users. 
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Examples of applications for one or more embodiments 
include without limitation: 1) introduction of a new tab for 
a social media service's user interface, which suggests new 
friends to a target user, based on the message history of the 
target user, which can include or constitute the message that 
the user is writing in real-time; 2) introduction of a new tab 
for a social media service's user interface, which suggests 
new friends to a target user, where the target user is a new 
user, e.g., when the target user initially joins a social-media 
platform or service; 3) in a trending dialogue provided to a 
user as part of a user interface, e.g., the user's home page, 
rank Social-media users for a given one or more trending 
topics, based on the Social-media users interest in the one 
or more trending topics; and/or 4) use a topic related to a 
current web page, e.g., a topic present on the web page, to 
find related celebrities or popular personalities having an 
interest in the topic for presentation to the user, and/or to 
recommend to the user other web pages for exploration 
using the topic. The above examples are intended to be 
illustrative and are not intended to be limiting. It should be 
apparent that the functionality described in connection with 
one or more of the embodiments described herein can be 
used with other applications. 

FIG. 5 provides an example of a system component 
overview in accordance with one or more embodiments of 
the present disclosure. System 502 comprises a model 
generator 506 and a user recommender 514. The compo 
nents shown in the example can be implements by one or 
more computing devices, e.g., server computers. While the 
components are shown separately, one or more components 
can be combined into a single component. 
Model generator 506 comprises a messaging data aggre 

gator 508 and user interest distribution and topic generator 
510. Messaging data aggregator 508 obtains social-media 
messaging data 504, e.g., messaging data collected from one 
or more Social-media platforms, e.g., services or server 
applications provided by one or more social-media services. 
In accordance with one or more embodiments, aggregator 
508 can provide functionality such as that discussed above 
in connection with steps 102 and 104 of FIG. 1, and model 
generator 506 can provide functionality such as that dis 
cussed above in connection with step 106 of FIG. 1. 

User recommender 514 implements functionality dis 
cussed in connection with step 108 of FIG. 1 and the steps 
of FIG. 4. More particularly, user distribution comparator 
518 provides functionality to implement steps 402,404, 406, 
408 and 410 of FIG. 4, and user selector 516 provides 
functionality to implement steps 412 and 414 of FIG. 4. User 
selector 516 selects one or more users to be presented to the 
target user as user recommendation 520. 

In accordance with one or more embodiments, the user 
recommendation can comprise one or more users selected 
from a comparison of user interest distributions and one or 
more users selected using one or more Social network 
graphs, e.g., friends graph and/or follower graphs. 

FIG. 6 provides user recommendation combination pro 
cess flow in accordance with one or more embodiments of 
the present disclosure. At step 602, a score is generated using 
the comparison results from steps 406, 408 and 410 for each 
pairing between the target user and another user. At step 604, 
a determination is made whether or not to use one or more 
graph-based models, e.g., social networking graphs. If not, 
processing continues at step 608 to select users for the user 
recommendation using the results formed from comparison 
of user interest distributions, and the user recommendation 
is transmitted to the target user at step 610. In other words, 
where a determination is made to not use one or more Social 
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graph-based models, steps 608 and 610 correspond, respec 
tively, to steps 412 and 414 of FIG. 4. 
Where it is determined, at step 604 of FIG. 6, to use one 

or more Social graph-based models, processing continues at 
step 606 to generate user recommendations using the Social 
graph-based model(s). In accordance with one or more 
embodiments, the similarity score determined relative to the 
target user and another user is a combined score comprising 
the similarity score generated by comparing the two user's 
interest distributions, e.g., per step 410 of FIG. 4, and the 
score provided via the one or more Social graph-based 
model(s). 

In accordance with one or more embodiments, the scores 
can be combined, e.g., linearly. By way of a non-limiting 
example, given the recommendation score returned via step 
410 of FIG. 4, a topical-interest similarity score referred to 
herein as scoreT, and the recommendation score returned by 
the graph-based model, a social relationship score referred to 
herein as scoreG, a combined score, referred to herein as 
scoreC, can be obtained. The following provides a non 
limiting example of a formula to combine the recommen 
dation scores: 

scoreC=A*scoreT+(1-A)*scoreG, 

where A is a constant that ranges in value from 0 and 1. 
and can be a learned value. The value of A can be a 
weighting that emphasizes one or the other of scoreT and 
scoreG, or applies an equal weighting to scoreT and scoreG, 
for example. The value of A can be used to apply an equal 
weighting to the two recommendation scores, e.g., where A 
is equal to 0.5. 

In accordance with one or more embodiments, topics in 
the set of topics can be added as nodes to a social graph, 
nodes corresponding to users in the graph can be connected 
to a topic node, and relationships between users can be 
formed via one or more topic nodes. By way of a non 
limiting example, each node in a social graph represents a 
user and an edge between two nodes represents a relation 
ship between the two users represented by the two nodes. 
Where the Social graph is a friends-graph, each edge repre 
sents a friendship between the users represented by the 
nodes. Similarly, where the social graph is a followers 
graph, each edge represents a follower relationship between 
the users represented by the nodes. The value of scoreG is 
determined based at least in part on the interconnections 
between the nodes in the Social graph. 

In accordance with one or more embodiments, the graph 
comprises a social network graph and a topical interest 
graph. The Social network graph comprises nodes represent 
ing users and an edge connecting user nodes representing a 
Social relationship. The topical interest graph comprises 
topic nodes representing the plurality of topics, an edge 
connecting a user node and a topic node representing a topic 
representing the users interest in the topic. Users connected 
to a given topic node are considered to be related on a topical 
interest basis. An edge that connects a user node to a topic 
node can be assigned a weighting that corresponds to the 
user's level of interest in the topic, as identified by the value 
corresponding to the topic in the user's distribution. Edge 
weightings can be used to determine the strength of the 
relationship between two users, e.g., two users connected to 
a topic node either directly or via one or more user nodes 
and/or topic nodes. The graph can be traversed to identify 
one or more users having a social relationship and/or a 
topical interest relationship with the target user. By way of 
a non-limiting example, a topic node having an edge con 
nection with the target user representing at least a threshold 
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10 
interest of the target user in topic can be used to identify 
other users having an edge connection with the target user 
representing a similar interest in the topic. 

FIG. 7 illustrates some components that can be used in 
connection with one or more embodiments of the present 
disclosure. In accordance with one or more embodiments of 
the present disclosure, one or more computing devices, e.g., 
one or more servers, user devices or other computing device, 
are configured to comprise functionality described herein. 
For example, a computing device 702 can be configured to 
execute program code, instructions, etc. to provide function 
ality in accordance with one or more embodiments of the 
present disclosure. 
Computing device 702 can serve content to user comput 

ing devices 704 using a browser application via a network 
706. Data store 708, which can include social-media mes 
saging data 504 and/or user distribution model 512, can be 
used to store program code to configure a server 702 to 
execute functionality described in accordance with one or 
more embodiments of the present disclosure, e.g., compo 
nents described in connection with FIG. 5. 
The user computing device 704 can be any computing 

device, including without limitation a personal computer, 
personal digital assistant (PDA), wireless device, cellphone, 
internet appliance, media player, home theater system, and 
media center, or the like. For the purposes of this disclosure 
a computing device includes a processor and memory for 
storing and executing program code, data and software, and 
may be provided with an operating system that allows the 
execution of Software applications in order to manipulate 
data. A computing device such as server 702 and the user 
computing device 704 can include one or more processors, 
memory, a removable media reader, network interface, dis 
play and interface, and one or more input devices, e.g., 
keyboard, keypad, mouse, etc. and input device interface, for 
example. One skilled in the art will recognize that server 702 
and user computing device 704 may be configured in many 
different ways and implemented using many different com 
binations of hardware, software, or firmware. 

In accordance with one or more embodiments, a comput 
ing device 702 can make a user interface available to a user 
computing device 704 via the network 706. The user inter 
face made available to the user computing device 704 can 
include content items, or identifiers (e.g., URLs) selected for 
the user interface in accordance with one or more embodi 
ments of the present invention. In accordance with one or 
more embodiments, computing device 702 makes a user 
interface available to a user computing device 704 by 
communicating a definition of the user interface to the user 
computing device 704 via the network 706. The user inter 
face definition can be specified using any of a number of 
languages, including without limitation a markup language 
Such as Hypertext Markup Language, Scripts, applets and the 
like. The user interface definition can be processed by an 
application executing on the user computing device 704. 
Such as a browser application, to output the user interface on 
a display coupled, e.g., a display directly or indirectly 
connected, to the user computing device 704. 

In an embodiment the network 706 may be the Internet, 
an intranet (a private version of the Internet), or any other 
type of network. An intranet is a computer network allowing 
data transfer between computing devices on the network. 
Such a network may comprise personal computers, main 
frames, servers, network-enabled hard drives, and any other 
computing device capable of connecting to other computing 
devices via an intranet. An intranet uses the same Internet 
protocol suit as the Internet. Two of the most important 



US 9,466,071 B2 
11 

elements in the Suit are the transmission control protocol 
(TCP) and the Internet protocol (IP). 

It should be apparent that embodiments of the present 
disclosure can be implemented in a client-server environ 
ment such as that shown in FIG. 7. Alternatively, embodi 
ments of the present disclosure can be implemented other 
environments, e.g., a peer-to-peer environment as one non 
limiting example. 

FIG. 8 is a detailed block diagram illustrating an internal 
architecture of a computing device, e.g., a computing device 
such as server 702 or user computing device 704, in accor 
dance with one or more embodiments of the present disclo 
sure. As shown in FIG. 8, internal architecture 800 includes 
one or more processing units, processors, or processing 
cores, (also referred to herein as CPUs) 812, which interface 
with at least one computer bus 802. Also interfacing with 
computer bus 802 are computer-readable medium, or media, 
806, network interface 814, memory 804, e.g., random 
access memory (RAM), run-time transient memory, read 
only memory (ROM), etc., media disk drive interface 820 as 
an interface for a drive that can read and/or write to media 
including removable media such as floppy, CD-ROM, DVD, 
etc. media, display interface 810 as interface for a monitor 
or other display device, keyboard interface 816 as interface 
for a keyboard, pointing device interface 818 as an interface 
for a mouse or other pointing device, and miscellaneous 
other interfaces not shown individually, Such as parallel and 
serial port interfaces, a universal serial bus (USB) interface, 
and the like. 
Memory 804 interfaces with computer bus 802 so as to 

provide information stored in memory 804 to CPU 812 
during execution of software programs such as an operating 
system, application programs, device drivers, and Software 
modules that comprise program code, and/or computer 
executable process steps, incorporating functionality 
described herein, e.g., one or more of process flows 
described herein. CPU 812 first loads computer-executable 
process steps from storage, e.g., memory 804, computer 
readable storage medium/media 806, removable media 
drive, and/or other storage device. CPU 812 can then 
execute the stored process steps in order to execute the 
loaded computer-executable process steps. Stored data, e.g., 
data stored by a storage device, can be accessed by CPU812 
during the execution of computer-executable process steps. 

Persistent storage, e.g., medium/media 806, can be used 
to store an operating system and one or more application 
programs. Persistent storage can also be used to store device 
drivers, such as one or more of a digital camera driver, 
monitor driver, printer driver, scanner driver, or other device 
drivers, web pages, content files, playlists and other files. 
Persistent storage can further include program modules and 
data files used to implement one or more embodiments of the 
present disclosure, e.g., listing selection module(s), targeting 
information collection module(s), and listing notification 
module(s), the functionality and use of which in the imple 
mentation of the present disclosure are discussed in detail 
herein. 

For the purposes of this disclosure a computer readable 
medium stores computer data, which data can include com 
puter program code that is executable by a computer, in 
machine readable form. By way of example, and not limi 
tation, a computer readable medium may comprise computer 
readable storage media, for tangible or fixed storage of data, 
or communication media for transient interpretation of code 
containing signals. Computer readable storage media, as 
used herein, refers to physical or tangible storage (as 
opposed to signals) and includes without limitation volatile 
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and non-volatile, removable and non-removable media 
implemented in any method or technology for the tangible 
storage of information Such as computer-readable instruc 
tions, data structures, program modules or other data. Com 
puter readable storage media includes, but is not limited to, 
RAM, ROM, EPROM, EEPROM, flash memory or other 
solid state memory technology, CD-ROM, DVD, or other 
optical storage, magnetic cassettes, magnetic tape, magnetic 
disk storage or other magnetic storage devices, or any other 
physical or material medium which can be used to tangibly 
store the desired information or data or instructions and 
which can be accessed by a computer or processor. 

Those skilled in the art will recognize that the methods 
and systems of the present disclosure may be implemented 
in many manners and as such are not to be limited by the 
foregoing exemplary embodiments and examples. In other 
words, functional elements being performed by single or 
multiple components, in various combinations of hardware 
and Software or firmware, and individual functions, may be 
distributed among software applications at either the client 
or server or both. In this regard, any number of the features 
of the different embodiments described herein may be 
combined into single or multiple embodiments, and alternate 
embodiments having fewer than, or more than, all of the 
features described herein are possible. Functionality may 
also be, in whole or in part, distributed among multiple 
components, in manners now known or to become known. 
Thus, myriad software/hardware/firmware combinations are 
possible in achieving the functions, features, interfaces and 
preferences described herein. Moreover, the scope of the 
present disclosure covers conventionally known manners for 
carrying out the described features and functions and inter 
faces, as well as those variations and modifications that may 
be made to the hardware or software or firmware compo 
nents described herein as would be understood by those 
skilled in the art now and hereafter. 
While the system and method have been described in 

terms of one or more embodiments, it is to be understood 
that the disclosure need not be limited to the disclosed 
embodiments. It is intended to cover various modifications 
and similar arrangements included within the spirit and 
scope of the claims, the scope of which should be accorded 
the broadest interpretation so as to encompass all Such 
modifications and similar structures. The present disclosure 
includes any and all embodiments of the following claims. 
The invention claimed is: 
1. A method comprising: 
generating, by at least one computing device having at 

least one processor, a plurality of social-media message 
aggregates, each Social-media message aggregate cor 
responding to a user of a plurality of users, the user's 
Social-media message aggregate being generated from 
a plurality of the user's Social-media messages; 

determining, by at least one computing device having at 
least one processor, a plurality of topics using the 
plurality of Social-media message aggregates, each 
topic of the plurality identifying a set of words asso 
ciated with the topic, each word in the set of words 
having an importance of the word to the topic, the 
importance of each word to the topic is determined 
using the plurality of social-media message aggregates; 

generating, by at least one computing device having at 
least one processor, a plurality of interest distributions, 
each interest distribution corresponds to one of the 
users of the plurality of users and is generated using the 
user's Social-media message aggregate of the user's 
Social-media messages, each users interest distribution 
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comprising the plurality of topics and, for each topic of 
the plurality of topics, information indicating the user's 
level of interest in the topic determined using the user's 
Social-media message aggregate and the plurality of 
topics; 

identifying, by at least one computing device having at 
least one processor and for a target user, at least one 
other user of the plurality of users having a similar 
topical interest with the target user, the identifying 
using the interest distribution of the target user and the 
interest distribution of the at least one other user; and 

causing, by at least one computing device having at least 
one processor, a user recommendation to be transmitted 
to the target user, the user recommendation identifying 
the at least one other user of the plurality of users 
having a similar topical interest with the target user. 

2. The method of claim 1, the identifying further com 
prising: 

comparing, by at least one computing device having at 
least one processor, the target user's interest distribu 
tion with the interest distribution of each other user of 
the plurality of users, the comparing generating a 
plurality of topical interest similarity Scores, each topi 
cal interest similarity Score representing a level of 
topical interest similarity of the target user with another 
user of the plurality of users; and 

Selecting, by at least one computing device having at least 
one processor, the at least one other user of the plurality 
of users using the plurality of topical interest similarity 
SCOS. 

3. The method of claim 1, the user recommendation 
comprising at least one socially-related user of the plurality 
of users, the at least one socially-related user having a social 
relationship with the target user identified using a graph 
comprising a social network graph. 

4. The method of claim 3, the graph comprising a social 
network graph further comprising a topical interest graph, 
the Social network graph comprising nodes representing 
users and each edge connecting user nodes in the Social 
network graph representing a social relationship, the topical 
interest graph comprising topic nodes representing the plu 
rality of topics, each edge connecting a user node and a topic 
node in the topical interest graph representing the user's 
interest in the topic. 

5. The method of claim 4, further comprising: 
traversing, by at least one computing device having at 

least one processor, the graph to identify the at least one 
socially-related user and the at least one other user of 
the plurality of users having a similar topical interest 
with the target user. 

6. The method of claim 3, further comprising: 
obtaining, by at least one computing device having at least 

one processor, a Social relationship score for each other 
user of the plurality of users, each Social relationship 
score corresponding to one of the other users of the 
plurality of users and indicating a level of Social 
relationship of the other user with the target user; 

obtaining, by at least one computing device having at least 
one processor, the topical interest similarity score for 
each other user of the plurality of users: 

generating, by at least one computing device having at 
least one processor and for each other user of the 
plurality of users, a combined recommendation score 
by combining the Social relationship score and the 
topical interest similarity score, the user recommenda 
tion comprising one or more users selected using the 
combined recommendation score. 

5 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

14 
7. The method of claim 1, determining a plurality of topics 

using the plurality of Social-media message aggregates fur 
ther comprising: 

determining, by at least computing device having at least 
one processor and for each topic of the plurality of 
topics, a plurality of words associated with the topic, 
the plurality of words being used with the user's 
interest distribution to identify a users interest in the 
topic. 

8. A system comprising: 
at least one computing device, each computing device 

comprising one or more processors and a storage 
medium for tangibly storing thereon program logic for 
execution by the one or more processors, the stored 
program logic comprising: 
generating logic executed by the one or more proces 

sors for generating a plurality of Social-media mes 
Sage aggregates, each social-media message aggre 
gate corresponding to a user of a plurality of users, 
the user's Social-media message aggregate being 
generated from a plurality of the user's Social-media 
messages; 

determining logic executed by the one or more proces 
sors for determining a plurality of topics using the 
plurality of social-media message aggregates, each 
topic of the plurality identifying a set of words 
associated with the topic, each word in the set of 
words having an importance of the word to the topic, 
the importance of each word to the topic is deter 
mined using the plurality of social-media message 
aggregates. 

generating logic executed by the one or more proces 
sors for generating a plurality of interest distribu 
tions, each interest distribution corresponds to one of 
the users of the plurality of users and is generated 
using the user's Social-media message aggregate of 
the user's Social-media messages, each users inter 
est distribution comprising the plurality of topics 
and, for each topic of the plurality of topics, infor 
mation indicating the user's level of interest in the 
topic determined using the user's Social-media mes 
sage aggregate and the plurality of topics; 

identifying logic executed by the one or more proces 
sors for identifying, for a target user, at least one 
other user of the plurality of users having a similar 
topical interest with the target user, the identifying 
using the interest distribution of the target user and 
the interest distribution of the at least one other user; 
and 

causing logic executed by the one or more processors 
for causing a user recommendation to be transmitted 
to the target user, the user recommendation identi 
fying the at least one other user of the plurality of 
users having a similar topical interest with the target 
USC. 

9. The system of claim 8, the program logic for execution 
by the one or more processors further comprising: 

comparing logic executed by the one or more processors 
for comparing the target users interest distribution 
with the interest distribution of each other user of the 
plurality of users, the comparing generating a plurality 
of topical interest similarity Scores, each topical interest 
similarity score representing a level of topical interest 
similarity of the target user with another user of the 
plurality of users; and 
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Selecting logic executed by the one or more processors for 
selecting the at least one other user of the plurality of 
users using the plurality of topical interest similarity 
SCOS. 

10. The system of claim 8, the user recommendation 
comprising at least one Socially-related user of the plurality 
of users, the at least one socially-related user having a social 
relationship with the target user identified using a graph 
comprising a social network graph. 

11. The system of claim 10, the graph comprising a social 
network graph further comprising a topical interest graph, 
the Social network graph comprising nodes representing 
users and each edge connecting user nodes in the Social 
network graph representing a social relationship, the topical 
interest graph comprising topic nodes representing the plu 
rality of topics, each edge connecting a user node and a topic 
node in the topical interest graph representing the user's 
interest in the topic. 

12. The system of claim 11, the program logic for execu 
tion by the one or more processors further comprising: 

traversing logic executed by the one or more processors 
for traversing the graph to identify the at least one 
socially-related user and the at least one other user of 
the plurality of users having a similar topical interest 
with the target user. 

13. The system of claim 10, the program logic for 
execution by the one or more processors further comprising: 

obtaining logic executed by the one or more processors 
for obtaining a social relationship score for each other 
user of the plurality of users, each Social relationship 
score corresponding to one of the other users of the 
plurality of users and indicating a level of Social 
relationship of the other user with the target user; 

obtaining logic executed by the one or more processors 
for obtaining the topical interest similarity score for 
each other user of the plurality of users: 

generating logic executed by the one or more processors 
for generating, for each other user of the plurality of 
users, a combined recommendation score by combining 
the Social relationship score and the topical interest 
similarity score, the user recommendation comprising 
one or more users selected using the combined recom 
mendation score. 

14. The system of claim 8, the determining logic executed 
by the one or more processors for determining a plurality of 
topics using the plurality of Social-media message aggre 
gates further comprising: 

determining logic executed by the one or more processors 
for determining, for each topic of the plurality of topics, 
a plurality of words associated with the topic, the 
plurality of words being used with the users interest 
distribution to identify a user's interest in the topic. 

15. A computer readable non-transitory storage medium 
for tangibly storing thereon computer readable instructions 
that when executed cause at least one computing device 
having at least one processor to: 

generate a plurality of Social-media message aggregates, 
each social-media message aggregate corresponding to 
a user of a plurality of users, the user's Social-media 
message aggregate being generated from a plurality of 
the user's Social-media messages; 

determine a plurality of topics using the plurality of 
Social-media message aggregates, each topic of the 
plurality identifying a set of words associated with the 
topic, each word in the set of words having an impor 
tance of the word to the topic, the importance of each 
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word to the topic is determined using the plurality of 
Social-media message aggregates: 

generate a plurality of interest distributions, each interest 
distribution corresponds to one of the users of the 
plurality of users and is generated using the user's 
Social-media message aggregate of the user's Social 
media messages, each user's interest distribution com 
prising the plurality of topics and, for each topic of the 
plurality of topics, information indicating the user's 
level of interest in the topic determined using the user's 
Social-media message aggregate and the plurality of 
topics; 

identify, for a target user, at least one other user of the 
plurality of users having a similar topical interest with 
the target user, the identifying using the interest distri 
bution of the target user and the interest distribution of 
the at least one other user; and 

cause a user recommendation to be transmitted to the 
target user, the user recommendation identifying the at 
least one other user of the plurality of users having a 
similar topical interest with the target user. 

16. The computer readable non-transitory storage medium 
of claim 15, the instructions further comprising instructions 
when executed cause the at least one processor to: 

compare the target users interest distribution with the 
interest distribution of each other user of the plurality 
of users, the comparing generating a plurality of topical 
interest similarity scores, each topical interest similar 
ity score representing a level of topical interest simi 
larity of the target user with another user of the plurality 
of users; and 

select the at least one other user of the plurality of users 
using the plurality of topical interest similarity scores. 

17. The computer readable non-transitory storage medium 
of claim 15, the user recommendation comprising at least 
one socially-related user of the plurality of users, the at least 
one Socially-related user having a social relationship with 
the target user identified using a graph comprising a Social 
network graph. 

18. The computer readable non-transitory storage medium 
of claim 17, the graph comprising a social network graph 
further comprising a topical interest graph, the Social net 
work graph comprising nodes representing users and each 
edge connecting user nodes in the Social network graph 
representing a social relationship, the topical interest graph 
comprising topic nodes representing the plurality of topics, 
each edge connecting a user node and a topic node in the 
topical interest graph representing the users interest in the 
topic. 

19. The computer readable non-transitory storage medium 
of claim 18, the instructions further comprising instructions 
when executed cause the at least one processor to: 

traverse the graph to identify the at least one socially 
related user and the at least one other user of the 
plurality of users having a similar topical interest with 
the target user. 

20. The computer readable non-transitory storage medium 
of claim 17, the instructions further comprising instructions 
when executed cause the at least one processor to: 

obtain a social relationship score for each other user of the 
plurality of users, each Social relationship score corre 
sponding to one of the other users of the plurality of 
users and indicating a level of social relationship of the 
other user with the target user; 

obtain the topical interest similarity score for each other 
user of the plurality of users; 
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generate, for each other user of the plurality of users, a 
combined recommendation score by combining the 
Social relationship score and the topical interest simi 
larity score, the user recommendation comprising one 
or more users selected using the combined recommen- 5 
dation score. 

21. The computer readable non-transitory storage medium 
of claim 15, the instructions to determine a plurality of 
topics using the plurality of Social-media message aggre 
gates further comprising instructions when executed cause 10 
the at least one processor to: 

determine, for each topic of the plurality of topics, a 
plurality of words associated with the topic, the plu 
rality of words being used with the users interest 
distribution to identify a user's interest in the topic. 15 

k k k k k 


