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SYSTEMAND METHOD FOR 
THREE-DIMIENSIONAL VISUALIZATION OF 

GEOGRAPHICAL DATA 

CROSS REFERENCE TO RELATED 5 
APPLICATIONS 

This application is a continuation of U.S. patent applica 
tion Ser. No. 13/145,719, which entered national stage on 
Jul. 21, 2011, based on International Application No. PCT/ 10 
US2010/021627, filed on Jan. 21, 2010, which claims the 
benefit of priority from U.S. Provisional Application No. 
61/146,186, filed on Jan. 21, 2009. The disclosures of all the 
foregoing applications are herein incorporated by reference 
in their entireties. 15 

TECHNICAL FIELD 

The presently disclosed embodiments relate to the visu 
alization of geographical data and, more particularly, to a 20 
system and method for using parallax information to gen 
erate and display autostereoscopic 3D images on standard 
unaided screens. 

BACKGROUND 25 

Ever since early humans drew images of their world on 
cave walls, mankind has endeavored to create images of the 
environment in which we live. The 6th century Greeks are 
generally credited with extending simple pictures to geo- 30 
graphic data visualization with the production of the first 
known maps. The recent advent of geographical Internet 
browsers has carried this concept to an elegant digital 
extreme. Every corner of the earth is now detailed and 
viewable at any time through personal computers or mobile 35 
devices. Remote terrain inspections, which were the exclu 
sive Subject of national security assets only a few years ago, 
are now commonplace. 

Despite the ability to present and view geographical 
terrain data from Arkhangelsk to Tierra Del Fuego and all 40 
other points around the globe, the vast majority of this data 
is viewed two-dimensionally. While Stereoscopic imaging 
techniques have played an important role in the history of 
modern map making, the necessity of special viewing appa 
ratus has made their adoption in the everyday use of geo- 45 
graphical browsers rare. Even where geographical browser 
providers have included three-dimensional terrain data in the 
landscape model, the views are still presented to the user 
two-dimensionally. Every now and then an occasional 
enthusiast will go to the trouble of generating Stereo pairs 50 
from three-dimensional terrain data and present them as 
anaglyph images to be viewed using red and blue glasses. 
Such instances are the exception and not the rule when it 
comes to viewing geographical data. 
The production of two-dimensional images that can be 55 

displayed to provide a three-dimensional illusion has been a 
long-standing goal in the visual arts field. Methods and 
apparatus for producing Such three-dimensional illusions 
have to some extent paralleled the increased understanding 
of the physiology of human depth perception as well as 60 
developments in image manipulation through analog/digital 
signal processing and computer imaging Software. 

Binocular (i.e., Stereo) vision requires two eyes that look 
in the same direction, with overlapping visual fields. Each 
eye views a scene from a slightly different angle and focuses 65 
it onto the retina, a concave Surface at the back of the eye 
lined with nerve cells, or neurons. The two-dimensional 

2 
retinal images from each eye are transmitted along the optic 
nerves to the brains visual cortex, where they are combined 
in a process known as stereopsis, to form a three-dimen 
sional perception of the scene being viewed. 

Perception of three-dimensional space depends on various 
kinds of information in the scene being viewed including 
monocular cues and binocular cues, for example. Monocular 
cues include elements such as relative size, linear perspec 
tive, interposition, highlights, and shadows. Binocular cues 
include retinal disparity, accommodation, convergence, and 
learned cues including a familiarity with the Subject matter. 
While all these factors may contribute to creating a percep 
tion of three-dimensional space in a scene, retinal disparity 
may provide one of the most important Sources of informa 
tion for creating a three-dimensional perception. Particu 
larly, retinal disparity results in parallax information (i.e., an 
apparent change in the position, direction of motion, or other 
visual characteristics of an object caused by different obser 
Vational positions) being Supplied to the brain. Because each 
eye has a different observational position, each eye can 
provide a slightly different view of the same scene. The 
differences between the views represent parallax informa 
tion that the brain can use to perceive three dimensional 
aspects of a scene. 
A distinction exists between monocular depth cues and 

parallax information in the visual information received. 
Both eyes provide essentially the same monocular depth 
cues, but each eye provides different parallax depth infor 
mation, a difference that is essential for producing a true 
three-dimensional view. Depth information may be per 
ceived, to a certain extent, in a two-dimensional image. For 
example, monocular depth may be perceived when viewing 
a still photograph, a painting, standard television and mov 
ies, or when looking at a scene with one eye closed. 
Monocular depth is perceived without the benefit of binocu 
lar parallax depth information. Such depth relations are 
interpreted by the brain from monocular depth cues such as 
relative size, overlapping, perspective, and shading. To 
interpret monocular depth information from a two-dimen 
sional image (i.e., using monocular cues to indicate a 
three-dimensional space on a two-dimensional plane), the 
viewer is actually reading depth information into the image 
through a process learned in childhood. 

It is known that the act of visual perception is a cognitive 
exercise and not merely a stimulus response. In other words, 
perception is a learned ability which we develop in infancy. 
Binocular vision is the preferred method for capturing 
parallax information by humans and certain animals. How 
ever, other living organisms without the luxury of significant 
overlapping fields of view have developed other mecha 
nisms to determine spatial relationships. 

Certain insects and animals determine relative spatial 
depth of a scene by simply moving one eye from side to side. 
A pigeon bobbing its head back and forth as it walks is a 
good example of this action. The oscillating eye movement 
presents motion parallax depth information over time. This 
allows for the determination of depth order by the relative 
movement of objects in the scene. Humans also possess the 
ability to process visual parallax information presented over 
time. 

Several mechanical/electronic systems and methods exist 
for creating and/or displaying true three dimensional 
images. These methods may be divided into two main 
categories: Stereoscopic display methods and autostereo 
scopic display methods. Stereoscopic techniques including 
Stereoscopes, polarization, anaglyphic, Pulfrich, and shut 
tering technologies requiring the viewer to wear a special 
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viewing apparatus Such as glasses, for example. Autostereo 
scopic techniques such as holography, lenticular screens, 
and parallax barriers produce images with a three-dimen 
sional illusion without the use of special glasses, but these 
methods generally require the use of a special screen. 

Certain other systems and methods use square-wave 
Switching and parallax scanning information to create autos 
tereoscopic displays that allow a viewer to perceive an 
image as three-dimensional even when viewed on a con 
ventional display. For example, at least one method has been 
demonstrated in which a single camera records images while 
undergoing parallax scanning motion. Thus, the optical axis 
of a single camera may be made to move in a repetitive 
pattern that causes the camera optical axis to be offset from 
a nominal stationary axis. This offset produces parallax 
information. The motion of the camera optical axis is 
referred to as parallax scanning motion. As the motion 
repeats over the pattern, the motion becomes oscillatory. At 
any particular instant, the motion may be described in terms 
of a parallax scan angle. 

Over the years the present inventors and their associates 
have developed a body of work based on methods (optical 
and synthetic) and apparatus that capture and display par 
allax information over time. U.S. Pat. Nos. 5,014, 126, 
4,815,819, 4,966,436, 5,157,484, 5,325,193, 5,444,479, 
5,699,112, 5,933,664, 5,510,831, 5,678,089, 5,991,551, 
6,324,347, 6,734,900, 7,162,083, 7,340,094, and 7,463,257 
relate to this body of work and are hereby incorporated by 
reference. In addition, U.S. patent application Ser. Nos. 
10/536,005 and 11/547,714 also relate to this body of work 
and are hereby also incorporated by reference. 

To generate an autostereoscopic display based on parallax 
information, images captured during the scanning motion 
may be sequentially displayed. These images may be dis 
played at a view cycle rate of, for example, about 3 Hz to 
about 6 Hz. This frequency represents the rate at which the 
parallax information in the sequence is changed. The dis 
played sequences of parallax images may provide an autos 
tereoscopic display that conveys three-dimensional informa 
tion to a viewer. 

Parallax information may also be incorporated into com 
puter generated images as described in the aforementioned 
U.S. Pat. No. 6,324,347 (“the 347 patent”). The 347 patent 
discloses, inter alia, a method for computer generating 
parallax images using a virtual camera having a virtual lens. 
The parallax images may be generated by simulating a 
desired parallax scanning pattern of the lens aperture, and a 
ray tracing algorithm, for example, may be used to produce 
the images. The images may be stored in computer memory 
on a frame-by-frame basis. The images may be retrieved 
from memory for display on a computer monitor, recorded 
on video tape for display on a TV screen, and/or recorded on 
film for projection on a screen. 

Thus, in the method of the 347 patent, the point of view 
of a camera (e.g., the lens aperture) is moved to produce the 
parallax scanning information. The ray tracing method of 
image generation, as may be used by one embodiment of the 
method of the 347 patent, may be used to generate high 
quality computer images, such as those used in animated 
movies or special effects. Using this ray-tracing method to 
simulate optical effects such as depth of field variations, 
however, may require large amounts of computation and can 
place a heavy burden on processing resources. Therefore, 
Such a ray tracing method may be impractical for certain 
applications, such as 3D computer games, animation, and 
other graphics applications, which require quick response. 
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4 
Another previously mentioned U.S. Pat. No. 7,463,257 

(“the 257 patent') discloses, inter alia, a method for par 
allax scanning through scene object position manipulation. 
Unlike the moving point of view methods taught in the 347 
patent, the 257 patent teaches a fixed point of view, and 
scene objects are moved individually in a coordinated pat 
tern to simulate a parallax scan. Even though the final 
images created using the 347 patent and the 257 patent 
may appear similar, the methods of generating these images 
are very different. 

U.S. patent application Ser. No. 10/536,005 teaches, inter 
alia, methods for critically aligning images with parallax 
differences for autostereoscopic display. The process 
requires two or more images of a Subject Volume with 
parallax differences and whose visual fields overlap in some 
portions of each of the images. A first image with an area of 
interest is critically aligned to a second image with the same 
area of interest but with a parallax difference. The images are 
aligned by means of a software viewer whereby the areas of 
interest are critically aligned along their translational and 
rotational axes to converge at Some point. This is accom 
plished by alternating views of each image at between 2 to 
60 Hz, and adjusting the axial alignment of each image 
relative to one another until a critical alignment convergence 
is achieved on a Sub-pixel level at a point in the area of 
interest. Autostereoscopic viewing is achieved by alternately 
displaying (a.k.a. Square-wave Switching) a repetitive pat 
tern of critically aligned parallax images between 3 and 6 
HZ. 
Much of the parallax scanning, square-wave Switching 

and other parallax visualization prior art deals with captur 
ing, simulating and/or presenting three-dimensional scenes 
in which objects and the environment are reasonably close 
to the image point of origin (camera sensor). Parallax 
visualization of geographical data for autostereoscopic 
three-dimensional image display on conventional Screens, 
however, presents a different set of circumstances. In gen 
eral, the square-wave and parallax scanning prior art 
requires the determination of a point of convergence at the 
time of image capture or computer generation. Thus, these 
methods are not particularly well suited for parallax visu 
alization of imagery generated from large three-dimensional 
digital data sets Such as those found in geographical brows 
ers. For example, it is difficult to predetermine and preset a 
point of convergence when capturing geographical data for 
Suitable parallax visualization. 
The presently disclosed embodiments are directed to 

overcoming one or more of the problems associated with 
prior methods of parallax visualization of geographical data. 
For example, the presently disclosed embodiments may 
include the capability to capture geographical imagery in an 
orthographic (parallel viewing) manner. In addition, meta 
data describing the parameters of the captured imagery may 
also be stored. This allows the stored geographical data to be 
critically aligned (converged) to multiple points based on the 
particular requirements of the view and/or the display 
device. 

SUMMARY OF THE DISCLOSED 
EMBODIMENTS 

One aspect of the invention includes a method of using a 
computer to generate virtual autostereoscopic images from a 
three-dimensional digital data set. The method includes 
establishing a first point of view and field of view of a 
Subject Volume including a region of interest. The method 
includes reading at least one scene parameter associated 
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with the field of view of the subject volume. The method 
includes determining a second point of view offset some 
distance and along some vector from the first point of view 
based on a value derived from at least one scene parameter 
wherein said second point of view at least partially overlaps 
the first field of view and wherein said first and second 
points of view create a view plane with perpendicular 
orthogonal views of the subject volume. The method also 
includes generating and storing images and relevant meta 
data from said first and second points of view. The method 
includes displaying the stored images by alternatingly dis 
playing stored images from said first and second points of 
view at a rate of between 2 and 60 cycles per second. 
Additionally, one or more transformations can be performed 
on the alternatingly displayed images that brings some 
desired point in the region of interest of both images into a 
converged critical alignment wherein the said region of 
interest appears three-dimensional to a viewer on an stan 
dard two-dimensional unaided display. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The accompanying drawings, which are incorporated in 
and constitute a part of this specification, represent exem 
plary features of the disclosed embodiments and, together 
with the written description, serve to explain the principles 
of operation of the disclosed embodiments. In the drawings: 

FIG. 1 is a flow chart representation of a two-point-of 
view display method according to an exemplary disclosed 
embodiment; 

FIG. 2 is a mathematical representation of another two 
point-of-view display method according to an exemplary 
disclosed embodiment; 

FIG. 3 is a diagrammatic representation of a multiple view 
arrangement according to an exemplary disclosed embodi 
ment, 

FIG. 4 is a table listing the parallax scan polar angles for 
each frame for both 24 and 30 frames per second playback; 
and 

FIG. 5 is a diagrammatic representation of parallax scan 
ning points of view at 4 Hz, and 24 frames per second. 

DETAILED DESCRIPTION 

The present disclosure relates to the parallax visualization 
of geographical data. In this context geographical data' 
refers to three-dimensional digital data sets rendered as 
terrain models (Subject volume) available through geo 
graphical browsers such as Google Earth and Virtual Earth. 
For purposes of this disclosure, the term metadata refers to 
and includes parameters that detail the conditions and set 
tings, and other relevant data, at the time of image capture. 
Such metadata can be stored along with the image data. For 
purposes of this disclosure, parallax visualization describes, 
for example, the capture or generation and presentation over 
time of parallax data in a manner that will appear three 
dimensional when viewed on a conventional, unaided dis 
play. Parallax visualization refers to a form of autostereo 
scopic display that exploits certain short-term visual 
memory and depth mapping psychophysical visual mecha 
nisms associated with human depth perception. 
The advent of freely-available interactive geographical 

data browsers like Google Earth that contain and present 
three-dimensional terrain information makes the additional 
step of parallax visualization infinitely practical. Such 
browsers are especially attractive for parallax visualization 
purposes because they have an intuitive user interface and 
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6 
are easily customized. In addition, the use of XML-based 
Keyhole Markup Language (KML) by such browsers for 
control makes customization very straightforward through 
the use of the Network Link tag structure. This allows for the 
highly accurate remote navigation and virtual camera con 
trol that is required for the subtle adjustments used to 
produce realistic depth enhancement through manipulation 
of parallax over time. 

FIG. 1 provides a flow chart representation of a two 
point-of-view display method according to an exemplary 
disclosed embodiment. Flow chart 100 outlines first steps in 
a square-wave application of the presently disclosed 
embodiment. Step 101 includes the selection of a region of 
interest within the subject volume. Step 102 includes the 
selection of the direction of view, and step 103 includes the 
selection of the field of view. The field of view is typically 
preset in the browser at 60 degrees. The overall view (the 
area covered in the subject volume) is set based on the 
screen resolution and distance from the region of interest. 

Step 104 includes establishing the first point of view. 
After a first point of view is determined, which establishes 
a camera position and view plane, a frame is captured (step 
105) and stored (step 106). Along with the frame capture, 
scene parameters can be read (step 107) and stored as 
relevant metadata from that position. 

Next, a second parallel offset point of view is determined 
and established (step 108). The second view is established 
(step 109) in a position adjacent to the first point of view 
perpendicular to the view plane of the first point of view. The 
distance of the offset relative to the first point of view is 
determined based on a scene parameter Such as, for example, 
distance to the region of interest. Once the second point of 
view is established, a frame is captured (step 110) and stored 
(step 111) with relevant metadata from that position. 

Next, the stored frames from the first and second points of 
view are brought into critical alignment (step 112) whereby 
a portion of the region of interest, which may be all or part 
of the region, is positioned so that it occupies the same 
location in the overlap areas of both the first and second 
points of view. The position of the point of critical alignment 
can be set visually (e.g., manually) (step 113) by alternating 
the first and second points of view at between 2 to 60 Hz and 
adjusting the relationship until a critical alignment is 
achieved. Critical alignment can also be achieved automati 
cally (step 114) using predetermined or selected mathemati 
cal relationships. In the automatic technique of step 114, 
critical alignment may be set based on parameters such as, 
e.g., the distance to the region of interest from the first point 
of view. Once critical alignment has been achieved, the first 
and second points of view can be displayed autostereoscopi 
cally by alternating images at between 3 Hz and 6 Hz, (step 
115). 

FIG. 2 provides a diagrammatic representation of a 
square-wave display method according to the presently 
disclosed embodiments. The method represented by FIG. 2 
is generally similar to the method outlined by the flow chart 
of FIG. 1. In the method of FIG. 2, however, a center point 
11 is selected as a reference for establishing the view of an 
area of interest 33 and for determining the first point of view 
(POV) 15 and the second POV 17. Offset distance S can be 
determined by a scene parameter (e.g., a distance d) such 
that a field of view 2.0L associated with first POV 15 and a 
field of view 20R associated with Second POV 17 field of 
view 20R overlap area of interest 33 in a desired amount. 
Once POV 15 and POV 17 are established, images may be 
captured and stored with relevant metadata from the respec 
tive positions. The diagram of FIG. 2 outlines the informa 
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tion necessary and, therefore, the procedure for auto-con 
Verging a pair of images rendered from offset positions with 
respect to center point 11 and corresponding to first POV 15 
and second POV 17, respectively. 

Offset distance S is a significant parameter to the methods 
of the presently disclosed embodiments. In determining 
offset distance S, it is helpful to develop a process that works 
well with an individual user's display Screen and geographi 
cal browser. Certain exercises are helpful in putting the 
various parameters in context. For example, if we use the 
human visual model as a basis for determining an angle of 
view it would be two eyes with a separation of 65 mm 
viewing an object at one meter distance creating an angle of 
view for each eye of approximately 1.86 degrees. This can 
be mathematically described as follows: 

separation=65 mm.1 m/1000 mm=0.065 m 

half (for each eye) separation=0.065 m/2=0.0325 m 

half angle (angle of convergence)=arctan(0.0325 m. 1 
m)=1.8614576 degrees 

If the human model is applied to geographical data (e.g., 
viewing an area of interest from a distance of for example, 
one thousand meters), the method represented in FIG. 2 it 
would yield exemplary parameters, as follows: 

half angle=1.8614576 degrees=arctan((half separa 
tion), 1000 m) 

half separation=1000 m tan(1.8614576 
degrees)=32.5 meters 

separation=half separation*2=65 meters 

The previous exercise is not directly applicable when it 
comes to presenting parallax information over time. Alter 
nating images between 3 to 6 Hz with parallax differences of 
1.86 degrees produces images that can be unstable and 
difficult to view. However, the exercise is not futile when it 
comes to understanding the human visual mechanics. The 
perception of parallax information presented over time can 
be accomplished using Small angles. For this reason it may 
be useful to test the particular geographical browser to 
determine what works well with the parallax visualization 
method being applied at a particular screen resolution. As a 
rule of thumb a Scaling factor can be applied to the human 
model of 1.86 degrees (i.e., the half angle) on the order of 
2 to 15 times smaller. 

With respect to FIG. 2, applying a 1000 meter distance, 
de, from center point 11 to area of interest 33 and applying 
a scaling factor of 13 to the human model angle of 1.86 
degrees with a field of view of 60 degrees for display on a 
screen with a horizontal resolution of 1280 pixels results in 
the following: 

half angle=1.86/13=0.1431 degrees 

half separation=S=1000 mtan (0.1431)=2.497 meters 

pixel shift for convergence=X=E*S/d=E*tan (half 
angle) 

where the distance from the camera to the view plane in 
pixels, 

E=half horizontal resolution/tan(half horizontal field of 
view) 

horizontal resolution=hpix=1280 pixels 
horizontal field of view=hFOV=60 degrees 
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Under these conditions, E=640 

degrees)=369.5 pixels, and 
1000–369.5*0.002497=0.923 pixels. 

FIG. 2 also leads to the procedure for auto-converging a 
pair of stored images, corresponding to the first POV 15 and 
the second POV 17, respectively, rendered by a geographical 
browser such as Google Earth. After choosing X (i.e., the 
number of pixels to shift POV 15 or POV 17 images to 
converge), with hFOV and hpix giving E, and d, given by 
the browser as (camera altitude—terrain altitude, in meters), 
we have: did d. 

In an exemplary application, the method represented by 
FIG. 2, as applied to a geographical browser like Google 
Earth, would progress as follows: 

Supply center point 11 to Google Earth; 
Google Earth responds with scene parameters including 

horizontal field of view angle, hFOV, horizontal pixel 
extent of view, hpix, and distance to terrain centered in 
the given view, d. 

from these scene parameters, a distance E to the view 
plane is calculated as E=hpix/2/tan(hFOV/2) in pixels 

choose a distance to convergence, d, usually <d, and 
a pixel offset, X, to calculate the offset distance, 
S=X*d/E in meters 

supply a first offset point of view, POV 15, to Google 
Earth by shifting the center point 11 by S meters to the 
left, perpendicular to the original view 

capture and store an image of this first point of view along 
with relevant metadata 

supply a second offset point of view, POV 17, to Google 
Earth by shifting the center point 11 by S meters to the 
right, perpendicular to the original view 

capture and store an image of this second point of view 
along with relevant metadata 

critically align the stored images by shifting the right 
image 2*x to the left, or by shifting the left image 2*x 
to the right, or by shifting each image by X in the 
respective opposite direction. 

Critical alignment by more than X is equivalent to having 
chosen a smaller distance to convergence. Critical alignment 
by less than X is equivalent to having chosen a larger 
distance to convergence, assuming the same value of the 
offset distance, S. 
A further method according to the presently disclosed 

embodiments is represented by FIG. 3. While the method of 
FIG. 2 includes the capture of views for square-wave 
display, the method of FIG. 3 includes the arrangement of 
multiple points of view (e.g., more than two points of view) 
offset from center point 11 and captured for display as 
parallax Scanned images. 

In the method of FIG. 3, center point 11 is selected as a 
reference for establishing the view of area of interest 33 and 
also for determining the polar coordinates for the placement 
of the parallax scan points of view. Each point of view is 
determined, for example, by the separation (radius), the scan 
frequency, the current frame count, and the frame rate. The 
geometry of the scan path is typically elliptical or circular 
but can also include other geometries depending on the 
requirements of a particular application. The scan path may 
be random, algorithmic, or even determined by Some exter 
nal function like a sound Source. Assuming the parallax scan 
path is a perfect circle, each Successive point of view will 
have a constant angular separation defined as: 

pixels/tan(30 
X=369.5°24977 

360 degrees cycle'scan frequency (cycles second), 
frame rate (frames second) 



US 9,460,555 B2 
9 

For example, a scan frequency of 4.4 Hz, and a frame rate of 
30 frames per second gives an angular separation of 
360*4.4/30–52.8 degrees. 
The progression of the polar coordinates of parallax scan 

points of view may be accomplished by assigning the first 
parallax scan position to the chosen initial angle and radius. 
Subsequent positions may be determined by adding a con 
stant separation angle to the current position while main 
taining a constant radius (or half separation). The polar 
coordinates for a particular frame in a sequence may be 
defined, for example, as: 

(frame number'separation angle--initial angle, radius) 

Each frame represents the angular component of the polar 
coordinates for a parallax scan position. Here, the frame 
number counts from 0, the initial angle is determined by the 
situation or the requirements of the user, the separation angle 
is as defined as above, and the radius is the same as the half 
separation defined earlier. These polar coordinates may also 
be expressed as a Cartesian coordinate vector. For example, 
given a set of polar coordinates (angle, radius), and, assum 
ing clockwise rotation with an angle of 0 aligned with the 
y-axis, one can calculate Cartesian coordinates (x,y) as 
(radius sin(angle), radius cos(angle)). A table illustrating 
the parallax scan polar angles for each frame for both 24 and 
30 frames per second playback is provided in FIG. 4. 

In the method represented by FIG. 3, the offset distance S 
for each parallax scan position can be determined by a scene 
parameter, Such as a distanced, in a manner similar to the 
square-wave methods discussed above. Each parallax scan 
position may be offset by value S from center point 11 and 
located in its proper position along the parallax scan path. As 
shown in FIG. 3, POV 15 is located at a distance S from 
center point 11 and at a parallax scanning position of 270 
degrees. Similarly, POV 17 is located at a distance S from 
center point 11 and at a parallax scanning position of 90 
degrees. Multiple parallax scanning positions may be 
selected and used from along the 360 degree parallax 
scanning path. FIG. 4 provides an exemplary table of Such 
multiple parallax scanning positions corresponding to frame 
rates of both 24 frames per second and 30 frames per second. 

Applying the method of FIG. 3, FIG. 5 illustrates the polar 
positions of a 4 Hz, parallax scan at 24 frames per second. 
Shown in FIG. 5 is the center point 11 along with six points 
of view (POV 1 . . . POV 6). Each point of view is offset 
from the center point 11 by an offset distance S. FIG. 5 also 
illustrates a view plane 504 and multiple orthogonal view 
506. The area being imaged includes a region of interest 33 
selected from the subject volume 510. The center point 11 is 
located at an orthogonal distance de from the region of 
interest 33. 
The presently disclosed embodiments include techniques 

for locating and capturing orthographic (parallel) views for 
square-wave and parallax scanning autostereoscopic display 
of geographical data from a fixed position. The presently 
disclosed embodiments methods can also be applied to 
capturing data from positions along a motion path for 
presentation as moving images (movie). 

Building Such a movie can be accomplished through a 
number of steps, including: 

defining a path through a chosen scene 
instructing the geographical browser to step along the 

path 
calculating parallax view positions 
capturing and storing frames 
critically aligning frames 
assembling frames as an animation 
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These steps are further described below using Google Earth 
as an exemplary platform. 
The step of defining a path through a chosen scene first 

includes using Google Earth's Path tool to specify a 
sequence of points following a section of landscape. The 
KML data describing the path can then be exported to a text 
file containing a comma-delimited list of points (longitude, 
latitude, elevation, and heading). It may also be suitable to 
acquire a sequence of points algorithmically or from some 
other geographic data source. 
To aid in path definition, software can be provided to 

perform interpolation of the points along the path to provide 
Smooth transit. A simple linear interpolation can be used 
initially to simplify the calculations for constant distance 
steps along the selected path and to Smooth the changes in 
heading. In addition, the calculations can be expanded to use 
a cubic spline and the Composite Simpson's Rule to solve 
for path length. The tangent at each constant-distance step 
can be used for the heading. The Smoothing process requires 
a conversion from the coordinates of Google Earth (spheri 
cal or ellipsoidal) to Cartesian coordinates and back. Google 
Earth uses what is called the Simple Cylindrical projection 
of the WGS84 datum. Usually, the Simple Cylindrical 
projection is only used with a sphere so a direct conversion 
can be provided. A customized interface can be used with the 
Universal Transverse Mercator projection of the standard 
ellipsoid to calculate very accurate approximations over the 
short distances being used. 
The smoothed data points can be fed back into Google 

Earth to acquire terrain elevations at each point. Google 
Earth's terrain model can be used to obtain elevations and to 
set limits on the elevations that are presented back to the 
program for the final visualization step. Such elevation 
limits can aid in minimizing or eliminating interface-gener 
ated errors that may result from elevations located below the 
Surface of a terrain model for the associated position. 
Appropriate elevations facilitate production of a smooth, 
“crash-free flight path. The elevation profile could also be 
acquired from an external terrain model, as an extension. 

In response to instructions for Google Earth to step along 
the defined path, the Google Earth network interface will 
pass back a complete set of Scene parameters, including 
elevation for each position it receives, allowing the user to 
accumulate a profile for the chosen path. At this point the 
opportunity exists to Smooth and meld the path by modify 
ing the tilt (pitch: nose up and down) and the roll (rotation 
along the axis of motion to make turns more realistic), and 
to smooth the elevations. 
Once a smooth path is obtained, the flight plan can be 

visualized. Google Earth's network interface provides the 
user a complete programmatic control over the virtual 
camera. Each call from the network interface can be 
answered with the data corresponding to the next frame to be 
captured, and each step can be provided with an appropriate 
offset to produce parallax in the rendered scene. 

Next, the parallax view positions can be calculated. The 
primary effect from parallax depth-enhancement comes 
from the choice of the offset or view separation. A smaller 
view separation corresponds to a convergence point (appar 
ent scene depth where there is no visible pixel motion from 
one frame to the next) that is closer to the camera, while a 
larger view separation corresponds to a convergence point 
that is farther from the camera. This is the inverse of the 
pixel separation, which is the number of pixels to shift each 
image to critically align them at the chosen convergence 
point. A Smaller pixel separation corresponds to a conver 
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gence point that is farther from the camera, while a larger 
pixel separation corresponds to a convergence point that is 
closer to the camera. 

There are several strategies that can be used for deciding 
where one wants the convergence to be in a series of images. 
One can use a fixed depth so that the convergence never 
changes from frame to frame. One can use an adaptive 
method, which tracks the objects in a region of visual 
interest, and can choose to converge on or near those objects. 
Or, one can choose to converge optimally for an entire scene 
by finding the range of depths of objects and empirically 
finding the “sweet spot” that brings the scene to life. 

In general, though, the process relies most heavily on the 
calculation of the offset of the camera from its previously 
determined path to produce the desired parallax. Google 
Earth provides the virtual camera which is defined by its 
position (longitude, latitude, altitude), orientation (heading, 
tilt, roll), and its view parameters (horizontal and vertical 
pixel resolution, horizontal and vertical field of view, and 
view plane distance (also known as eye distance, or, indi 
rectly, focal length)). Google Earth also provides the fields 
of view and the resolution of the display window from which 
the distance to the view plane in pixels may be calculated. 
For example: 

E=(horizontal resolution)/(2*tan (horizontal field of 
view/2)) 

At this point, the user can either choose the pixel sepa 
ration or the view separation (in meters) for a given distance 
(in meters) from the eye (or camera) for convergence. A 
constant distance may be used, the distance from the camera 
to the terrain for each point (variable), or even a smoothed 
version of the latter. 

Given the pixel separation, the view separation can be 
represented as: 

S-((pixel separation)*(distance to convergence)); 
(view plane distance) 

Or, given the view separation, the pixel separation can be 
represented as: 

(view separation): (view plane distance) 
X = - - - - - - (distance to convergence) 

Again, the view separation is the distance from the camera 
position on the path to the offset camera position, while the 
pixel separation is the distance in the view plane that each 
image must be moved to align the converged distance. With 
these values known, the new camera position can be calcu 
lated from the original camera position along the path. This 
is very simple for the Stereo square-wave case where the 
camera is offset perpendicular to the heading (east or west, 
left or right) to get positions of parallax. For the parallax 
scanning case, the inverse view transformation may be 
calculated for the desired angular displacement on the circle 
in the plane of the camera. This may be accomplished using 
a set of matrix multiplications that mimic steps from the 
rendering pipeline of OpenGL and many other 3D computer 
graphics rendering environments, where the order of matrix 
operations can proceed as follows: 

the position in space of the offset camera—the 
position in space of the original camera*the 
rotation about the y-axis for the heading the 
rotation about the x-axis for the tilt the rota 
tion about the Z-axis for the roll the rotation 
about the Z-axis for the cameras angular dis 
placement in the scan circle the translation 
along the y-axis for the view separation 
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Next, the frames can be captured and stored based on the 

defined camera positions from which Google Earth will 
render. This information is sent along with the associated 
orientation parameters to Google Earth in response to a 
network interface call. It is assumed that Google Earth 
would render the next frame from this point of view. The 
program’s next call contains the location and orientation of 
its most-recently rendered frame, which closely matches the 
parameters that were sent. This triggers a call to an operating 
system-dependent screen capture utility that saves the cur 
rent frame in a sequentially numbered file. The process 
continues for each Smoothed point. Upon completion of this 
process, a set of frames will be available that can be 
accumulated into an animated movie for presentation and 
analysis. 
The captured set of frames can then be critically aligned. 

In generating the position and orientation data for each view 
(frame), critical alignment parameters are also generated. 
After each frame is captured it is aligned to match the 
selected and calculated values to achieve the desired paral 
lax scan. This is accomplished by shifting an image by the 
horizontal and Vertical pixel amount calculated by the pro 
cess. The following exemplary parameters illustrate this 
process in action: 

convergence distance: 1000 m (given) 
separation: 2.5 m (given) 
angle of parallax: arctan(2.5/1000)=0.1432 degrees 
scan frequency: 4.4 HZ (given) 
frame rate: 30 frames per second (given) 
separation angle: 360*4.4/30–52.8 degrees 
initial angle: 0 degrees (given) 
frame number: 42 (counting from 0) (chosen for example) 
polar coordinates of scan position: 

= (frame number: separation angle+ initial angle, radius) 

= (42:52.8 + (), 2.5) = (2217.6, 2.5) = (57.6, 2, 5) 

Cartesian coordinates (S vector): 
=(2.5* sin(57.6), 2.5*cos(57.6))=(2.111, 1.340) 

horizontal field of view: 60 degrees (supplied by Google 
Earth) 

horizontal pixel resolution: 1280 pixels (supplied by 
Google Earth) 

E (view plane 
(hFOV/2)=1108.5125168440818 

x=E*SMC-E*2.5*sin(57.6)/1000–2.340 pixels to shift 
horizontally 

y=E*SY/dC=E*2.5*cos(57.6)/1000–1485 pixels to shift 
vertically 

The direction of the shift for any given frame is usually 
the negative or opposite of the sign indicated by the calcu 
lations. Typically, the coordinate system in the view plane 
has the positive direction as right or up for X and y 
respectively while the coordinate system in the image space 
has the positive direction as right and down for X and y 
respectively. Also, a positive offset in the view plane cor 
responds to a negative shift (in view plane coordinates) to 
achieve alignment. So, in the above calculations, both com 
ponents of the final separation vector are positive which 
means that the horizontal pixel shift should be negative (to 
accommodate the alignment direction) while the vertical 
pixel shift should be positive (to accommodate the align 
ment direction and the image coordinate system direction). 

distance)-hpix/2/tan 
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Next, the aligned frames can be assembled together into 
an animated movie. This movie will constitute a depth 
enhanced version of a fly-through of the selected region of 
interest. 

It should be noted that the methods of the presently 
disclosed embodiments, as described above, may be accom 
plished using any suitable computing device. For example, 
any of today's modern computers can be configured with 
appropriate Software for executing the computational and 
display techniques described above. These methods may 
also be accomplished as part of a pre-processing or prede 
termined processing routine the results of which may be 
configured for later display on a user screen. Alternatively, 
or additionally, the described methods of generating and 
critically aligning images according to any of the methods 
described above may be accomplished in real-time or in near 
real-time by the viewer. In such real-time or near real-time 
processes, computers may be employed that calculate and 
display the above-described critically aligned images, e.g., 
as input is received (or within milliseconds of receiving 
input) from a user or as input, in the form of computational 
output generated by a processor, becomes available for 
continued processing. 

Additional advantages and modifications will readily 
occur to those skilled in the art. The invention in its broader 
aspects is, therefore, not limited to the specific details, 
representative algorithms and illustrative examples shown 
and described. Accordingly, departures may be made from 
Such details without departing from the spirit or scope of 
applicants inventive concept. 

What is claimed is: 
1. A method of using a computer to generate virtual 

autostereoscopic images from a three-dimensional digital 
data set, comprising: 

establishing a first point of view comprising a first field of 
view of a Subject Volume including a region of interest; 

reading a scene parameter associated with the first field of 
view of the subject volume: 

determining a second point of view offset Some distance 
and along some vector from the first point of view 
based on a value derived from the scene parameter 
wherein said second point of view comprises a second 
field of view that at least partially overlaps the first field 
of view and wherein said first and second points of 
view create a view plane perpendicular to orthogonal 
views of the subject volume; 

generating and storing images and relevant metadata from 
said first and second points of view; 

determining a critical alignment transformation for at 
least one stored image based on the offset distance and 
an angle of convergence of at least one of the first point 
of view and the second point of view: 

performing a transformation using the critical alignment 
transformation on the at least one stored image that 
brings some desired point in the region of interest of the 
at least one stored image into a converged critical 
alignment wherein the region of interest appears three 
dimensional to a viewer on a standard two-dimensional 
unaided display; and 

displaying the stored images by alternatingly displaying 
the transformed images from said first and second 
points of view at a rate of between 2 and 60 cycles per 
second. 

2. The method of claim 1, wherein said first point of view 
is established based on a central point of view of the region 
of interest in the subject volume, and 
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14 
wherein an additional point of view is offset, with respect 

to at least one of the center point of view or the first 
point of view, by Some distance and along some vector 
in the view plane with orthogonal overlapping fields of 
view of the region of interest, 

wherein the determination and offset of the additional 
point of view is based on the scene parameter associ 
ated with the subject volume. 

3. The method of claim 2, wherein said additional point of 
view is arranged at polar coordinates in the view plane that 
includes the center point of view, the first point of view, and 
the second point of view. 

4. The method of claim 2, further comprising: 
progressing the first point of view step-by-step along a 

simulated flight path; and 
determining the additional point of view in the view plane 

on a frame-by-frame basis at a progressing polar coor 
dinate offset Some distance along a vector at each step 
of the flight path where an additional image is gener 
ated and stored. 

5. The method of claim 1, wherein the scene parameter 
being read is a distance from a center point of view to a point 
in the region of interest. 

6. The method of claim 4, further comprising adjusting the 
additional point of view, offset distances, and vectors on a 
frame-by-frame basis based on changes in one or more scene 
parameters. 

7. The method of claim 1, wherein displaying the stored 
images by alternatingly displaying the transformed images 
from said first and second points of view at a rate of between 
2 and 60 cycles per second comprises displaying the stored 
images in a square-wave Switching manner at a rate of 
between 3 and 6 cycles per second. 

8. The method of claim 3, further comprising: 
generating and storing images from the additional point of 

view; and 
displaying the images generated and stored from the 

additional point of view in a parallax-scanning manner. 
9. The method of claim 1, wherein the transformation 

comprises an orthogonal image transformation that is based 
on at least one of scene or view screen resolution param 
eters. 

10. The method of claim 1, wherein the images from the 
first and second points of view are generated and critically 
aligned in in near real-time. 

11. The method of claim 4, further comprising assembling 
the images generated and stored through progression of the 
simulated flight path for display as a parallax scanning 
movie. 

12. The method of claim 1, further comprising assembling 
the images generated from the first and second points of 
view for display as a square-wave Switching movie. 

13. The method of claim 1, further comprising: 
progressing the first point of view step-by-step along a 

simulated flight path; 
determining the additional point of view in the view plane 

on a frame-by-frame basis at a square-wave Switching 
offset Some distance along a vector at each step of the 
flight path; and 

generating and storing an image at each step of the flight 
path. 

14. The method of claim 13, further comprising assem 
bling the images generated and stored through progression 
of the simulated flight path for display as a movie. 

15. A computer system, comprising: 
a display; 
a memory; and 
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a processor coupled to the display and memory, and 
configured with processor-executable instructions to 
perform operations comprising: 
establishing a first point of view comprising a first field 

of view of a subject volume including a region of 5 
interest; 

reading a scene parameter associated with the first field 
of view of the subject volume: 

determining a second point of view offset some dis 
tance and along some vector from the first point of 10 
view based on a value derived from the scene 
parameter wherein said second point of view com 
prises a second field of view that at least partially 
overlaps the first field of view and wherein said first 
and second points of view create a view plane 
perpendicular to orthogonal views of the subject 
Volume; 

generating and storing images and relevant metadata 
from said first and second points of view: 

determining a critical alignment transformation for at 
least one of the stored images based on the offset 
distance and an angle of convergence of at least one 
of the first point of view and the second point of 
view: 

performing a transformation using the critical align 
ment transformation on the at least one stored image 
that brings some desired point in the region of 
interest of the at least one stored image into a 
converged critical alignment wherein the region of 
interest appears three-dimensional to a viewer on a 
standard two-dimensional unaided display; and 
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displaying the stored images by alternatingly display 

ing the transformed images from said first and sec 
ond points of view at a rate of between 2 and 60 
cycles per second. 

16. The computer system of claim 15, wherein said first 
point of view is established based on a central point of view 
of the region of interest in the subject volume, and 

wherein an additional point of view is offset, with respect 
to at least one of the center point of view or the first 
point of view, by some distance and along some vector 
in the view plane with orthogonal overlapping fields of 
view of the region of interest, 

wherein the determination and offset of the additional 
point of view is based on the scene parameter associ 
ated with the subject volume. 

17. The computer system of claim 16, wherein the addi 
tional point of view is arranged at polar coordinates in the 
view plane that includes the center point of view, the first 
point of view, and the second point of view. 

18. The computer system of claim 16, further comprising: 
progressing the first point of view step-by-step along a 

simulated flight path; and 
determining the additional point of view in the view plane 

on a frame-by-frame basis at a progressing polar coor 
dinate offset some distance along a vector at each step 
of the flight path where an additional image is gener 
ated and stored. 

19. The computer system of claim 15, wherein the scene 
parameter being read is a distance from a center point of 
view to a point in the region of interest. 


