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(57) ABSTRACT 

Features are disclosed for detecting an event in input data 
using a cascade-based detection system. Detection of the 
event may be triggered at any stage of the cascade, and 
Subsequent stages of the cascade are not reached in Such 
cases. Individual stages of the cascade may be associated 
with detection thresholds for use in triggering detection of 
the event. The sequence of stages may be selected based on 
Some observed or desired operational characteristic, Such as 
latency or operational cost. In addition, the cascade may be 
modified or updated based on data received from client 
devices. The data may relate to measurements and determi 
nations made during real-world use of the cascade to detect 
events in input data. 

23 Claims, 5 Drawing Sheets 
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LOW LATENCY CASCADE-BASED 
DETECTION SYSTEM 

BACKGROUND 

Computing devices can be used to recognize faces, 
Voices, handwriting, and other objects, patterns and the like. 
In a typical implementation, a computing device can con 
tinuously monitor a particular input stream (e.g., a video 
stream from a video camera or an audio stream from a 
microphone), or receive a batch of similar input data. The 
computing device can determine whether a portion of the 
input is likely to contain information corresponding to the 
target item, object, or pattern to be detected. For example, 
the computing device can determine whether a particular 
portion of the input stream is likely include to any face, any 
speech, or any handwriting at all. Once this preliminary 
determination has been made, the computing device can 
then perform other processing or cause other processing to 
be performed. For example, the computing device may 
perform recognition of which particular face, Voice or other 
target is present in the input, rather than detecting that any 
face/voice/etc. is present in the input. 
One approach to implementing a detection system is to 

use a cascade-based detector. Cascade detectors process 
input samples through a sequence of classifiers that score the 
sample on how likely it is to contain an event of interest. At 
each stage of the cascade, a decision is made to either 
discard the sample under consideration or to pass it on to the 
next stage. A sample that passes through all the stages of the 
cascade is hypothesized to contain the event of interest; 
otherwise, the sample is hypothesized to not contain the 
event. Therefore, each stage only observes samples that have 
passed through all of the previous stages, and have therefore 
not been rejected by any previous stage. 

BRIEF DESCRIPTION OF DRAWINGS 

Embodiments of various inventive features will now be 
described with reference to the following drawings. 
Throughout the drawings, reference numbers may be re 
used to indicate correspondence between referenced ele 
ments. The drawings are provided to illustrate example 
embodiments described herein and are not intended to limit 
the scope of the disclosure. 

FIG. 1 is a block diagram of an illustrative cascade-based 
detection system configured to return a positive detection at 
multiple stages. 

FIG. 2 is a block diagram of an illustrative network 
environment in which a cascade-based detection system may 
be implemented. 

FIG. 3 is a flow diagram of an illustrative process for 
generating a cascade for a detection system. 

FIG. 4 is a flow diagram of an illustrative process for 
using a cascade-based detection system. 

FIG. 5 is a flow diagram of an illustrative process for 
modifying a cascade for a detection system. 

DETAILED DESCRIPTION 

Introduction 
The present disclosure relates to a cascade-based detec 

tion system that can return a detection of an event in a 
sample without processing the sample at every stage of the 
cascade. The various stages of the cascade-based detection 
system may each use separate thresholds for detections and 
rejections. The thresholds, sequential order of the cascade 
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2 
stages, or both can be set such that the operational cost 
and/or latency associated with using the cascade is reduced 
or minimized, thereby providing a better overall user expe 
rience. 

Detection systems, such as systems configured to detect 
the presence of a face in video input or speech in audio input, 
can determine how likely it is that a given input includes a 
specific event (e.g., a face or user speech), also referred to 
herein as a detection target. One conventional approach to 
detection is to process a sample through a cascade classifier, 
also referred to herein as a detection cascade or simply as a 
cascade, that includes a sequence of classifiers that score the 
sample on how likely it is to contain the detection target. At 
each stage of the cascade, a decision is made to either 
discard the sample under consideration or pass it on to the 
next stage. A sample that passes through all the stages of the 
cascade is hypothesized to contain the detection target. The 
operational cost of conventional cascade-based detection 
systems is directly related to the computing resources and 
time used to process negative samples (samples which do 
not contain the detection target), which typically outnumber 
the positive examples (samples which do contain the detec 
tion target) by several orders of magnitude. The latency of 
such detectors is directly related to length of time it takes to 
determine that a true positive sample includes the detection 
target, in which case the sample must be sequentially 
processed by every stage of the cascade in order to trigger 
the detection. Many cascade detection systems are opti 
mized for maximum accuracy. The operational cost may be 
a secondary consideration and, in many cases, minimization 
of latency may be a lower priority (or not a priority at all). 
For example, a facial detection system may separate an 
image into many separate Sub-windows, and each Sub 
window must be processed for the presence of a potential 
face (e.g., the image may include many faces, each of which 
should be detected). Latency associated with detection of an 
event in a particular sub-window may not be significant in 
comparison with, e.g., the computational costs associated 
with processing the entire image or sequence of images. 
Some aspects of the present disclosure relate to generating 

and using cascade-based detection systems that can return a 
detection of a detection target at any stage of the cascade, 
rather than only after all stages have processed an input 
sample. In this way, the overall latency of the system when 
triggering detection of a detection target is reduced in 
comparison with a cascade-based detection system that 
requires a sample to pass through every stage in order to 
trigger detection. Such prioritization on reducing latency can 
be useful in time-sensitive applications, such as interactive 
multi-turn speech recognition with a user. When a user 
expects a response quickly (if not immediately), minimizing 
latency can be a priority even if Such minimization has a 
Somewhat negative effect on accuracy. By short-cutting the 
detection of a particular word or phrase in spoken input from 
a user, the system can more quickly respond to the user. 
Users may value a reduction in latency over maximum 
accuracy, and may therefore be willing to accept occasional 
false-detections or false-rejections when the overall latency 
of correct detections is reduced in most cases. 
To facilitate triggering detection of a detection target at 

any stage of the detection cascade, each stage may be 
associated with both a detection threshold and a rejection 
threshold. Instead of requiring the sample to pass every stage 
of the cascade in order to trigger a detection, the detection 
system can immediately trigger detection of a detection 
target at any stage in which a detection score (e.g., a 
confidence score) meets or exceeds a detection threshold. 
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The detection system can also trigger rejection of a sample 
at any stage in which a detection score fails to meet or 
exceed a rejection threshold (or, in Some embodiments, 
when a separately calculated the rejection score meets or 
exceeds a rejection threshold). The detection and rejection 
thresholds may be set or chosen to improve certain perfor 
mance-related characteristics of the detection system, Such 
as reduction or minimization of operational cost and/or 
latency. For example, the rejection threshold of one stage 
may be set lower or higher than the rejection threshold of a 
Subsequent stage based on an empirical analysis of the 
number of false positives that such a threshold would allow 
to be passed on to the Subsequent stage, the effect on the 
overall latency of the system, etc. 

Additional aspects of the disclosure relate to setting the 
sequence of stages in a cascade to improve certain perfor 
mance-related characteristics of the detection system, Such 
as reducing or minimizing operational cost and/or latency. A 
trained cascade may be associated with detection and rejec 
tion thresholds, as described above. A pair of stages of the 
cascade may then be Swapped, and the re-sequenced cascade 
may be used to process an input sample (e.g., from the 
training data). Data regarding the operation of the cascade 
(referred to herein as execution data or performance data) 
may be recorded, such as the number of stages the sample 
passes or the elapsed time before a detection or rejection is 
triggered, the detection scores computed at each stage, the 
accuracy of the triggered detection or rejection, etc. The 
process may be repeated for multiple input samples in order 
to obtain a sufficient amount of execution data. Subse 
quently, another pair of stages may be Swapped, and the 
logging of execution data may be performed again. This 
process may be repeated until all permutations (or some 
Subset thereof) of stage sequences have been processed. The 
best performing sequence permutation, from a cost and/or 
latency standpoint, may then be chosen and implemented in 
the cascade that is deployed to client devices for use. 

Further aspects of the disclosure relate to reconfiguring or 
otherwise modifying the cascade based on an analysis of the 
cascade's operation in real-world use. The cascade may be 
deployed to any number of client devices for use in detection 
systems. During normal operation, execution data may be 
logged each time the detector is executed, or for Some Subset 
of executions. The data that is logged may similar to the 
execution data described above (e.g., number of stages until 
a detection/rejection is triggered, elapsed time, detection 
scores at each stage, etc.). The execution data from client 
devices may be aggregated and compared to execution data 
from the training or testing of the cascade. If the perfor 
mance of the cascade differs from the expected performance, 
operational parameters of the cascade may be modified. For 
example, detection and/or rejection thresholds may be modi 
fied, the sequence of stages may be modified, the cascade 
may be re-trained, etc. Configuration data regarding the 
updated operational parameters may then be provided to the 
client devices for implementation. In some cases, an entirely 
new version of the cascade may be provided, rather than 
only configuration data Such as thresholds or model param 
eters. In some embodiments, operational parameters for a 
cascade may be modified for a particular user or client 
device. For example, a particular user may use the detection 
system in an acoustic environment that affects the detection 
of true positive samples differently than the average acoustic 
environment for which the cascade has been trained. In such 
cases, execution data may be analyzed, and modifications 
may be made to the operational parameters of the cascade 
used by that particular user's detection system. 
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4 
Aspects of the embodiments described in the present 

disclosure will focus, for the purpose of illustration, on a 
client device that transmits data to a networked spoken 
language processing system for processing when confidence 
in detection of a key word or phrase exceeds a threshold. 
However, the systems and techniques described herein may 
be used in any number of processes or applications for 
detecting events in samples of data, including face detection, 
handwriting detection, triage, and other detection and/or 
recognition systems. As used herein, a sample of data can 
include any relevant portion of data, Such as several seconds 
of audio, an image or portion of an image of a person, and 
So forth. In addition, although certain examples and embodi 
ments will be described with respect to confidence scores, 
the systems and techniques described herein may be applied 
to any type of detection score, including likelihoods, prob 
abilities, etc. Various aspects of the disclosure will now be 
described with regard to certain examples and embodiments, 
which are intended to illustrate but not limit the disclosure. 
Cascade with any-Stage Detection 

With reference to an illustrative embodiment, FIG. 1 
shows a cascade-based detection system 100 in which a 
detection target may be detected in an input sample at any 
stage of the cascade. The cascade may include any number 
of stages. The cascade illustrated in FIG. 1 consists of stages 
1 through N (labeled 104-108), where N may be any positive 
integer. Individual stages, such as stage 1104, include or are 
associated with various operational parameters. For 
example, stage 1 104 includes model parameters 110, a 
detection threshold 112, and a rejection threshold 114. Each 
stage may include its own version or copy of the operational 
parameters, or multiple stages may share one or more 
operational parameters. For example, each stage may use the 
same detection and rejection thresholds, but each stage may 
use a separate set of model parameters. As another example, 
each stage may use a different detection and/or rejection 
threshold than each other stage (or some subset thereof). 

In operation, an input 102. Such as an audio file or stream 
(or a portion thereof) is processed by the first stage 104 of 
the cascade. The stage 104 can use a model based on the 
model parameters 110 to determine a confidence or likeli 
hood that a particular event (e.g., key word) either is or is not 
present in the sample. For example, features may be 
extracted from the input 102. The extracted features, which 
may be numbers representing some measurement or which 
may be the result of some calculation or other function, can 
be input into a modelling function or otherwise processed to 
produce a score. The score may represent or be associated 
with the likelihood that the input 102 includes a particular 
keyword. If the score exceeds the detection threshold, the 
detection system 100 may return a positive detection without 
further processing of the input 102 by other stages 106-108 
of the cascade. By stopping the processing of the input 102 
whenever the score exceeds the detection threshold 112, the 
latency experienced by a user waiting for a response to the 
specific input 102 is reduced in comparison with a conven 
tional cascade detector which would continue processing the 
input using the remainder of the stages 106-108. 

In addition to stopping the processing of the input 102 
whenever the score exceeds the detection threshold 112, 
processing may be stopped if the score falls below the 
rejection threshold (e.g., the likelihood that the input 
includes the detection target is very low). In Such cases, the 
detection system 100 may determine that the sample is a 
negative sample and return a rejection without further pro 
cessing of the input 102 by the other stages 106-108. As a 
result, the only samples processed by Subsequent stages of 
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the cascade are those samples that have not triggered detec 
tions or rejections by any previous stage. Reaching a reliable 
result in detection processing may be more difficult for Such 
samples. Later stages of the cascade can therefore be trained 
to discriminate between positive samples (e.g., Samples 5 
including the detection target) and negative samples (e.g., 
samples not including the detection target) in these more 
difficult cases. Stages trained to process such samples may 
require more computational resources, more time, and/or 
may have an overall undesirable impact on the operational 10 
cost or latency of the detection system 100. By placing these 
stages after stages trained to process and recognize detection 
targets (or the lack thereof) in “easier samples, any unde 
sirable impact may be reduced, and may be experienced only 
in cases in which Such costs or latency is needed to reach an 15 
acceptably reliable result. 

In some embodiments, separate scores may be computed 
regarding the likelihood that the input includes the detection 
target and the likelihood that the input does not include the 
detection target. In such cases, different scores may be 20 
compared to the detection threshold 112 and rejection 
threshold 114, respectively. 
Spoken Language Processing Environment 

FIG. 2 shows an example environment 200 in which the 
cascade-based detection features of the present disclosure 25 
may be implemented. The environment 200 may include a 
client device 202 and a remote computing provider 204 in 
communication via a communication network 210. 
The communication network 210 may be any wired 

network, wireless network, or combination thereof. In addi- 30 
tion, the network 210 may be a personal area network, local 
area network, wide area network, cable network, satellite 
network, cellular telephone network, or combination 
thereof. For example, the communication network 210 may 
be a publicly accessible network of linked networks, possi- 35 
bly operated by various distinct parties, such as the Internet. 
In some embodiments, the communication network 210 may 
be a private or semi-private network, Such as a corporate or 
university intranet. The communication network 210 may 
include one or more wireless networks, such as a Global 40 
System for Mobile Communications (“GSM) network, a 
Code Division Multiple Access (“CDMA') network, a Long 
Term Evolution (“LTE) network, or some other type of 
wireless network. Protocols and components for communi 
cating via the Internet or any of the other aforementioned 45 
types of communication networks are well known to those 
skilled in the art of computer communications and thus need 
not be described in more detail herein. 
The client device 202 may be a computing device that 

includes one or more processors and a memory which may 50 
contain software applications executed by the processors. 
The client device 202 may include or be in communication 
with one or more microphones or other audio input com 
ponents for accepting audio input. The client device 202 
may also include a cascade-based detection system 100 to 55 
perform keyword detection on the audio input. The client 
device 202 or detection system 100 may also include an 
execution log 220 for storing data regarding the operation of 
the detection system 100 during processing of audio inputs. 
For example, the execution log 220 may store, for each input 60 
sample or execution of the detection system 100 (or some 
Subset thereof), data regarding the number of stages until a 
detection/rejection is triggered, elapsed time, detection 
scores at each stage, etc. 

Illustratively, the client device 202 may be a personal 65 
computing device, laptop computing device, hand held 
computing device, terminal computing device, server com 

6 
puting device, mobile device (e.g., mobile phones or tablet 
computing devices), wearable device configured with net 
work access and program execution capabilities (e.g., 'Smart 
eyewear or “smart watches”), wireless device, electronic 
reader, media player, home entertainment system, gaming 
console, set-top box, television configured with network 
access and program execution capabilities (e.g., 'Smart 
TVs), or some other electronic device or appliance. 
A user 206 may use the client device 202 to submit 

utterances, receive information, and initiate various pro 
cesses, either on the client device 202 or at the remote 
computing provider 204. For example, the user 206 can 
listen to music via the client device 202 (or some system or 
output component in communication with the client device) 
and issue spoken commands to the client device 202. Some 
client devices 202 may be configured to accept, process, 
and/or respond to spoken commands without any non-verbal 
indication that the user is going to issue a spoken command 
rather than engage in conversation with another person. The 
user 206 may indicate that the client device 202 is being 
addressed by prefacing spoken commands and queries with 
a keyword or phrase, also known as a “wake word.” The 
detection system 100 can be configured to detect the pres 
ence of the wake word in audio samples. Upon detection of 
the wake word by the detection system 100, the client device 
202 may determine that the user is addressing the client 
device 202. The wake word may be followed shortly by a 
spoken command (e.g., the user 206 may utter the wake 
word and then utter a “play music' or “phone call’ com 
mand). The client device 202 may process the subsequent 
utterance and initiate a response, or the client device 202 
may provide audio data regarding the user utterance to the 
remote computing provider 204 for processing. 
The remote computing provider 204 may include systems 

or modules for performing spoken language processing on 
audio data, Such as a spoken language processing System 
240. The spoken language processing system 240 may 
include a speech recognition module 242 for determining 
what a user said or meant after uttering the wake word (or 
without utterance of any wake word). One or more appli 
cation modules 244 may be invoked depending upon the 
results generated by the speech recognition module 242. For 
example, if the user uttered a play music' command, a 
“music' application module may be invoked to respond to 
the command. In some embodiments, a spoken language 
processing system 240 may include additional or fewer 
modules or components than those shown in FIG. 2. 
The remote computing provider 104 may also include a 

detector management system 250 for generating, training, 
modifying, and/or otherwise managing the detection sys 
tems 100 used by client devices 202. The detector manage 
ment system 250 may include a cascade training module 
252, a permutation module 254, and an aggregated analysis 
module 256. The cascade training module 252 may use 
training data to train the model parameters for the stages of 
the cascade, set detection and/or rejection thresholds to 
reduce or minimize operational cost or latency, etc. as 
described in greater detail below. The permutation module 
254 may take a trained cascade as input and determine a 
desired or optimum sequence for the stages of the cascade, 
as described in greater detail below. The aggregated analysis 
module 256 may take execution logging data from one or 
more client devices 202 as input and implement adjustments 
to the operational parameters of the cascade as also 
described in greater detail below. In some embodiments, a 
detector management system 250 may include additional or 
fewer modules or components than those shown in FIG. 2. 
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The detector management system 250 may be combined 
with or co-located with the spoken language processing 
system 240. For example, the detector management system 
250 and spoken language processing system 240 may be part 
of a single physical or logical module, component, system or 
computing device (or group of devices). In some embodi 
ments, the detector management system 250 may be physi 
cally or logically separated from the spoken language pro 
cessing system 240. For example, the detector management 
system 250 may be or include a server or group of servers 
physically separated from the spoken language processing 
system 240 (e.g., on different physical machines, in different 
data centers, etc.). The individual modules and components 
of the spoken language processing system 240 may be 
physically or logically separate from each other, or may be 
combined into a single physical or logical module or com 
ponent similar as described above. The individual modules 
and components of the detector management system 250 
may also be physically or logically separate from each other, 
or may be combined into a single physical or logical module 
or component. 

In some embodiments, the features and services provided 
by the remote computing provider 204 may be implemented 
as web services consumable via a communication network 
210. In further embodiments, the remote computing provider 
204 is provided by one more virtual machines implemented 
in a hosted computing environment. The hosted computing 
environment may include one or more rapidly provisioned 
and released computing resources, which computing 
resources may include computing, networking and/or stor 
age devices. A hosted computing environment may also be 
referred to as a cloud computing environment. 
Process for Generating Detection Cascades 

FIG. 3 shows an illustrative process 300 for generating a 
detection cascade that may return detection of a detection 
target in a sample at any stage of the cascade. Advanta 
geously, a detector management system 250 may implement 
the process 300 to generate a detection cascade optimized or 
otherwise designed to minimize or reduce Some operational 
or performance characteristic, Such as computational cost 
and/or latency. 

The process 300 begins at block 302. The process 300 
may be manually initiated by a system administrator or other 
user, may begin in response to Some event, etc. The process 
300 may be embodied in a set of executable program 
instructions stored on a computer-readable medium, Such as 
one or more disk drives, of a computing device of the 
detector management system 250. When the process 300 is 
initiated, the executable program instructions can be loaded 
into memory of a computing device and executed by one or 
more processors in communication therewith. 

At block 304, the cascade training module 252 or some 
other module or component of the detector management 
system 250 can obtain training data. The training data may 
consist of audio samples and corresponding data indicating 
which audio samples include a detection target, the correct 
transcription of each audio sample, or the like. 

At block 306, the cascade training module 252 or some 
other module or component of the detector management 
system 250 may train a cascade. For example, the cascade 
training module 252 may process one or more input samples 
using the cascade, and determine at each stage (or after all 
stages) whether the cascade has correctly determined 
whether the detection target is present in the samples. The 
cascade training module 252 can modify model parameters 
associated with each stage (or some Subset thereof) in order 
to achieve Some desired result, such as an improvement in 
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8 
accuracy, a reduction in latency or operational cost, etc. The 
training process may be repeated in an iterative fashion until 
Some training criterion is met, such as a desired accuracy or 
latency. Advantageously, because only a portion of Samples 
make it to the next stage at any point in the cascade, the later 
stages may be trained specifically to process more difficult 
samples without concern for adding latency when process 
ing easier cases. In some embodiments, the cascade may be 
trained in Some other manner known in the art. 
At block 308, the cascade training module 252 or some 

other module or component of the detector management 
system 250 may determine detection and rejection thresh 
olds for each stage of the cascade. The cascade training 
module 252 can determine the thresholds based on one or 
more operational characteristics of the cascade detector. In 
Some embodiments, the cascade training module 252 may 
set thresholds to optimize or achieve some desired latency or 
operational cost. For example, the detection and rejection 
thresholds of Some early stage may be set So as to capture as 
many easily detected positive and/or negative samples as 
possible. In this way, the overall operational cost attributable 
to processing easily detected negative samples with multiple 
stages is reduced. In addition, the overall latency attributable 
to processing easily detected positive samples with multiple 
stages is also reduced. As another example, the detection 
threshold of an early stage may be set so as to capture as 
many easily detected positive samples as possible, while the 
rejection threshold may be set Such that more samples that 
fail to meet the detection threshold will be passed to sub 
sequent stages. In this way, a larger portion of the samples 
will be processed by Subsequent stages to reduce false 
negatives and improve accuracy without affecting the 
latency associated with the easily detectible positive 
samples. 
The preceding examples are illustrative only, and are not 

intended to be exhaustive or limiting. In some embodiments, 
the thresholds of some stages may be set higher, lower, or 
equivalent to the thresholds of Some other stages to achieve 
various desired results. In some embodiments, the thresholds 
may be set in conjunction with the training of the stages 
described above with respect to block 306. For example, the 
thresholds may also be modified at each point in the training 
process (or Some Subset thereof) that the model parameters 
are modified. As another example, blocks 306 and 308 may 
be repeated in an iterative fashion until some desired result 
is achieved. 
At block 310, the permutation module 254 or some other 

module or component of the detector management system 
250 may permute the sequence of cascade stages. Advanta 
geously, by permuting the sequence of stages and determin 
ing the effect on various operational characteristics, an 
optimum or desired sequence for the stages may be deter 
mined. For example, if a cascade has three stages 1, 2 and 
3 in a starting sequence of 1-2-3, the permutation module 
254 may begin permuting the sequence by Swapping stages 
2 and 3 to give a sequence of 1-3-2. 
At block 312, the permutation module 254 or some other 

module or component of the detector management system 
250 may process the training data (or some subset thereof) 
using the current permutation for the sequence of cascade 
stages. The permutation module 254 can then determine 
whether the current permutation has any effect on various 
operational characteristics, such as operational cost or 
latency. 
At decision block 314, the permutation module 254 can 

determine whether there are any additional permutations to 
be tested. If so, the process 300 can return to block 310. In 
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the present example, the process can return to block 310 to 
test the effectiveness of sequences 2-1-3, 2-3-1, 3-2-1, and 
3-1-2. 
At block 315, the permutation module 254 or some other 

module or component of the detector management system 
250 can set or select the sequence of stages based on the 
operational characteristic(s) determined above. For 
example, the permutation module 254 can select the 
sequence that produces the lowest latency, the lowest opera 
tional cost, the lowest combined latency and operational 
cost, the lowest latency with an acceptable level of accuracy, 
etc. 

In some embodiments, the permutation module 254 may 
include or employ a hardware shift register in order to 
determine the desired sequence of stages. Each execution of 
a particular sequence to process a training sample may be 
represented by a bit array. The bit array may include a 
separate bit corresponding to each stage of the cascade. The 
bit for a particular stage may be set to 1 if the detection target 
was detected in the sample at that stage; otherwise the bit for 
that particular stage may be set to (or remain) 0. The shift 
register can then be used to quickly determine, for each 
sequence of stages and each sample of training data, the 
number of stages required to detect the detection target if 
Such a detection occurred. The determined number of stages 
may serve as a proxy for certain operational characteristics, 
Such as latency or cost. Using Such a shift register and 
collection of bit arrays can allow the permutation module 
254 to acquire an exhaustive set of operational data regard 
ing every possible permutation (or some Subset thereof) of 
stage sequences for every sample of training data (or some 
subset thereof). 

In some embodiments, the permutation module may also 
or alternatively use bit arrays for rejections. For example, 
Such a bit array may include a separate bit corresponding to 
each stage of the cascade. However, the bit for a particular 
stage may be set to 1 if the sample was rejected at that stage 
as not including the detection target; otherwise the bit for 
that particular stage may be set to (or remain) 0. The shift 
register can then be used to quickly determine, for each 
sequence and each sample, the number of stages required to 
reject the sample if Such a rejection occurred. 

At block 318, the process 300 may terminate. 
Process for Using Detection Cascades 

FIG. 4 shows an illustrative process 400 for using a 
cascade-based detector. Advantageously, the process 400 
may be implemented by a detection system 100 that includes 
a cascade configured to return detection of a detection target 
in a sample at any stage of the cascade. 
The process 400 begins at block 402. The process 400 

may be automatically invoked upon receipt of an audio 
sample, manually initiated by a user, may begin in response 
to some other event, etc. The process 400 may be embodied 
in a set of executable program instructions stored on a 
computer-readable medium, Such as one or more disk drives, 
of a client device 202. When the process 400 is initiated, the 
executable program instructions can be loaded into memory 
of a computing device and executed by one or more pro 
cessors in communication therewith. 
At block 404, the detector 100 may obtain input data. In 

the key word spotting implementation, the input data may be 
raw audio data received from a microphone, features 
extracted from audio data, or some other representation of 
audio. 
At block 406, the detector 100 can begin processing the 

input with the cascade. The detector 100 can compute a 
detection score for the input at the first stage of the sequence, 
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10 
and process 400 may proceed to decision block 408 where 
the detector 100 can determine whether the score meets or 
exceeds the detection threshold. If so, the process 400 may 
proceed to block 410 where the detection is returned, and 
then the process 400 may terminate at block 418. Otherwise, 
if the score does not meet or exceed the detection threshold, 
the process 400 may proceed to decision block 412. 
At block 412, the detector 100 can determine whether the 

score fails to meet or exceed the rejection threshold (or 
whether a separate rejection score exceeds the rejection 
threshold). If so, the process 400 may proceed to block 414 
where the rejection is returned, and then the process 400 
may terminate at block 418. Otherwise, if the score does 
meet or exceed the rejection threshold, the process 400 may 
proceed to decision block 416. 
At decision block 416, the detector 100 can determine 

whether there are additional stages of the cascade remaining 
that can be used to process the input data. If so, the process 
400 may return to block 406. Otherwise, a rejection may be 
returned and the process 400 may terminate. In some 
embodiments, if there are no remaining stages left at deci 
sion block 416, a detection may be returned and the process 
400 may terminate. 
Process for Modifying Detection Cascades 

FIG. 5 shows an illustrative process 500 for modifying a 
cascade-based detector. Advantageously, the process 500 
may be implemented by a detector management system 250 
to update the configuration of a cascade based on an analysis 
of execution logging data regarding real-world use of the 
cascade at one or more client devices 202. Such updates may 
be used to improve the performance of the cascade or to 
modify operational parameters of the cascade to achieve 
some other desired effect. 
The process 500 begins at block 502. The process 500 

may be automatically invoked upon receipt of execution 
logging data from one or more client devices 202, may be 
manually initiated by a system administrator or other user, 
may begin in response to some event, etc. The process 500 
may be embodied in a set of executable program instructions 
stored on a computer-readable medium, Such as one or more 
disk drives, of a detection management system 250. When 
the process 500 is initiated, the executable program instruc 
tions can be loaded into memory of a computing device and 
executed by one or more processors in communication 
therewith. 
At block 502, the aggregated analysis module 256 or 

Some other module or component of the detector manage 
ment system 250 may obtain execution logging data from 
one or more client devices 202. For example, the client 
devices 202 may be configured to provide execution logging 
data for each input sample processed (or some Subset 
thereof), in batches after every N audio samples are pro 
cessed (where N is some integer), on a schedule (e.g., 
weekly or monthly), in response to a request from the 
detector management system 250, etc. The execution log 
ging data for any given input sample may include data 
regarding the operation of the detection system 100 when 
processing the sample, such as the number of stages through 
which the sample passes or the elapsed time before a 
detection or rejection is triggered, the detection and/or 
rejection scores computed at each stage, etc. In some 
embodiments, the aggregated analysis module 256 may 
obtain annotations for the samples indicating whether or not 
the cascade correctly returned a detection or rejection. For 
example, the audio samples may be provided to a human 
listener who determines the accuracy of the detection sys 
tem's determination. 
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At block 506, the aggregated analysis module 256 or 
Some other module or component of the detector manage 
ment system 250 may aggregate or Summarize the execution 
logging data obtained above. The data may be aggregated in 
a manner that facilitates comparison to Some baseline or 
target data, data obtained during training, or the like. In some 
embodiments, only a Subset of execution data may be 
aggregated, or the execution data may be aggregated into 
two or more groups. For example, execution data may be 
aggregated into groups based on one or more user charac 
teristics (e.g., execution data obtained from devices operated 
by users with particular demographic characteristics and/or 
dialects), one or more device characteristics (e.g., execution 
data obtained from devices with particular technical capa 
bilities or characteristics), some combination thereof, or the 
like. In this way, the processing described below may be 
performed in a targeted manner, resulting in thresholds 
and/or sequences that are optimized or selected for particular 
subsets of users or devices. 
At block 508, the aggregated analysis module 256 or 

Some other module or component of the detector manage 
ment system 250 can compare the aggregated data to some 
baseline data, data obtained during training, or the like. 

At decision block 510, the aggregated analysis module 
256 or some other module or component of the detector 
management system 250 can determine whether the aggre 
gated data differs from the baseline data in a meaningful or 
actionable manner. For example, the aggregated analysis 
module 256 can determine whether the observed data is 
evidence of lower performance, higher cost, or higher 
latency than expected. As another example, the aggregated 
analysis module 256 can determine whether the observed 
data is outside of Some desired rang, or fails to meet some 
threshold. If so, the process 500 may proceed to block 512. 
Otherwise, the process may terminate at block 516. 

At block 512, the aggregated analysis module 256 or 
Some other module or component of the detector manage 
ment system 250 can update the cascade. The aggregated 
analysis module 256 may employ the cascade training 
module 252 and/or the permutation module 254 in order to 
update the cascade. For example, the cascade training mod 
ule 252 may determine a desired adjustment or target 
criterion for the cascade, and the cascade training module 
252 may re-train the cascade in order to achieve the desired 
effect. In some embodiments, the cascade training module 
252 may use input samples obtained from client devices 202 
and annotated as described above in order to train or re-train 
the cascade using real-world data. As another example, the 
permutation module 254 may determine a new or updated 
sequence for the cascade, rather than re-training the cascade, 
in order to achieve a desired effect. As a further example, 
other differential updates may be generated instead of re 
training the cascade. Such as updates to one or more thresh 
olds in order to achieve some desire effect. 
At block 514, the detector management system 250 can 

provide updated cascade configuration data to one or more 
of the client devices 202. The cascade configuration data 
may include updated model parameters for one or more 
stages, updated thresholds for one or more stages, an 
updated sequence for the stages, etc. In some embodiments, 
a new cascade may be provided rather than configuration 
data. 

In some embodiments, rather than aggregating data from 
multiple client devices 202, data from a single client device 
may be analyzed and updated cascade configuration data 
may be generated for use by the client device. 
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Terminology 

Depending on the embodiment, certain acts, events, or 
functions of any of the processes or algorithms described 
herein can be performed in a different sequence, can be 
added, merged, or left out altogether (e.g., not all described 
operations or events are necessary for the practice of the 
algorithm). Moreover, in certain embodiments, operations or 
events can be performed concurrently, e.g., through multi 
threaded processing, interrupt processing, or multiple pro 
cessors or processor cores or on other parallel architectures, 
rather than sequentially. 
The various illustrative logical blocks, modules, routines, 

and algorithm steps described in connection with the 
embodiments disclosed herein can be implemented as elec 
tronic hardware, computer Software, or combinations of 
both. To clearly illustrate this interchangeability of hardware 
and Software, various illustrative components, blocks, mod 
ules, and steps have been described above generally in terms 
of their functionality. Whether such functionality is imple 
mented as hardware or software depends upon the particular 
application and design constraints imposed on the overall 
system. The described functionality can be implemented in 
varying ways for each particular application, but such imple 
mentation decisions should not be interpreted as causing a 
departure from the scope of the disclosure. 

Moreover, the various illustrative logical blocks and mod 
ules described in connection with the embodiments dis 
closed herein can be implemented or performed by a 
machine, Such as a general purpose processor device, a 
digital signal processor (DSP), an application specific inte 
grated circuit (ASIC), a field programmable gate array 
(FPGA) or other programmable logic device, discrete gate or 
transistor logic, discrete hardware components, or any com 
bination thereof designed to perform the functions described 
herein. A general purpose processor device can be a micro 
processor, but in the alternative, the processor device can be 
a controller, microcontroller, or state machine, combinations 
of the same, or the like. A processor device can include 
electrical circuitry configured to process computer-execut 
able instructions. In another embodiment, a processor device 
includes an FPGA or other programmable device that per 
forms logic operations without processing computer-execut 
able instructions. A processor device can also be imple 
mented as a combination of computing devices, e.g., a 
combination of a DSP and a microprocessor, a plurality of 
microprocessors, one or more microprocessors in conjunc 
tion with a DSP core, or any other such configuration. 
Although described herein primarily with respect to digital 
technology, a processor device may also include primarily 
analog components. For example, some or all of the signal 
processing algorithms described herein may be implemented 
in analog circuitry or mixed analog and digital circuitry. A 
computing environment can include any type of computer 
system, including, but not limited to, a computer system 
based on a microprocessor, a mainframe computer, a digital 
signal processor, a portable computing device, a device 
controller, or a computational engine within an appliance, to 
name a few. 
The elements of a method, process, routine, or algorithm 

described in connection with the embodiments disclosed 
herein can be embodied directly in hardware, in a software 
module executed by a processor device, or in a combination 
of the two. A software module can reside in RAM memory, 
flash memory, ROM memory, EPROM memory, EEPROM 
memory, registers, hard disk, a removable disk, a CD-ROM, 
or any other form of a non-transitory computer-readable 
storage medium. An exemplary storage medium can be 
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coupled to the processor device Such that the processor 
device can read information from, and write information to, 
the storage medium. In the alternative, the storage medium 
can be integral to the processor device. The processor device 
and the storage medium can reside in an ASIC. The ASIC 
can reside in a user terminal. In the alternative, the processor 
device and the storage medium can reside as discrete com 
ponents in a user terminal. 

Conditional language used herein, such as, among others, 
can.” “could,” “might,” “may.” “e.g., and the like, unless 

specifically stated otherwise, or otherwise understood within 
the context as used, is generally intended to convey that 
certain embodiments include, while other embodiments do 
not include, certain features, elements and/or steps. Thus, 
Such conditional language is not generally intended to imply 
that features, elements and/or steps are in any way required 
for one or more embodiments or that one or more embodi 
ments necessarily include logic for deciding, with or without 
other input or prompting, whether these features, elements 
and/or steps are included or are to be performed in any 
particular embodiment. The terms “comprising,” “includ 
ing.” “having,” and the like are synonymous and are used 
inclusively, in an open-ended fashion, and do not exclude 
additional elements, features, acts, operations, and so forth. 
Also, the term “or” is used in its inclusive sense (and not in 
its exclusive sense) so that when used, for example, to 
connect a list of elements, the term 'or' means one, some, 
or all of the elements in the list. 

Disjunctive language such as the phrase “at least one of X, 
Y. Z. unless specifically stated otherwise, is otherwise 
understood with the context as used in general to present that 
an item, term, etc., may be either X, Y, or Z, or any 
combination thereof (e.g., X, Y, and/or Z). Thus, Such 
disjunctive language is not generally intended to, and should 
not, imply that certain embodiments require at least one of 
X, at least one of Y, or at least one of Z to each be present. 

While the above detailed description has shown, 
described, and pointed out novel features as applied to 
various embodiments, it can be understood that various 
omissions, Substitutions, and changes in the form and details 
of the devices or algorithms illustrated can be made without 
departing from the spirit of the disclosure. As can be 
recognized, certain embodiments described herein can be 
embodied within a form that does not provide all of the 
features and benefits set forth herein, as some features can 
be used or practiced separately from others. The scope of 
certain embodiments disclosed herein is indicated by the 
appended claims rather than by the foregoing description. 
All changes which come within the meaning and range of 
equivalency of the claims are to be embraced within their 
Scope. 
What is claimed is: 
1. A system comprising: 
a computer-readable memory storing executable instruc 

tions; and 
one or more processors in communication with the com 

puter-readable memory, wherein the one or more pro 
cessors are programmed by the executable instructions 
to at least: 
obtain information regarding a detection cascade con 

figured to detect a keyword in an audio sample, the 
detection cascade comprising a plurality of stages 
including a first stage associated with a first model 
and a second stage associated with a second model; 

determine a first detection threshold associated with the 
first stage, wherein a first detection score greater than 
the first detection threshold indicates that the key 
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14 
word is present in the audio sample, and wherein the 
first detection score is computed using the audio 
sample and the first model; 

determine a first rejection threshold associated with the 
first stage, wherein the first detection score less than 
the first rejection threshold indicates that the key 
word is not present in the audio sample: 

determine a second detection threshold associated with 
the second stage, wherein a second detection score 
greater than the second detection threshold indicates 
that the keyword is present in the audio sample, and 
wherein the second detection score is computed 
using the audio sample and second model; 

determine a second rejection threshold associated with 
the second stage, wherein the second detection score 
less than the second rejection threshold indicates that 
the keyword is not present in the audio sample; 

obtain, for at least two permutations of the plurality of 
stages, latency data regarding use of the detection 
cascade to process the audio sample; and 

determine a sequence for the plurality of stages based 
at least on the latency data, wherein the detection 
cascade returns a detection at any stage of the 
sequence if a detection score exceeds a correspond 
ing detection threshold. 

2. The system of claim 1, wherein the first detection 
threshold and first rejection threshold are determined based 
at least on an empirical analysis of detection scores com 
puted using training audio samples and the first model. 

3. The system of claim 1, wherein first detection threshold 
is determined based at least on the latency data. 

4. The system of claim 1, further comprising a hardware 
shift register configured to processes a bit array, wherein 
each bit of the bit array corresponds to a stage of the cascade, 
and wherein a value of each bit of the bit array indicates 
whether a detection score exceeded a detection threshold 
associated with the corresponding stage. 

5. The system of claim 4, wherein the sequence is 
determined based at least in part on hardware shift register 
output. 

6. A computer-implemented method comprising: 
as implemented by one or more computing devices con 

figured to execute specific instructions, 
obtaining information regarding a detection cascade 

configured to detect an event in an audio sample, the 
detection cascade comprising a plurality of stages 
including a first stage and a second stage, each stage 
of the plurality of stages corresponding to a model; 

determining a first detection threshold for the first stage 
and a second detection threshold for the second 
Stage, 

determining a first rejection threshold for the first stage 
and a second rejection threshold for the second stage; 
and 

determining a sequence for the plurality of stages based 
at least on one or more performance characteristics 
associated with one or more sequential permutations 
of the plurality of stages, 

wherein the detection cascade returns a detection at any 
stage of the sequence if a detection score exceeds a 
detection threshold for the stage. 

7. The computer-implemented method of claim 6, 
wherein the event comprises one of an occurrence of a 
keyword in audio data, an occurrence of a face in image 
data, or an occurrence of a written character in image data. 

8. The computer-implemented method of claim 6, 
wherein a first detection score greater than the first detection 
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threshold indicates that the event is present in the audio 
sample, and wherein the first detection score is computed 
using the audio sample and a first model corresponding to 
the first stage. 

9. The computer-implemented method of claim 6, further 5 
comprising determining the performance characteristics 
based at least on processing test audio samples using the 
detection cascade. 

10. The computer-implemented method of claim 6, 
wherein the one or more performance characteristics com 
prise latency or computational cost. 

11. The computer-implemented method of claim 6, further 
comprising receiving execution data from one or more client 
computing devices, wherein the execution data relates to 
processing of audio samples using the detection cascade. 

12. The computer-implemented method of claim 11, 
wherein the execution data includes at least one of observed 
latency or a computed detection score. 

13. The computer-implemented method of claim 11, 
wherein determining the first detection threshold is based at 
least on the execution data. 

14. The computer-implemented method of claim 11, 
wherein determining the sequence for the plurality of stages 
is based at least on the execution data. 

15. The computer-implemented method of claim 6, fur 
ther comprising transmitting cascade configuration informa 
tion to the one or more client computing devices, the cascade 
configuration information indicating at least one of the first 
detection threshold, or the sequence for the plurality of 
Stages. 

16. The computer-implemented method of claim 6, 
wherein the second detection threshold is different than the 
first detection threshold. 

17. The computer-implemented method of claim 6, 
wherein a first detection score less than the first rejection 
threshold indicates that the event is not present in the audio 
sample. 

18. The computer-implemented method of claim 6, 
wherein the second rejection threshold is different than the 
first rejection threshold. 
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19. Non-transitory computer readable storage comprising 

executable instructions that, when executed, cause one or 
more computing devices to perform a process comprising: 

accessing information regarding a detection cascade com 
prising a first stage and a second stage, the first stage 
associated with a first model and a first detection 
threshold, and the second stage associated with a sec 
ond model and a second detection threshold; 

computing a first detection score using audio data and the 
first model, the first detection score indicating a like 
lihood that an event is present in the audio data; 

determining whether the first detection score exceeds the 
first detection threshold; 

in response to determining that the first detection score 
exceeds the first detection threshold, generating data 
indicating that the event has been detected, wherein the 
audio data is not subsequently processed using the 
second stage; and 

in response to determining that the first detection score 
does not exceed the first detection threshold, computing 
a second detection score using the audio data and the 
second model. 

20. The non-transitory computer readable storage of claim 
19, wherein the event comprises one of an occurrence of a 
keyword in audio data, an occurrence of a face in image 
data, or an occurrence of a written character in image data. 

21. The non-transitory computer readable storage of claim 
19, the process further comprising storing execution data in 
connection with processing the audio data with the cascade, 
the execution data relates to at least one of observed latency, 
a computed detection score, or elapsed time. 

22. The non-transitory computer readable storage of claim 
21, the process further comprising transmitting at least a 
portion of the execution data to a network-accessible server 
system. 

23. The non-transitory computer readable storage of claim 
19, the process further comprising receiving, from a net 
work-accessible server system, at least one of the detection 
cascade, an updated detection cascade, or cascade configu 
ration information. 


