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1. 

STACKABLE INTERFACE MODULES FOR 
CUSTOMZED NETWORK FUNCTIONS 

TECHNICAL FIELD 

The present invention generally relates to network com 
munications, and more particularly relates to providing 
customized network functions at the edge of a network. 

BACKGROUND 

Physical interface modules, such as the enhanced Small 
Form-factor Pluggable module (SFP+), the Quad Small 
Form-factor Pluggable module (QSFP) and the 120 Gb/s 
12x Small Form-factor Pluggable module (CXP), are com 
pact, hot-pluggable transceivers used for both telecommu 
nication and data communications applications. Physical 
interface modules are typically used to interface a network 
device to a fiber optic or copper networking cable. For 
example, an SFP+ module is typically inserted into an SFP+ 
cage on an electronic device, such as a server or a Switch. 

Physical interface modules are hot-swappable electronic 
components that have an electrical interface toward the 
electronic device being interfaced with the network, and a 
specific copper or optical interface toward the network. 
Physical interface modules are widely used because of their 
hot-swappable characteristic, which also means that they are 
replaceable at run-time. While preserving the same electrical 
interface with the electronic devices, several different cop 
per or optical interfaces can be used toward the network. 
Such flexibility has resulted in wide adoption of physical 
interface modules. 

There are different variants of physical interface modules, 
mainly depending on the required bandwidth, speed, power 
and distance of the interconnection. 

While there are several variants of physical interface 
modules, they typically all have the characteristic of being 
pluggable at the edge of electronic cards, boards or boxes. 
Once the physical interface module is inserted on the edge 
of the device, a networking cable can be connected to the 
physical interface module. For example, a physical interface 
module can be inserted in an MSA (multi-source agreement) 
compliant module cage located on a PCB (printed circuit 
board). Each PCB may have an MSA-compliant module 
cage holding a physical interface module. 

Similar to the concept of physical interface modules, an 
active optical cable (AOC) is located on the edge of an 
electronic card, board or box. An AOC typically reuses the 
same electrical interface as a physical interface module. Such 
as a QSFP module, as well as the same module cage 
typically located on the electronic equipment. One of the 
main differences between a physical interface module. Such 
as a QSFP module, and an AOC, such as an AOC-based 
QSFP is that the AOC does not provide a standardized 
networking interface, only a standardized electrical interface 
toward the electronic device. For example, in the case where 
an AOC vendor provides an optical signal at a specific 
non-standardized wavelength, then only that vendor can 
interconnect with its own equipment. Since an AOC vendor 
needs to provide the cable and both terminations of the 
cable, the technologies which can be used between both ends 
of the cable can be vendor specific. 

Both ends of an AOC are terminated with a physical 
interface module. The modules themselves cannot be sepa 
rated from the cable. Two PCBs can be connected using an 
active optical cable. A standard compliant MSA cage is 
installed on each PCB. The AOC has connectors at both 
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2 
ends, which includes an optical engine in each connector. 
The optical engines are responsible for converting signals 
between the electrical and optical domains. In order to 
interconnect the two PCBs, an active optical cable is used, 
where each end of the cable is inserted in each module cage 
of the PCBS. 
The module cage is a cage where a compliant physical 

interface module or AOC can be inserted. The cage can be 
used as a guide toward the backend connector of a physical 
interface module or AOC, in order to interface the PCB upon 
insertion. The connector typically uses electrical traces, 
where data, control and power are communicated. 
By using standardized physical interface modules and 

AOCs, electronic equipment Such as servers, Switches and 
routers can be developed with the option of leaving to the 
network operators the task of carefully selecting the required 
network interface at deployment time. While such an 
approach has some advantages, there are a few optimizations 
that could be considered in order to better address the 
increasingly important challenges concerning footprint and 
energy consumption. 

For example, a large part of the energy consumed by a 
physical interface module located on the edge of a board, 
such as a CXP module or an AOC, is used to interface the 
electronic components directly located on the same board. 
This means that modules located on the edge of cards or 
boards could greatly reduce their power consumption if the 
length of electrical traces between electronic components on 
PCBs, such as ASICs (application-specific integrated cir 
cuits), and a physical interface module located on the edge 
of the PCBs were significantly shortened. 

Also, physical interface modules are typically designed 
for flexibility and interoperability, resulting in their form 
factor not necessarily being optimized in terms of size. For 
example, the same QSFP physical interface module speci 
fication can be used for short-reach and for long-reach 
applications. While the long-reach variant requires signifi 
cantly more power than the short-reach variant, the speci 
fication of the form-factor for the QSFP module is typically 
based on the required power consumption of the long-reach 
variant. As such the size of a physical interface module is 
typically much larger than what could be minimally 
required. 

Recently a new type of electronic component has received 
more widespread use for interfacing electronic equipment: 
optical engines. Optical engines are components used to 
convert electrical signals into optical signals, and Vice-versa. 
The way in which optical engines are typically built requires 
them to be placed in very close proximity to the source of the 
electrical signals being converted into optical signals. While 
the close proximity minimizes the length of electrical traces, 
the complexity of electronic components typically required 
in CXP modules and AOCs can be greatly reduced, such as 
eliminating the need for Clock Data Recovery (CDR) func 
tions. That reduced complexity brings Smaller footprint and 
power savings. 

Optical engines can be extremely small, and in compari 
son with an equivalent standardized physical interface mod 
ule, optical engines can be smaller by an order of magnitude. 
While there are several different vendor-specific variants of 
optical engines and no standardized form-factor and vendor 
agreement for building optical engines, optical engines are 
aimed at providing extremely efficient and optimized solu 
tions in terms of energy consumption and footprint. The lack 
of standardization for optical engines can result in functional 
incompatibility and incompatible optical engine form-fac 
tOrS. 
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Optical fiber connectors are also typically used at the edge 
of a network. An optical fiber connector terminates the end 
of an optical fiber. A connector mechanically couples and 
aligns the cores of fibers so that light can pass. Optical fiber 
connectors are used to join optical fibers where a connect/ 
disconnect capability is required. In telecommunication and 
data communications applications, Small connectors, e.g., 
so-called LC, and multi-fiber connectors, e.g., so-called 
MTP, are replacing more traditional connectors (e.g., So 
called SC), mainly to provide a higher number of fibers per 
unit of rack space. 
A type of MT connector, e.g. an MTP or MPO connector, 

can be used to interconnect up to 72 optical waveguides. The 
alignment of the optical fibers is possible because of the 
alignment pins available on the MT connectors. In the case 
where multiple MT connectors are required, an array con 
nector can be used to hold several MT connectors. For 
example, each MT connector allows up to 72 optical chan 
nels. While each MT connector has alignment pins, addi 
tional alignment pins for the array connector itself are also 
provided. As such, an array connector can be very large. 

Each of the network edge components described above 
have disadvantages. For example, currently network func 
tions are only provided directly on PCBs or on modules 
located on PCBs and thus additional space is required on a 
PCB layout for supporting networking functions. Currently, 
it is not possible to cascade pluggable interface modules. 
Also pluggable modular network functions, such as optical 
Switching and wavelength conversion, do not exist presently. 
When needed, interface functions are included in more 
complex interface modules to provide tailored solutions, 
which typically lack flexibility and offer limited capabilities. 
Modules that include more network functions than mini 
mally required typically result in significantly larger mod 
ules which are more expensive and less energy efficient. 
Such modules also do not interface with other similar 
modules. Legacy MSA cages represent a waste of space 
when the latest technologies provide an equivalent function 
ality in much less space. While optical engines are gaining 
popularity for network interconnections, the lack of stan 
dardization for optical engines can result in functional 
incompatibility and incompatible optical engine form-fac 
tors. Moving forward, optical backplanes or interconnects 
will become more important and require network functions 
inside the backplanes themselves, or interconnects. It is not 
possible today to provide network functions on backplanes 
with a pluggable network interface module concept. 

SUMMARY 

Network interface modules are described herein which 
provide dedicated network functions other than merely 
transceiver-related functions, such as receiver and transmit 
ter functions. The network interface modules perform func 
tions that typically allow for more flexibility and customized 
network functions to servers and devices. Functions such as 
wavelength conversion, optical channel multiplexing and 
signal encoding, are examples of function-specific network 
interface modules allow more flexibility with regard to 
network interfaces. 
More complex functions can be realized by cascading 

several of these modules together, which is akin to a logical 
sequencing of building blocks. Depending on the desired 
behavior, a strategic selection of function-specific modules 
can be performed, as well as a strategic sequencing of these 
modules. 
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4 
The modules can have a common interface to more easily 

facilitate the cascading of several network interface mod 
ules. The common interface uses data signals, and may have 
control signals, and alignment and/or power pins depending 
on the type of module and application. 
The modules can be cascaded using Zero-Force-Insertion 

(ZFI), which allows the modules to be cascaded without 
applying any insertion force. Good contact between the 
modules can be ensured by using Zero Back Lash (ZBL) 
screws which allow the modules to be tightly connected 
together. Spring loaded contacts or alignment pins can be 
provided for provisioning power and control signals to the 
modules, if needed. 
The modules can be cascaded inside an MSA-compliant 

or stack optimized module cage e.g. located either on a 
circuit board such as PCB or on a cable connector. As 
another alternative, multiple function-specific network inter 
face modules can be directly interconnected together with 
out requiring any specific module cage. 

According to an embodiment of a function-specific net 
work interface module, the module includes a housing, a 
connection interface at opposing ends of the housing con 
figured to connect to another function-specific network 
interface module in a cascaded manner and one or more 
circuit components. The one or more circuit components are 
operable to provide a dedicated network function so that a 
plurality of different network functions is provided when the 
function-specific network interface module is connected to 
the other function-specific network interface module via the 
connection interface. 

According to an embodiment of a customizable network 
interconnect, the network interconnect includes a plurality 
of function-specific network interface modules each having 
a housing and a connection interface at opposing ends of the 
housing. Each one of the plurality of function-specific 
network interface modules is connected to a different one of 
the plurality of function-specific network interface modules 
in a cascaded manner via the connection interfaces. Each 
one of the plurality of function-specific network interface 
modules is operable to provide a dedicated network function 
so that the plurality of function-specific network interface 
modules collectively provide a plurality of different network 
functions when connected together. 

According to an embodiment of a method of providing a 
plurality of different network functions at an edge of a 
network, the method includes: providing a plurality of 
function-specific network interface modules each having a 
housing and a connection interface at opposing ends of the 
housing; connecting each one of the plurality of function 
specific network interface modules to a different one of the 
plurality of function-specific network interface modules at 
the edge of the network in a cascaded manner via the 
connection interfaces; and operating each one of the plural 
ity of function-specific network interface modules to provide 
a dedicated network function so that the plurality of func 
tion-specific network interface modules collectively provide 
a plurality of different network functions. 

Those skilled in the art will recognize additional features 
and advantages upon reading the following detailed descrip 
tion, and upon viewing the accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The elements of the drawings are not necessarily to scale 
relative to each other. Like reference numerals designate 
corresponding similar parts. The features of the various 
illustrated embodiments can be combined unless they 
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exclude each other. Embodiments are depicted in the draw 
ings and are detailed in the description which follows. 

FIGS. 1-5 are diagrams of a function-specific network 
interface module according to various embodiments. 

FIG. 6 is a diagram of a plurality of function-specific 
network interface modules cascaded together at the edge of 
a circuit card according to an embodiment. 

FIG. 7 is a diagram of a module cage for housing a 
plurality of function-specific network interface modules 
cascaded together at the edge of a circuit card according to 
an embodiment. 

FIG. 8 is a diagram of a module cage for housing a 
plurality of function-specific network interface modules 
cascaded together at the edge of a circuit card according to 
additional embodiments. 

FIG. 9 is a diagram of a plurality of function-specific 
network interface modules cascaded together in a module 
cage at the edge of a circuit card according to an embodi 
ment. 

FIG. 10 is a diagram of a plurality of function-specific 
network interface modules cascaded together in a module 
cage at the edge of a circuit card according to another 
embodiment. 

FIG. 11 is a diagram of a module cage connected to an 
optical cable, for housing a plurality of function-specific 
network interface modules cascaded together according to 
an embodiment. 

FIG. 12 is a diagram of a plurality of function-specific 
network interface modules cascaded together in a module 
cage at the edge of a circuit card according to another 
embodiment. 

FIG. 13 is a diagram of a plurality of function-specific 
network interface modules cascaded together in a module 
cage at the edge of a circuit card according to yet another 
embodiment. 

FIG. 14 is a diagram of a plurality of function-specific 
network interface modules cascaded together at the end of 
an optical cable according to embodiment. 

FIG. 15 is a diagram of a plurality of function-specific 
network interface modules cascaded together in a module 
cage at the edge of a circuit card according to an embodi 
ment. 

FIG. 16 is a diagram of a plurality of function-specific 
network interface modules cascaded together in a module 
cage connected at both ends to a circuit card according an 
embodiment. 

DETAILED DESCRIPTION 

As a non-limiting example, FIG. 1 illustrates a function 
specific network interface Module 100 which includes a 
housing 102 and a connection interface 104,106 at opposing 
ends of the housing 102. Each connection interface 104,106 
is configured to connect to another function-specific network 
interface module in a cascaded manner. 
The network interface module 100 is function-specific in 

that the module 100 provides one or more dedicated network 
functions other than merely transceiver-related functions, 
Such as receiver and transmitter functions. To this end, the 
network interface module 100 also includes one or more 
circuit components 108 for providing one or more dedicated 
network functions so that a plurality of different network 
functions can be provided by connecting the module 100 to 
one or more other function-specific network interface mod 
ules via the connection interfaces 104, 106. The network 
interface module 100 performs one or more dedicated func 
tions that allow for more flexibility and customized network 
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6 
functions to servers and devices. Of course, the module 100 
can also provide conventional transceiver functions into 
addition to the dedicated function(s). More complex func 
tions can be realized by cascading several of these modules 
100 together. 

Each circuit component 108 included in the function 
specific network interface Module 100 can process electrical 
signals, optical signals, or convert between electrical and 
optical signals. Accordingly, the connection interface 104. 
106 at each end of the module 100 can be connected to one 
or more circuit components inside the module 100 by a 
signal pathway 110, 112 which can be electrical e.g. elec 
trical traces or wires or optical e.g. fiber cables or other 
optical waveguides, depending on the type of component 
108 the corresponding connection interface 104, 106 is 
connected to. For example, if the connection interface 104 
on the left-hand side of the network interface module 100 in 
FIG. 1 is connected to a circuit component 108 which 
processes or converts incoming electrical signals, the signal 
pathway 110 between the connection interface 104 and the 
circuit component 108 is electrical. Alternatively, if the 
connection interface 104 is connected to a circuit component 
108 which processes or converts incoming optical signals, 
the signal pathway 110 between the connection interface 104 
and the circuit component 108 is optical. The same applies 
for the connection interface 106 on the right-hand side of the 
network interface module 100 in FIG. 1. Accordingly, the 
network interface module 100 may include electrical and/or 
optical circuit components 108 and may have external 
electrical interfaces only, external optical interfaces only or 
both electrical and optical external interfaces. 
As described above, the network interface module 100 

provides one or more specific functions other than merely 
transceiver-related functions. For example, wavelength con 
version, optical channel multiplexing and signal encoding 
are examples of dedicated functions the function-specific 
network interface module 100 can provide to allow more 
flexibility and customization at the edge of a network e.g. to 
servers and other devices at the network edge. 
The function-specific network interface module 100 can 

also have electrical and/or optical interfaces 104, 106 as 
described above. For example, the module 100 may be 
required to Support electrical-to-electrical, electrical-to-op 
tical or optical-to-optical interfaces. Depending on the spe 
cific function(s) required of the module 100, an electrical or 
an optical interface 104, 106 can be provided at either end 
of the module 100. 

Networks used for interconnecting internal system com 
ponents and for interconnecting different systems located on 
different geographical sites use optical technologies. A col 
lection of the function-specific network interface modules 
100 described herein can be deployed which allow more 
flexibility with regard to a specific optical technology used 
on a network, by cascading these modules. The system or 
components of a system at the edge of an optical network 
can comply with the requirements of the network by selec 
tively cascading different ones of the function-specific net 
work interface modules 100 with each module 100 provid 
ing a different dedicated network-function(s). The aggregate 
of these different dedicated functions yields one or more 
complex functions in Support of the optical networking 
technology deployed. 

FIG. 2 illustrates another embodiment of the function 
specific network interface module 100. The module 100 
includes several circuit components 108 according to this 
embodiment, including a photodetector (PD) 120, a tran 
simpedance amplifier (TIA) 122, a laser diode driver (LDD) 
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124 and a laser diode (LD) 126. The photodetector 120 
converts incoming light at one connection interface 104 of 
the module 100 to electrical signals, and the transimpedance 
amplifier 122 converts the current from the photodetector 
120 to voltage. The laser diode driver 124 delivers the 
current required by the laser diode 126 to operate for a 
particular application e.g. for converting optical channels 
between multi-mode and single-mode, as well as for allow 
ing an optical wavelength used by an optical channel to be 
converted into another wavelength. These functions can be 
used for aggregating several optical channels in parallel 
waveguides sharing the same wavelength into a single 
waveguide with a distinct wavelength per optical channel. 
Even though the function-specific network interface module 
100 can convert an optical wavelength into another one, 
several different modules 100 can also be provided, depend 
ing on the specific wavelengths to be converted. 

FIG. 3 illustrates yet another embodiment of the function 
specific network interface module 100. According to this 
embodiment, the module 100 includes an SOA (semicon 
ductor optical amplifier) and/or a VOA (variable optical 
attenuator) component 130. The module 100 can amplify 
and/or attenuate optical signals according to this embodi 
ment. As an example, such functions can be used to increase 
the maximum distance for optical channels, or to attenuate 
an incoming optical channel. 

FIG. 4 illustrates still another embodiment of the func 
tion-specific network interface module 100. According to 
this embodiment, the module 100 includes an arrayed wave 
guide grating router (AWGr) and an orthogonal ring reso 
nator switch component 140. The network interface module 
100 functions as an optical lane transposition switch accord 
ing to this embodiment for allowing a reconfigurable trans 
position of optical signals. Such functions can be used to 
redirect optical signals according to the network needs. 

FIG. 5 illustrates an embodiment of the function-specific 
network interface Module 100 which is similar to the one 
shown in FIG. 4, except the module of FIG. 5 filters optical 
channels. The optical filter can be static or dynamically 
configurable. 
More complex functions can be achieved by cascading 

several of the function-specific network interface modules 
100 described herein. Depending on the desired behavior, a 
strategic selection and sequencing of the function-specific 
modules 100 yields the desired network functions when 
connected together. 

FIG. 6 illustrates an embodiment of a customizable net 
work interconnect 150 including a plurality of function 
specific network interface modules 100 cascaded together. 
Each network interface module 100 provides a dedicated 
network function, so that the modules 100 collectively 
provide a plurality of different network functions when 
connected together to yield a desired required networking 
interface. The function-specific network interface modules 
100 cascaded together can make a system or device at the 
edge of a network compatible with a new or existing 
network. In one example, optical signals sent from a circuit 
board 152 such as a PCB are converted from multi-mode to 
single-mode via the left-most (first) network interface mod 
ule 100, then converted from parallel optical channels at the 
same wavelength to parallel optical channels at different 
wavelengths and amplified via the second network interface 
module 100, then transposed between the available optical 
waveguides via the third and fourth network interface mod 
ules 100, and finally multiplexed onto one or several optical 
waveguides 154. Various other combinations of the same 
function-specific modules 100 are possible to provide yet a 
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8 
different set of network functions. For example, if the 
transposition function is not required, the sequence of mod 
ules 100 would not include the function-specific module 
performing lane transposition. 

Several of the function-specific network interface mod 
ules 100 can be cascaded together to produce various 
customized network functions as described above. The func 
tion(s) provided by the individual modules 100 and the 
sequence of modules 100 determines the customized net 
work functions. To connect several of the function-specific 
network interface modules 100, the connection interface 
104, 106 at each end of the individual modules 100 can be 
pluggable e.g. using a common connection interface 
between the modules 100. The common module interface 
has data signals, and may require control signals, and 
alignment and power pins. The modules 100 shown in FIGS. 
2-6 show an embodiment where alignment pins 160 are used 
to aid in cascading the modules 100 together, and which 
optionally can be used to carry control signals and/or power 
to the modules 100. According to this embodiment, the 
connection interface 104/106 at one end of each module 100 
has alignment pins 160 for inserting in corresponding open 
ings 162 in the corresponding connection interface 106/104 
of the adjacent module 100. 

In FIG. 6, the circuit board 152 also has a receptacle/ 
connector/adapter 164 disposed at the edge of the board for 
connecting with the left-most network interface module 100, 
e.g. by receiving the alignment pins 160 of this module 100 
in corresponding openings 166 of the receptacle/connector/ 
adapter 164. The other end of the receptacle/connector/ 
adapter 164 is coupled to a component on the circuit board 
152 such as an optical engine via optical waveguides 168, 
but alternatively can be electrically coupled to an electronic 
component instead. 

FIG. 7 illustrates an embodiment of several function 
specific network interface modules 100 cascaded together in 
a single module cage 200 which is plugged into a corre 
sponding adapter/connector/receptacle 210 disposed at the 
edge of a circuit board 212. FIG. 7 also shows an enlarged 
view of the module cage 200, which includes a lower 
housing part 202 for receiving network interface modules 
100 (not shown in FIG. 7) and an upper housing part 204 for 
enclosing the modules 100. When the module cage 200 is 
plugged into the adapter/connector/receptacle 210, this end 
of the cage 200 may form a signal connection with the 
adapter/connector/receptacle 210 on the circuit board 212. 
Alternatively the connection interface 104/106 of the net 
work interface module 100 closest to the circuit board 212 
can form a direct connection with the board connector 210. 

FIG. 8 illustrates other embodiments of module cages 200 
configured to house several function-specific network inter 
face modules 100. Module cages 200 of different sizes can 
be used. In the lower right example, the lower housing part 
202 has three sections for cascading three network interface 
modules 100 in a module cage 200. In the lower left 
example, the lower housing part 202 has four sections for 
cascading four network interface modules 100 in a module 
cage 100. And in the upper right example, the lower housing 
part 202 has five sections for cascading five network inter 
face modules 100 in a module cage 100. 

In order to cascade function-specific network interface 
modules 100, a physical attachment mechanism is provided. 
In one embodiment, the connection interface 104, 106 of 
each function-specific network interface module 100 is a 
Zero-force-insertion (ZIF) interface which allows the mod 
ules 100 to be cascaded without applying any insertion 
force. To ensure good contact between cascaded modules 
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100, so-called Zero Back Lash (ZBL) screws 220 can be 
used for tightly connecting the modules 100 together. Spring 
loaded contacts 222 can be used for provisioning power and 
control signals to the modules 100. In the case where 
alignment pins are used for power and/or controls signals, 
the spring loaded contacts 222 are optional. To align the 
modules 100, alignment pins or alignment rails can be used. 

In the case where the full depth of a module cage 200 is 
not occupied by the function-specific network interface 
modules 100 housed within the cage 200, one or more 
extender modules 224 as shown in FIG. 8 can be provided 
to fill the open gap in the module cage 200 and provide a 
signal connection over the gap to the network interface 
modules 100 included in the cage 200. The extender mod 
ules 224 allow, for example, an optical cable to be connected 
on the edge of the module cage 200 without having to be 
inserted inside the cage itself. Depending on the size of the 
module cage 200 and the number of network interface 
modules 100 deployed, more than one extender module 224 
may be required. The extender modules 224 can have the 
same or similar shape connection interfaces 104,106 as the 
function-specific network interface modules 100 for being 
readily received by the cage 200 and plug-compatible with 
the network interface modules 100. 

Alternatively, function-specific network interface mod 
ules 100 can be cascaded inside an MSA-compliant module 
cage. MSA module cages, such as module cages for SFP+, 
QSFP, CFP and XFP are typically built with numerous 
physical constraints. Some of these constraints are related to 
power dissipation, which could, for example, dictate the 
minimum size of a physical interface module. As the tech 
nology evolves, new MSA form-factors are developed in 
order to reduce the size and power, and increase the band 
width of those network interface modules. One limitation of 
this type of MSA specification is that physical interface 
modules are typically specified for a range of network 
interconnects technologies, which often translates into non 
optimized solutions. For example, when a smaller module 
becomes available, a new MSA specification needs to be 
specified, requiring redesign of PCBs in order to benefit 
from the Smaller module package. 
The empty space of an MSA module cage can be used to 

fit one or more function-specific network interface modules 
100. For example, assuming that a PCB is designed with a 
CXP module cage, and a new CXP physical interface 
module may be developed with half the size of the original 
version, and thus there is some space left for one or more 
function-specific network interface modules to be cascaded 
within the MSA module cage. 

FIG. 9 illustrates an embodiment of an MSA module cage 
300 with a miniaturized version of a conventional CXP 
physical interface module 302 with an optical engine (OE) 
component 303 and originally designed to fully occupy the 
entire MSA module cage 300. For example, this module 302 
might be a conventional electrical-to-optical transceiver 
having an electrical interface with a circuit board 304 and 
optical interface toward the network. Since the miniaturized 
module 302 is significantly reduced in size, there is space in 
the MSA module cage 300 for one or more function-specific 
network interface modules 100. The network interface mod 
ule 100 facing toward the network can connect to a corre 
sponding adapter/connector/receptacle 310 of an optical 
cable 312 e.g. via a pin 314/hole 316 arrangement. 

Different module cages located on a circuit board can be 
of different sizes, as specified by different MSA specifica 
tions, such as QSFP and CXP, as previously described herein 
with reference to FIGS. 7 and 8. Depending on the size of 
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10 
the module cage and the size of each function-specific 
network interface module 100 selected for a particular 
network application, one or more network interface modules 
100 can be cascaded inside the module cage. 

In the case where optical interfaces are used on the 
function-specific network interface modules 100, end-to-end 
optical connections can be used if alignment can be done 
through the use of alignment pins or rails. As mentioned 
earlier, the network interface modules 100 can be inserted 
according to the Zero-insertion force (ZIF) concept, and 
tightened using ZBL. Screws. 

Function-specific network interface modules 100 can be 
inserted one by one into a module cage in order to cascade 
them. Alternatively, the modules 100 can be assembled 
before insertion in the module cage. For example, assuming 
that the module cage can hold three function-specific net 
work interface modules 100, these modules 100 can be 
physically interconnected in order to create a single device 
which is then inserted in or removed from a module cage as 
a single physical device. This approach can be viewed as a 
single physical interface module, built from three physically 
smaller function-specific network interface modules 100. 

FIG. 10 illustrates an embodiment of a stack-optimized 
module cage 400 for providing an optical interface on the 
side of the circuit board 304. Unlike the module cage 300 
shown in FIG. 9, the interface module 100 interfaced to the 
circuit board 304 has an optical interface with the board 304 
in FIG. 10. For example, fiber cables or other optical 
waveguides 402 are used to communicate optical signals 
between the edge of the circuit board 304 and the first 
interface module 100 inserted in the module cage 400. 

In comparison with the previous embodiments which 
cascaded multiple function-specific network interface mod 
ules 100 inside a module cage located on a circuit board, 
multiple function-specific network interface modules 100 
can be cascaded inside a module cage which instead is 
located on a cable connector e.g. similar to the concept of an 
active optical cable (AOC). 

FIG. 11 illustrates an embodiment of an optical cable 500 
with a module cage 502 permanently attached to the cable 
500. The module cage 502 can house several function 
specific network interface modules 100 e.g. as previously 
described herein. This embodiment offers a strong physical 
housing for the modules 100, in addition to assuring good 
network function compatibility on both ends of the cable 
500. The modules 100 may have ZIF connection interfaces 
and be secured with ZBL screws 220, and use alignment pins 
160 and/or spring contacts 222 to provide power and/or 
control signals to the modules 100 as previously described 
herein. Also, different size module cages can be used to 
house different numbers of network interface modules 100 
also as previously described. 

FIG. 12 illustrates an embodiment of several pluggable 
function-specific network interface modules 100 cascaded 
on the edge of a connector 600, where the circuit board 304 
Supports conventional pluggable physical interface modules 
302. As shown in FIG. 12, the circuit board 304 has an MSA 
module cage 600 on an internal edge of the board 304. 
Different variants of an MSA-compliant physical interface 
module 302 can be inserted in the module cage 600. The 
physical interface module 302 may include an optical engine 
(OE) component for electrical-to-optical conversion. A fiber 
cable 312 can connect directly to the physical interface 
module 302. Alternatively, several function-specific network 
interface modules 100 can be cascaded between the physical 
interface module 302 at the edge of the circuit board 304 and 
the optical fiber cable 312. In this embodiment, a customized 
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network function can be performed at the external edge of 
the circuit board 304 by selecting the type and sequence of 
network interface modules 100 between the cable 312 and 
the physical interface module 302 at the edge of the circuit 
board 304. Each module 100 can be cascaded with the other 
modules 100, via a compliant interface 104, 106. The 
function-specific network interface modules 100 may use 
alignment pins 160, data and control signals, as well as 
power as previously described herein. The function-specific 
network interface modules 100 include an optical transposer 
and processor (OTP) component 108. 

FIG. 13 illustrates an embodiment similar to the embodi 
ment illustrated in FIG. 12, except the circuit board 304 does 
not support pluggable physical interface modules. Accord 
ingly, an MSA module cage is not required on the circuit 
board 304. Instead, the circuit board 304 uses an optical 
engine (not shown in FIG. 13) for directly outputting optical 
signals. Alternatively, the optical signals can come directly 
from a processor or ASIC. In either case, the function 
specific network interface module 100 closest to the circuit 
board 304 can plug into a corresponding receptacle? connec 
tor/adapter 700 disposed at the edge of the circuit board 304 
for coupling to the optical signals. One or more function 
specific network interface modules 100 can be placed in a 
module cage (not shown in FIG. 13) configured to connect 
to the receptacle/connector/adapter 700 at the external edge 
of the circuit board 304, and at the opposite end to a cable 
312. The module cage holds one or more function-specific 
network interface modules, and provides means to the 
modules 100 for alignment, power and interfaces for control 
and data signals, if needed e.g. as previously described 
herein with reference to FIG. 7, 8 or 11. For example, the 
network interface modules 100 can have alignment pins 160 
for insertion in corresponding openings 702 of the recep 
tacle/connector/adapter 700 at the external edge of the 
circuit board 304. 

FIG. 14 illustrates an embodiment of a plurality of cas 
caded function-specific network interface modules 100 
without using any specific housing. According to this 
embodiment, a plurality of multiple function-specific net 
work interface modules 100 are cascaded using MPO con 
nector-based interfaces at the end of an optical fiber 800, 
which provide an interlocking device 802 on the MT con 
nector heads, along with a button release clasp 804. The 
interlocking device 802 connects with a corresponding inter 
locking device on an adjacent module 100, and the button 
release device 804 disconnects the modules 100 when 
pressed. 

FIG. 15 illustrates an embodiment where multiple func 
tion-specific network interface modules 100 are employed, 
but not all of the modules 100 fit inside the module cage 820 
present on the circuit board 304. In such cases, some of the 
function-specific network interface modules 100 can be 
cascaded together inside the module cage 820 and the 
remaining cascaded together on the cage edge i.e. between 
the circuit board 304 and the cable 312 used for the 
communication link on the network side. 

Optical backplane technologies are developing for opti 
cally-enabled systems. An optical backplane provides a way 
to interconnect several network devices optically using a 
backplane, instead of optical fiber cables. As network 
devices may be interconnected through a common optical 
backplane, a more comprehensive solution is to provide the 
desired customized network functions directly on the optical 
backplane instead of locating these functions on the edge of 
each network device. Such considerations also apply to 
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optical waveguides which can be located on a single circuit 
board instead of a backplane. 

FIG. 16 illustrates an embodiment where function-spe 
cific network interface modules 100 are cascaded together 
inside a module cage 900. Both ends of the module cage 900 
are terminated on the same circuit board 902 which has 
optical waveguides 904. In this particular example, the 
customized network function implemented by the cascaded 
function-specific network interface modules 100 provides 
functionality to the communication channels located on the 
circuit board itself 902, or on an optical backplane inter 
connecting several network devices. 
The embodiments described herein provide electrical and 

optical network functions packaged into modular network 
interface modules. By cascading these network interface 
modules, Sophisticated electrical and optical functions can 
be implemented. The stacking of network interface modules 
allows for more flexibility related to network interfaces, by 
selecting the network interface modules required for the 
network interface and the correct sequencing of those mod 
ules. This optical function modularity, along with the capac 
ity of cascading Such modules, addresses compatibility and 
integration challenges of network nodes in optical networks. 
Also, any network nodes or devices can be adapted to the 
requirements and architecture of a specific electrical or 
optical network. Legacy MSA cages can be used to house 
more pluggable components inside. For example, large 
MSA cages can be used to cascade several network interface 
modules, instead of only one. Implementing network func 
tions in independent modules which can be placed in a 
connector or on a connector edge utilizes the space available 
on the external edge of circuit boards, or systems. By 
moving optical functions outside of a circuit board, Such as 
located on the external edge of a PCB, the PCB footprint can 
be reduced or more electronic or optical components can be 
mounted on the same size PCB. Using network interface 
modules to implement different network functions allows 
optical backplanes to perform optical functions as specified 
by cascading different optical modules. 

Terms such as “first', 'second, and the like, are used to 
describe various elements, regions, sections, etc. and are not 
intended to be limiting. Like terms refer to like elements 
throughout the description. 
As used herein, the terms "having”, “containing. 

“including”, “comprising and the like are open ended terms 
that indicate the presence of stated elements or features, but 
do not preclude additional elements or features. The articles 
“a”, “an and “the are intended to include the plural as well 
as the singular, unless the context clearly indicates other 
wise. 

It is to be understood that the features of the various 
embodiments described herein may be combined with each 
other, unless specifically noted otherwise. 

Although specific embodiments have been illustrated and 
described herein, it will be appreciated by those of ordinary 
skill in the art that a variety of alternate and/or equivalent 
implementations may be substituted for the specific embodi 
ments shown and described without departing from the 
Scope of the present invention. This application is intended 
to cover any adaptations or variations of the specific 
embodiments discussed herein. Therefore, it is intended that 
this invention be limited only by the claims and the equiva 
lents thereof. 
What is claimed is: 
1. A network interconnect for connecting with a connec 

tor, comprising a first physical interface connector and a 
second physical interface connector, each physical interface 
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connector comprising a housing having a first physical 
connection interface and a second physical connection inter 
face, 

the first physical interface connector comprising a first 
circuit component that provides a first network signal 
processing function in addition to transceiver-related 
functions for a signal passing along the first physical 
connection interface of the first physical interface con 
nector module; 

the second physical interface connector comprising a 
Second circuit component that provides a second net 
work signal processing function in addition to trans 
ceiver-related functions for a signal outputted from the 
first physical interface connector; and 

the first physical connection interface of the second 
physical connector being physically connected to the 
Second physical connection interface of the first physi 
cal connector, thereby defining a common connection 
interface between the first and second physical inter 
face connectors, wherein the network interconnect is 
adapted to implement a plurality of different network 
signal processing functions in addition to transceiver 
related functions by plugging a plurality of the first and 
Second physical interface connectors together in a 
cascade manner. 

2. The network interconnect according to claim 1, 
wherein the first and second physical connection interfaces 
of the first physical interface connector are in opposite sides 
of the housing. 

3. The network interconnect according to claim 1, 
wherein the first and second network signal processing 
functions are different. 

4. The network interconnect according to claim 1, 
wherein at least one of the first physical connection interface 
and the second physical connection interface of at least one 
of the first physical interface connector and the second 
physical interface connector is a Zero-force-insertion inter 
face. 

5. The network interconnect according to claim 1, 
wherein the first physical connection interface of the second 
physical interface connector is physically connected to the 
Second physical connection interface of the first physical 
interface connector using at least one of the alignment pins 
and power pins. 

6. The network interconnect according to claim 1, 
wherein the first physical connection interface of the first 
and second physical interface connectors includes at least 
one of spring loaded contacts and power pins, to provide 
power and control signals to the first and second physical 
interface connectors. 

7. The network interconnect according to claim 1, 
wherein the first physical connection interface of the second 
physical interface connector and the second physical con 
nection interface of the first physical interface connector 
comprise respective interlocking devices in mateable 
engagement. 
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8. The network interconnect according to claim 7. 

wherein one of the respective interlocking devices com 
prises a release device adapted to disconnect the first and 
Second physical interface connectors. 

9. The network interconnect according to claim 1, 
wherein the first signal is one of a power signal, a control 
signal and an optical signal. 

10. The network interconnect according to claim 9, 
wherein the first signal is passed through the first physical 
interface connector along a physical connection selected 
from a group consisting of an alignment pin, a spring loaded 
contact and any combination of any of these. 

11. The network interconnect according to claim 1, further 
comprising a cage for accommodating the first and second 
physical interface connectors. 

12. The network interconnect according to claim 11, 
wherein the second physical interface connector comprises 
an extender module configured to fill a gap in the cage and 
provides a signal connection across the gap. 

13. The network interconnect according to claim 12, 
further comprising a third physical interface connector hav 
ing a housing which has a first physical connection interface 
and a second physical connection interface; 

the third physical interface connector further having a 
third circuit component that provides a third network 
signal processing function for a signal outputted by the 
second physical interface connector; 

the first physical connection interface of the third physical 
interface connector being pluggable and aligned with 
the second physical connection interface of the second 
physical interface connector; 

wherein the third physical interface connector lies outside 
the cage. 

14. The network interconnect according to claim 12, 
wherein both ends of the cage are configured to terminate on 
a same circuit board. 

15. The network interconnect according to claim 1, 
wherein the first or second network signal processing func 
tion is operable for converting the signal between an elec 
trical domain and an optical domain. 

16. The network interconnect according to claim 1, 
wherein the first or second network signal processing func 
tion is selected from a group consisting of wavelength 
conversion, optical channel multiplexing, signal encoding, 
signal amplification, signal attenuation, filtering and any 
combination of any of these. 

17. The network interconnect according to claim 1, 
wherein the first or second network signal processing func 
tion is a mode conversion function for converting the signal 
between multi-mode and single mode. 

18. The network interconnect according to claim 1, 
wherein the first or second network signal processing func 
tion comprises transposing a plurality of optical signals 
between a plurality of optical waveguides. 


