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relative to the microphone array can be estimated by playing 
a test signal at each loudspeaker and measuring the test signal 
received at the microphone array. The listener's position can 
also be estimated by receiving the listener's voice or other 
Sound cues made by the listener using the microphone array. 
Once the positions of the loudspeakers and the listener's 
position are estimated, spatial calibrations can be performed 
for each loudspeaker in the Surround sound system so that 
listening experience is optimized. 
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1. 

SPATAL CALIBRATION OF SURROUND 
SOUND SYSTEMIS INCLUDING LISTENER 

POSITION ESTMLATION 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

This application claims the benefit of U.S. Provisional 
Application No. 61/846,478, filed on Jul. 15, 2013, which is 
incorporated by reference in its entirety. 

BACKGROUND 

Traditionally, Surround sound systems are calibrated using 
a multi-element microphone placed at a Sweet spot or default 
listening position to measure audio signals played by each 
loudspeaker. The multi-element microphone is usually teth 
ered to an AV receiver or processor by means of a long cable, 
which could be cumbersome for consumers. Furthermore, 
when a loudspeaker is moved or a listener is away from the 
Sweet spot, existing calibration methods have no way to 
detect Such changes without a full manual recalibration pro 
cedure. It is therefore desirable to have a method and appa 
ratus to calibrate Surround Sound systems with minimum user 
intervention. 

SUMMARY 

A brief Summary of various exemplary embodiments is 
presented. Some simplifications and omissions may be made 
in the following Summary, which is intended to highlight and 
introduce some aspects of the various exemplary embodi 
ments, but not to limit the scope of the invention. Detailed 
descriptions of a preferred exemplary embodiment adequate 
to allow those of ordinary skill in the art to make and use the 
inventive concepts will follow in later sections. 

Various exemplary embodiments relate to a method, an 
apparatus and a system for calibrating multichannel Surround 
Sound systems. The apparatus may include a speaker, a head 
phone (over-the-ear, on-ear, or in-ear), a microphone, a com 
puter, a mobile device, a home theater receiver, a television, a 
Blu-ray (BD) player, a compact disc (CD) player, a digital 
media player, or the like. The apparatus may be configured to 
receive an audio signal, process the audio signal and filter the 
audio signal for output. 

Various exemplary embodiments further relate to a method 
for calibrating a multichannel Surround Sound system includ 
ing a soundbar and one or more Surround loudspeakers, the 
method comprising: receiving, by an integrated microphone 
array, a test signal played at a Surround loudspeaker to be 
calibrated, the integrated microphone array mounted in a 
relationship to the soundbar, estimating a position of the 
Surround loudspeaker relative to the microphone array; 
receiving, by the microphone array, a sound from a listener; 
estimating a position of the listener relative to the microphone 
array; and performing a spatial calibration to the Surround 
Sound system based at least on one of the estimated position 
of the surround loudspeaker and the estimated position of the 
listener. 

In some embodiments, the microphone array includes two 
or more microphones. In some embodiments, the position of 
the surround loudspeaker and the position of the listener each 
includes a distance and an angle relative to the microphone 
array, wherein the position of the loudspeaker is estimated 
based on a direct component of the received test signal, and 
wherein the angle of the loudspeaker is estimated using two or 
more microphones in the microphone array and based on a 
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2 
time difference of arrival (TDOA) of the test signal at the two 
or more microphones in the microphone array. In some 
embodiments, the sound from the listener includes the listen 
er's voice or other sound cues made by the listener. In some 
embodiments, the position of the listener is estimated using 
three or more microphones in the microphone array. In some 
embodiments, performing the spatial calibration comprises: 
adjusting delay and gain of a Sound channel for the Surround 
loudspeaker based on the estimated position of the Surround 
loudspeaker and the listener; and correcting spatial position 
of the Sound channel by panning the sound channel to a 
desired position based on the estimated positions of the Sur 
round loudspeaker and the listener. In some embodiments, 
performing the spatial calibration comprises panning a Sound 
object to a desired position based on the estimated positions 
of the surround loudspeaker and the listener. 

Various exemplary embodiments further relate to a method 
comprising: receiving a request to calibrate a multichannel 
Surround sound system including a Soundbar with an inte 
grated microphone array and one or more surround loud 
speakers; responsive to the request including estimating a 
position of a Surround loudspeaker, playing a test signal at the 
Surround loudspeaker, and estimating the position of the Sur 
round loudspeaker relative to the microphone array based on 
received test signal at the microphone array; responsive to the 
request including estimating a position of a listener, estimat 
ing the position of the listener relative to the microphone 
array based on a received sound of the listener at the micro 
phone array; and performing a spatial calibration to the mul 
tichannel Surround sound system based at least on one of the 
estimated position of the Surround loudspeaker and the esti 
mated position of the listener. 

Various exemplary embodiments further relate to an appa 
ratus for calibrating a multichannel Surround sound system 
including one or more loudspeakers, the apparatus compris 
ing: a microphone array integrated in a front component of the 
Surround Sound system, wherein the integrated microphone 
array is configured for receiving a test signal played at a 
loudspeaker to be calibrated, and for receiving a Sound from 
the listener, an estimation module configured for estimating a 
position of the loudspeaker relative to the microphone array 
based on the received test signal from the loudspeaker, and for 
estimatingaposition of the listener relative to the microphone 
array based on the received sound from the listener; and a 
calibration module configured for performing a spatial cali 
bration to the Surround Sound system based at least on one of 
the estimated position of the loudspeaker and the estimated 
position of the listener. 

In some embodiments, the front component of the Surround 
Sound system is one of a soundbar, a front loudspeaker and an 
A/V receiver. In some embodiments, the position of the loud 
speaker and the position of the listener each includes a dis 
tance and an angle relative to the microphone array, wherein 
the position of the loudspeaker is estimated based on a direct 
component of the received test signal, and wherein the angle 
of the loudspeaker is estimated using two or more micro 
phones in the microphone array and based on a time differ 
ence of arrival (TDOA) of the test signal at the two or more 
microphones in the microphone array. In some embodiments, 
the position of the listener is estimated using three or more 
microphones in the microphone array. In some embodiments, 
performing the spatial calibration comprises: adjusting delay 
and gain of a sound channel for the loudspeaker based on the 
estimated position of the loudspeaker and the listener; and 
correcting spatial position of the Sound channel by panning 
the Sound channel to a desired position based on the estimated 
positions of the Surround loudspeaker and the listener. In 
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Some embodiments, performing the spatial calibration com 
prises panning a sound object to a desired position based on 
the estimated positions of the Surround loudspeaker and the 
listener. 

Various exemplary embodiments further relate to a system 
for calibrating a multichannel Surround Sound system includ 
ing one or more loudspeakers, the system comprising: a 
microphone array with two or more microphones integrated 
in a front component of the Surround sound system, wherein 
the microphone array is configured for receiving a test signal 
played at a loudspeaker to be calibrated and for receiving a 
Sound from the listener; an estimation module configured for 
estimating a position of the loudspeaker relative to the micro 
phone array based on the received test signal from the loud 
speaker, and forestimatingaposition of the listener relative to 
the microphone array based on the received sound from the 
listener, and a calibration module configured for performing 
a spatial calibration to the Surround Sound system based at 
least on one of the estimated position of the loudspeaker and 
the estimated position of the listener. 

In some embodiments, the front component of the Surround 
Sound system is one of a Soundbar, a front loudspeaker and an 
A/V receiver. 

BRIEF DESCRIPTION OF THE DRAWINGS 

These and other features and advantages of the various 
embodiments disclosed herein will be better understood with 
respect to the following description and drawings, in which 
like numbers refer to like parts throughout, and in which: 

FIG. 1 is a high-level block diagram illustrating an example 
room environment for calibrating multichannel surround 
Sound systems including listener position estimation, accord 
ing to one embodiment. 

FIG. 2 is a block diagram illustrating components of an 
example computer, according to one embodiment. 

FIGS. 3A-3D are block diagrams illustrating various 
example configurations of Soundbars with integrated micro 
phone array, according to various embodiments. 

FIG. 4 is a block diagram illustrating functional modules 
within a calibration engine for calibrating Surround Sound 
systems, according to one embodiment. 

FIG. 5A-5C are diagrams illustrating a test setting and test 
results for estimating the distance and an angle between a 
loudspeaker and a microphone array, according to one 
embodiment. 

FIG. 6A-6B are diagrams illustrating a test setting and test 
results for estimating the distance and an angle between a 
listener and a microphone array, according to one embodi 
ment. 

FIG. 7 is a flowchart illustrating an example process for 
providing Surround Sound system calibration including lis 
tener position estimation, according to one embodiment. 

DETAILED DESCRIPTION 

The detailed description set forth below in connection with 
the appended drawings is intended as a description of the 
presently preferred embodiment of the invention, and is not 
intended to represent the only form in which the present 
invention may be constructed or utilized. The description sets 
forth the functions and the sequence of steps for developing 
and operating the invention in connection with the illustrated 
embodiment. It is to be understood, however, that the same or 
equivalent functions and sequences may be accomplished by 
different embodiments that are also intended to be encom 
passed within the spirit and scope of the invention. It is further 
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4 
understood that the use of relational terms such as first and 
second, and the like are used solely to distinguish one from 
another entity without necessarily requiring or implying any 
actual Such relationship or order between such entities. 
The present application concerns a method and apparatus 

for processing audio signals, which is to say signals repre 
senting physical Sound. These signals are represented by digi 
tal electronic signals. In the discussion which follows, analog 
waveforms may be shown or discussed to illustrate the con 
cepts; however, it should be understood that typical embodi 
ments of the invention will operate in the context of a time 
series of digital bytes or words, said bytes or words forming a 
discrete approximation of an analog signal or (ultimately) a 
physical sound. The discrete, digital signal corresponds to a 
digital representation of a periodically sampled audio wave 
form. As is known in the art, for uniform sampling, the wave 
form must be sampled at a rate at least sufficient to satisfy the 
Nyquist sampling theorem for the frequencies of interest. For 
example, in a typical embodiment a uniform sampling rate of 
approximately 44.1 thousand samples/second may be used. 
Higher sampling rates such as 96 khz may alternatively be 
used. The quantization scheme and bit resolution should be 
chosen to satisfy the requirements of a particular application, 
according to principles well known in the art. The techniques 
and apparatus of the invention typically would be applied 
interdependently in a number of channels. For example, it 
could be used in the context of a “surround audio system 
(having more than two channels). 
As used herein, a “digital audio signal' or “audio signal’ 

does not describe a mere mathematical abstraction, but 
instead denotes information embodied in or carried by a 
physical medium capable of detection by a machine or appa 
ratus. This term includes recorded or transmitted signals, and 
should be understood to include conveyance by any form of 
encoding, including pulse code modulation (PCM), but not 
limited to PCM. Outputs or inputs, or indeed intermediate 
audio signals may be encoded or compressed by any of vari 
ous known methods, including MPEG, ATRAC, AC3, or the 
proprietary methods of DTS, Inc. as described in U.S. Pat. 
Nos. 5,974.380; 5,978,762; and 6,487,535. Some modifica 
tion of the calculations may be required to accommodate that 
particular compression or encoding method, as will be appar 
ent to those with skill in the art. 
The present invention may be implemented in a consumer 

electronics device, such as a Digital Video Disc (DVD) or 
Blu-ray Disc (BD) player, television (TV) tuner, Compact 
Disc (CD) player, handheld player, Internet audio/video 
device, a gaming console, a mobile phone, or the like. A 
consumer electronic device includes a Central Processing 
Unit (CPU) or Digital Signal Processor (DSP), which may 
represent one or more conventional types of Such processors, 
such as an IBM PowerPC, Intel Pentium (x86) processors, 
and so forth. A Random Access Memory (RAM) temporarily 
stores results of the data processing operations performed by 
the CPU or DSP, and is interconnected thereto typically via a 
dedicated memory channel. The consumer electronic device 
may also include permanent storage devices Such as a hard 
drive, which are also in communication with the CPU or DSP 
over an I/O bus. Other types of storage devices, such as tape 
drives and optical disk drives, may also be connected. A 
graphics card is also connected to the CPU via a video bus, 
and transmits signals representative of display data to the 
display monitor. External peripheral data input devices. Such 
as a keyboard or a mouse, may be connected to the audio 
reproduction system over a USB port. A USB controller 
translates data and instructions to and from the CPU for 
external peripherals connected to the USB port. Additional 
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devices such as printers, microphones, speakers, and the like 
may be connected to the consumer electronic device. 
The consumer electronic device may utilize an operating 

system having a graphical user interface (GUI), such as WIN 
DOWS from Microsoft Corporation of Redmond, Wash., 
MAC OS from Apple, Inc. of Cupertino, Calif., various ver 
sions of mobile GUIs designed for mobile operating systems 
Such as Android, and so forth. The consumer electronic 
device may execute one or more computer programs. Gener 
ally, the operating system and computer programs are tangi 
bly embodied in a computer-readable medium, e.g. one or 
more of the fixed and/or removable data storage devices 
including the hard drive. Both the operating system and the 
computer programs may be loaded from the aforementioned 
data storage devices into the RAM for execution by the CPU. 
The computer programs may comprise instructions which, 
when read and executed by the CPU, cause the same to 
perform the steps to execute the steps or features of the 
present invention. 
The present invention may have many different configura 

tions and architectures. Any such configuration or architec 
ture may be readily substituted without departing from the 
Scope of the present invention. A person having ordinary skill 
in the art will recognize the above described sequences are the 
most commonly utilized in computer-readable mediums, but 
there are other existing sequences that may be substituted 
without departing from the scope of the present invention. 

Elements of one embodiment of the present invention may 
be implemented by hardware, firmware, Software or any com 
bination thereof. When implemented as hardware, the audio 
codec may be employed on one audio signal processor or 
distributed amongst various processing components. When 
implemented in software, the elements of an embodiment of 
the present invention may be the code segments to perform 
various tasks. The Software may include the actual code to 
carry out the operations described in one embodiment of the 
invention, or code that may emulate or simulate the opera 
tions. The program or code segments can be stored in a 
processor or machine accessible medium or transmitted by a 
computer data signal embodied in a carrier wave, or a signal 
modulated by a carrier, over a transmission medium. The 
“processor readable or accessible medium' or “machine 
readable or accessible medium' may include any medium 
configured to store, transmit, or transfer information. 

Examples of the processor readable medium may include 
an electronic circuit, a semiconductor memory device, a read 
only memory (ROM), a flash memory, an erasable ROM 
(EROM), a floppy diskette, a compact disk (CD) ROM, an 
optical disk, a hard disk, a fiber optic medium, a radio fre 
quency (RF) link, etc. The computer data signal includes any 
signal that may propagate over a transmission medium Such 
as electronic network channels, optical fibers, air, electro 
magnetic, RF links, etc. The code segments may be down 
loaded via computer networks such as the Internet, Intranet, 
etc. The machine accessible medium may be embodied in an 
article of manufacture. The machine accessible medium may 
include data that, when accessed by a machine, may cause the 
machine to perform the operation described in the following. 
The term “data' here refers to any type of information that 
may be encoded for machine-readable purposes. Therefore, it 
may include program, code, data, file, etc. 

All or part of an embodiment of the invention may be 
implemented by software. The software may have several 
modules coupled to one another. A Software module may be 
coupled to another module to receive variables, parameters, 
arguments, pointers, etc. and/or to generate or pass results, 
updated variables, pointers, etc. A Software module may also 
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6 
be a software driver or interface to interact with the operating 
system running on the platform. A Software module may also 
be a hardware driver to configure, set up, initialize, send and 
receive data to and from a hardware device. 
One embodiment of the invention may be described as a 

process which is usually depicted as a flowchart, a flow dia 
gram, a structure diagram, or a block diagram. Although a 
block diagram may describe the operations as a sequential 
process, many of the operations may be performed in parallel 
or concurrently. In addition, the order of the operations may 
be re-arranged. A process may be terminated when its opera 
tions are completed. A process may correspond to a method, 
a program, a procedure, etc. 
Overview 

Embodiments of the present invention provide a method 
and an apparatus for calibrating multichannel Surround Sound 
systems and listener position estimation with minimal user 
interaction. The apparatus includes a microphone array inte 
grated with an anchoring component of the Surround Sound 
system, which is placed at a predictable position. For 
example, the anchoring component can be a Soundbar, a front 
speaker, or an A/V receiver centrally positioned directly 
above or below a video screen or TV. The microphone array is 
positioned inside or on top of the enclosure of the anchoring 
component such that it is facing other satellite loudspeakers 
of the Surround sound system. The distance and angle of each 
satellite loudspeaker relative to the microphone array can be 
estimated by analyzing the inter-microphone gains and 
delays obtained from test signals. The estimated satellite 
loudspeaker positions can then be used for spatial calibration 
of the Surround sound system to improve listening experience 
even if the loudspeakers are not arranged in a standard Sur 
round Sound layout. 

Furthermore, the microphone array may help locate a lis 
tener by listening to his or her voice or other sound cues and 
analyzing the inter-microphone gains and delays. The listener 
position can be used to adapt the Sweet spot for the Surround 
Sound system or other spatial audio enhancements (e.g. Stereo 
widening). Another application of the integrated microphone 
array is to measure background noise for adaptive noise com 
pensation. Based on the analysis of the environmental noise, 
system Volume can be automatically turned up or down to 
compensate for background noises. In another example, the 
microphone array may be used to measure the “liveness” or 
diffuseness of the playback environment. The diffuseness 
measurement can help choosing proper post-processing for 
Sound signals in order to maximize a sense of envelopment 
during playback. In addition to audio applications, the inte 
grated microphone array can also be used as Voice input 
devices for various other applications, such as VOIP and 
voice controlled user interfaces. 

FIG. 1 is a high-level block diagram illustrating an example 
room environment 100 for calibrating multichannel surround 
Sound systems including listener position estimation, accord 
ing to one embodiment. A multichannel Surround Sound sys 
tem is often arranged in speaker layouts, such as Stereo, 2.1. 
3.1, 5.1, 5.2, 7.1, 7.2, 11.1, 11.2 or 22.2. Other speaker layouts 
or arrays may also be used. Such as wave field synthesis 
(WFS) arrays or other object-based rendering layouts. A 
Soundbar is a special loudspeaker enclosure that can be 
mounted above or below a display device. Such as a monitor 
or TV. Recent soundbar models are often powered systems 
comprising speaker arrays integrating left and right channel 
speakers with optional center speaker and/or Subwoofer as 
well. Soundbars have become a flexible solution for either a 
standalone surround sound system or a key front component 
in home theater systems when connected with wired or wire 
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less surround speakers and/or subwoofers. In FIG. 1, the 
room environment 100 comprises a 3.1 loudspeaker arrange 
ment including a TV 102 (or a video screen), a subwoofer 
104, a left surround loudspeaker 106, a right surround loud 
speaker 108, a soundbar 110, and a listener 120. The soundbar 
110 has integrated in its enclosure a speaker array 112, a 
microphone array 114, a calibration engine 116 and an A/V 
processing module (not shown). In other embodiments, the 
soundbar 110 may include different and/or few or more com 
ponents than those shown in FIG. 1. 
The advent of DVD, Blu-ray and streaming content has led 

to the availability of multichannel soundtracks as Standard. 
However, most modern Surround Sound formats specify ideal 
loudspeaker placement to properly reproduce such content. 
Typical consumers that own Surround Sound systems often 
cannot comply with Such specifications to set up loudspeak 
ers due to practical reasons. Such as room layout or furniture 
placement. This often results in a mismatch between the 
content producers intent and the consumer's spatial audio 
experience. For example, it is the best practice to place loud 
speakers along a recommended arrangement circle 130 and 
for the listener to sit at a sweet spot 121 in the center of the 
circle as shown in FIG. 1. More details on recommended 
loudspeaker arrangements can be found in International Tele 
communication Union (ITU) Report ITU-R BS.2159-4 (05/ 
2012) “Multichannel Sound Technology in Home and Broad 
casting Applications, which is incorporated by reference in 
its entirety. However, due to room constraints or user prefer 
ences, the right surround loudspeaker 108 is not placed at its 
recommended position 109, and the listener 120 is sitting on 
the couch away from the sweet spot 121. 
One solution for such a problem, generally known as spa 

tial calibration, typically requires a user to place a micro 
phone array at the default listening position (or Sweet spot). 
By approximating the location of each loudspeaker, the sys 
tem can spatially reformat a multichannel soundtrack to the 
actual speaker layout. However, this calibration process can 
be intimidating or inconvenient for a typical consumer. 
Another approach for spatial calibration is to install a micro 
phone at each loudspeaker, which can be very expensive. 
Besides, when a listener is moving away from the Sweet spot, 
existing methods have no way to detect this change and the 
listener has to go through the entire calibration process manu 
ally by putting the microphone at the new listening position. 
In contrast, using the integrated microphone array 114 in the 
soundbar 110, the calibration engine 116 can perform spatial 
calibration for loudspeakers as well as estimate listener's 
position with minimal user intervention. Since the listener 
position is estimated automatically, listening experience can 
be improved dynamically even when the listener changes 
position often. The listener can simply give a voice command 
and recalibration will be performed by the system. 

Note that FIG. 1 only illustrates one example of surround 
Sound system arrangement, other embodiments may include 
different speaker layouts with more or less loudspeakers. For 
example, the soundbar 110 can be replaced by a center chan 
nel speaker, two front channel speakers (one left and one 
right), and an A/V receiver to form a traditional 5.1 arrange 
ment. In this example, the microphone array 112 may be 
integrated in the centerchannel speaker or in the A/V receiver, 
and coupled to the calibration engine 116, which may be part 
of the A/V receiver. Extra microphones or microphone arrays 
may be installed to face the top or left and right-side front 
loudspeakers forbetter measurement and position estimation. 
Computer Architecture 

FIG. 2 is a block diagram illustrating components of an 
example computer able to read instructions from a computer 
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8 
readable medium and execute them in a processor (or con 
troller) to implement the disclosed system for cloud-based 
digital audio virtualization service. Specifically, FIG.2 shows 
a diagrammatic representation of a machine in the example 
form of a computer 200 within which instructions 235 (e.g., 
Software) for causing the computer to perform any one or 
more of the methods discussed herein may be executed. In 
various embodiments, the computer operates as a standalone 
device or connected (e.g., networked) to other computers. In 
a networked deployment, the computer may operate in the 
capacity of a server machine or a client machine in a server 
client network environment, or as a peer machine in a peer 
to-peer (or distributed) network environment. 
Computer 200 is such an example for use as the calibration 

engine 116 in the example room environment 100 for cali 
brating multichannel Surround Sound systems including lis 
tener position estimation shown in FIG. 1. Illustrated are at 
least one processor 210 coupled to a chipset 212. The chipset 
212 includes a memory controller hub 214 and an input/ 
output (I/O) controller hub 216. A memory 220 and a graphics 
adapter 240 are coupled to memory controller hub 214. A 
storage unit 230, a network adapter 260, and input devices 
250, are coupled to the I/O controller hub 216. Computer 200 
is adapted to execute computer program instructions 235 for 
providing functionality described herein. In the example 
shown in FIG. 2, executable computer program instructions 
235 are stored on the storage unit 230, loaded into the 
memory 220, and executed by the processor 210. Other 
embodiments of computer 200 may have different architec 
tures. For example, memory 220 may be directly coupled to 
processor 210 in some embodiments. 

Processor 210 includes one or more central processing 
units (CPUs), graphics processing units (GPUs), digital sig 
nal processors (DSPs), application specific integrated circuits 
(ASICs), radio-frequency integrated circuits (RFICs), or any 
combination of these. Storage unit 230 comprises a non 
transitory computer-readable storage medium 232, including 
a solid-state memory device, a hard drive, an optical disk, or 
a magnetic tape. The instructions 235 may also reside, com 
pletely or at least partially, within memory 220 or within 
processor 210’s cache memory during execution thereof by 
computer 200, memory 220 and processor 210 also constitut 
ing computer-readable storage media. Instructions 235 may 
be transmitted or received over network 140 via network 
interface 260. 

Input devices 250 include a keyboard, mouse, track ball, or 
other type of alphanumeric and pointing devices that can be 
used to input data into computer 200. The graphics adapter 
212 displays images and other information on one or more 
display devices, such as monitors and projectors (not shown). 
The network adapter 260 couples the computer 200 to a 
network, for example, network 140. Some embodiments of 
the computer 200 have different and/or other components 
than those shown in FIG. 2. The types of computer 200 can 
vary depending upon the embodiment and the desired pro 
cessing power. Furthermore, while only a single computer is 
illustrated, the term “computer shall also be taken to include 
any collection of computers that individually or jointly 
execute instructions 235 to perform any one or more of the 
methods discussed herein. 
Calibration Engine 
The inclusion of the microphone array 114 placed around 

the midpoint of the sound bar 110 is all that necessary for the 
calibration engine 116 to estimate each Surround loudspeak 
er's position relative to the soundbar. Since the soundbar is 
usually predictably placed directly above or below the video 
screen (or TV), the geometry of the measured distance and 
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incident angle can be translated to an absolute position rela 
tive to any point in front of that reference soundbar location 
using simple trigonometric principals. 

Generally, a multi-element microphone array with two or 
more microphones integrated in an anchoring speaker or 
receiver (e.g., Soundbar 110) is capable of measuring incident 
wave fronts from many directions, especially in the front 
plane. A two-element (stereo) microphone array is capable of 
determining two-dimensional positions of left and right sat 
ellite loudspeaker within a 180 degree field of view without 
ambiguity. The position of a loudspeaker thus determined 
includes a distance and an angle between the loudspeaker and 
the integrated microphone array. For localization of a listener 
in front of it, a microphone array with at least three elements 
can be used to determine the distance and angle between the 
listener and the microphone array. In order to determine spa 
tial information in three dimension, one more microphone has 
to be added to the microphone array for estimating both the 
loudspeaker and listener positions due to the extra height axis. 

In one embodiment, the integrated microphone array may 
be mounted inside the enclosure of the anchoring component, 
Such as a Soundbar, a front speaker or an A/V receiver. Alter 
natively or in addition, the microphone array may be mounted 
in other fixed relationships to the anchoring component, Such 
as at the top or bottom, on the left or right side, to the front or 
back of the enclosure. 

FIGS. 3A-3D are block diagrams illustrating various 
example configurations of the soundbar 110 with integrated 
microphone array, according to various embodiments. FIG. 
3A shows a soundbar with a linear microphone array of three 
microphones mounted above the center speaker of the sound 
bar. This linear array of three microphones is suitable for 
estimating loudspeaker or listener position in a 2-D plane. 
FIG. 3B illustrates an example design where the microphone 
array is mounted on the front center of the soundbar. The 
microphone array includes a third microphone place on top of 
a pair of stereo microphones, which allows position estima 
tion in both horizontal and vertical directions. FIG. 3C dem 
onstrates a similar design in which the three microphones are 
placed around the front center speaker in the soundbar. FIG. 
3D shows yet another linear microphone array configuration 
with four microphones mounted on the front center of the 
Soundbar to improve the estimation accuracy of the loud 
speakers and listener positions. 

In other embodiments, the microphone array integrated in 
an anchoring component (e.g., Soundbar, front channel speak 
ers, or the A/V receiver) of the surround sound system may 
include different numbers of microphones, and have different 
configurations other than linear or triangle arrays shown in 
FIGS. 3A-3D. The microphone array may also be placed in 
different positions inside the enclosure of the anchoring com 
ponent. Furthermore, the microphone array may be posi 
tioned inside the enclosure of the anchoring component to 
face top and/or bottom, left and/or right, front and/or back, or 
any combinations of these directions thereof. 
The calibration engine 116 controls the process of loud 

speaker and listener position estimations and spatial calibra 
tion of the multichannel surround sound systems. FIG. 4 is a 
block diagram illustrating functional modules within the cali 
bration engine 116 for the surround sound system calibration 
including listener position estimation. In one embodiment, 
the calibration engine 116 comprises a calibration request 
receiver module 410, a calibration log database 420, a posi 
tion estimator module 430, and a spatial calibrator module 
440. As used herein, the term “module” refers to a hardware 
and/or software unit used to provide one or more specified 
functionalities. Thus, a module can be implemented in hard 
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10 
ware, software or firmware, or a combination of thereof. 
Other embodiments of the calibration engine 116 may 
include different and/or fewer or more modules. 
The calibration request receiver 410 receives requests from 

users or listeners of the Surround sound systems to perform 
positions estimation and spatial calibration. The calibration 
requests may come from button pressing events on a remote, 
menu item selections on a video or TV screen, or Voice 
commands picked up by the microphone array 114, among 
other means. After receiving a calibration request 405, the 
calibration request receiver 410 may determine whether to 
estimate positions of the loudspeakers, position of the lis 
tener, or both before passing the request to the position esti 
mator 430. The calibration request receiver 410 may also 
update the calibration log 420 with information, such as date 
and time of the received request 405 and tasks requested. 
The position estimator 430 estimates the distance and 

angle of a loudspeaker relative to the microphone array based 
on test signals 432 played by the loudspeaker and measure 
ments 434 received at the microphone array. FIG. 5A is a 
diagram illustrating an example test setting for estimating the 
distanced and angle 0 between the right surround speaker 108 
and microphone array 114. 

In one embodiment, the distance between a loudspeaker 
and a microphone is estimated by playing a test signal and 
measuring the time of flight (TOF) between the emitting 
loudspeaker and the receiving microphone. The time delay of 
the direct component of a measured impulse response can be 
used for this purpose. The direct component represents the 
Sound signals that travel directly from the emitting loud 
speaker to the receiving microphone without any reflections. 
The impulse response between the loudspeaker and a micro 
phone array element can be obtained by playing a test signal 
through the loudspeaker under analysis. Test signal choices 
include a maximum length sequence (MLS), a chirp signal, 
also known as the logarithmic sine Sweep (LSS) signal, or 
other test tones. The room impulse response can be obtained, 
for example, by calculating a circular cross-correlation 
between the captured signal and the MLS input. FIG. 5B 
shows an impulse response thus obtained using an MLS input 
of order 16 with a sequence of 65535 samples. This impulse 
response is similar to a measurement taken in a typical office 
or living room. The delay of the direct component 510 can be 
used to estimate the distanced between the surround loud 
speaker 108 and the microphone array element. Note that for 
loudspeaker distance estimation, any loopback latency of the 
audio device used to play the test signal (e.g., the Surround 
loudspeaker 108) needs to be removed from the measured 
TOF. 
The MLS test signals captured by a stereo microphone 

array including two microphone elements can be used to 
estimate the angle 0 of the loudspeaker 108. In one embodi 
ment, the angle is calculated based on one of the most com 
monly used methods for Sound source localization called 
time-delay of arrival (TDOA) estimation and a common solu 
tion to the TDOA, the generalized cross correlation (GCC) 
Solution is represented as: 

where T is an estimate of the TDOA between the two micro 
phone elements, X(CO) and X(CO) are the Fourier transforms 
of the signals captured by the two microphone elements, and 
W(CO) is a weighting function. 
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In GCC-based TDOA estimation, various weighting func 
tions can be adopted, including the maximum likelihood 
(ML) weighting function and phase transform based weight 
ing function (GCC-PHAT). The GCC-PHAT weighting func 
tion is defined as 

1 
W(co) = H. 

X1(co) X2 (co) 

The GCC-PHAT method utilizes the phase information 
exclusively and is found to be more robust in reverberant 
environments. An alternative weighting function for GCC is 
the smoothed coherence transform (GCC-SCOT), which can 
be expressed as 

1 

Pxx (op., (e) 

where P(a)) and P(co) are the power spectrum of X1(c) 
and X(co)respectively. The power spectrum can be estimated 
using a running average of the magnitude spectrum. 
Assume that the distance between two microphones is d, 

(in meter), the angle 0 of the loudspeaker (in radians) can be 
estimated as 

where C is the speed of sound in air, which is approximately 
342 m/s, and t is the estimated time delay. Based on the 
estimated distanced and angle 0, the position estimator 430 
can compute the coordinates of the loudspeaker using tri 
gnometry. 

In testing the performance of the loudspeaker position 
estimation, simulations have been conducted, in which a test 
input with source direction changing from 70 to 110 degrees 
with one degree increment is generated. Sampling rate of the 
signals was set to 48 kHz. The distance between the two 
microphone elements was set to 7.5 cm. To avoid spatial 
aliasing, the maximum frequency processed was limited to be 
less than 2.3 KHZ. FIG.5C shows the test results of the source 
direction estimations using both GCC-SCOT with and with 
out quadratic interpolation. Without the quadratic interpola 
tion, the GCC-SCOT algorithm lacks the accuracy to identify 
all the changes in the source direction due to limited spatial 
resolution (dotted line). Whereas with the quadratic interpo 
lation, the detection is successful with significantly improved 
accuracy; all the changes in the Source direction are identified 
correctly (solid line). 

In various embodiments, to increase the robustness of the 
estimation methods, a histogram of all the possible TDOA 
estimates can be used to select the most likely TDOA in a 
specified time interval. The average of the interpolated output 
for the chosen TDOA candidate can then be used to further 
increase the accuracy of the TDOA estimate. Experiments 
conducted in a typical office environment with a GCC-SCOT 
weighting function prove that the algorithm can reliably esti 
mate a loudspeaker's distance and angle. The average error in 
loudspeaker distance estimation is less than three centime 
terS. 

Most spatial calibration systems require the use of a multi 
element microphone placed at an assumed listening position. 
In practice, a listener often listens to the Surround sound 
system away from the measured listening position. As a 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

12 
result, the listening experience degrades significantly for the 
listener as the Surround system may have reformatted the 
original content assuming the originally measured position. 
To correct this, typical calibration systems require the listener 
to go through another calibration measurement at the new 
listening position. This is not necessary for the calibration 
engine 116 since the position estimator 430 can detect a 
listener's actual listening position using the integrated micro 
phone array 114 without going through the recalibration. 

In one embodiment, to ensure that the listener's position is 
detected only when intended, a key phrase detection can be 
configured to trigger the listener position estimation process. 
For example, a listener can say a key phase such as "DTS 
Speaker” to activate the process. Other sound cues made by 
the listener can also be used as input signal to the position 
estimator 430 for listener position estimation. 

Existing methods for microphone array based Sound 
source localization include TDOA based estimation and 
steered response power (SRP) based estimation. While these 
methods can be used to localize Sound Source in three dimen 
sions, it is assumed that the microphone array and the Sound 
Source (i.e., the listener) having the same height in the fol 
lowing descriptions for clarity purpose. That is, only two 
dimensional Sound Source localization is described, three 
dimensional listener position can be estimated using similar 
techniques. 

In one embodiment, the position estimator 430 adopts the 
TDOA-based sound source localization for estimating the 
listener position. FIG. 6A illustrates an example three-ele 
ment linear microphone array used to capture a listeners 
voice input. The three microphone elements are marked with 
their respective coordinates of M (0, 0), M.(-L, 0), and 
M(LO). Upon receiving the Voice input or other sound cues 
from the listener 120, a closed-form solution for the distance 
R and angle 0 of the listener 120 relative to the microphone 
array can be computed as: 

where d is the distance difference between microphone M, 
and M, relative to the sound source (i.e., the listener 120), and 
d, CT, wheret, is the TDOA between microphone M, and 
M, and C is the speed of sound in air. 

Alternatively, a steered response power (SRP) based esti 
mation algorithm can be implemented by the position estima 
tor 430 to localize the listener's position. In SRP, the output 
power of a filter-and-Sum beam former, Such as a simple delay 
and Sum beam former, is calculated for all possible Sound 
Source locations. The position that yields the maximum 
power is selected as the Sound source position. For example, 
an SRP phase transform (SRP-PHAT) can be computed as the 
sum of the GCC for all possible pairs of the microphones 
expressed in 
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where T, and t are the delays from the source location to 
microphones M, and M, respectively, and W is a filter 
weight defined as 

Wik (co) = –. 
X (co)Xi (co) 

The SRP-PHAT method can also be applied to three-dimen 
sional sound Source localization as well as two-dimensional 
Sound source localization. 

Tests have been conducted in a typical office environment 
similar to the room environment 100 to evaluate the perfor 
mances of the TDOA-based method and SRP-PHAT method. 
FIG. 6B shows a table of the test results of distance estima 
tions. A four-element microphone array is used for testing. 
The TDOA-based method utilizes three out of the four micro 
phones, while the SRP-PHAT method uses all four micro 
phones. As shown in the result table of FIG. 6B, the SRP 
PHAT method using four microphones estimated the listener 
position with better accuracy; average error of the estimated 
distance is less than 10 cm. 

Referring back to FIG. 4. Now that the angular position and 
distance of any Surround loudspeaker and an individual lis 
tener are identified by the position estimator 430. This infor 
mation can be passed to the spatial calibrator 440 to reform 
the multichannel Sound signals directed towards the listener's 
physical loudspeaker layout to better preserve the artistic 
intent of the content producer. Based on the estimated posi 
tions of each loudspeaker and the listener relative to the 
microphone array, the spatial calibrator 440 can derive the 
distances and angles between each loudspeaker and the lis 
tener using trigonometry. The spatial calibrator 440 can then 
perform various spatial calibrations to the Surround Sound 
system, once the distances from each loudspeaker to the lis 
tener have been established. 

In one embodiment, the spatial calibrator 440 adjusts the 
delay and gain of multichannel audio signals sent to each 
loudspeaker based on the derived distances from each loud 
speaker to the listener. Assume that the distance from the i' 
loudspeaker to the listener is d, and the maximum distance 
among d, is di. The spatial calibrator 440 applies a com 
pensating delay (in Samples) to all loudspeakers closer to the 
listener using the following equation: 

At = (d d) R t = X i) 

where R is the sampling rate of the audio signals and C is the 
speed of Sound in air. In addition, since sound pressure at the 
listening position is in general inversely proportional to the 
squared distance between the loudspeaker and the listener. 
Therefore, the sound level (in dB) can be adjusted for the i' 
loudspeaker based on the distance differences by: 

12 
All = 10 lost; 

In addition to the above described adjustments to delay and 
gain, the spatial calibrator 440 can also reformat the spatial 
information on the actual layout. For instance, the right Sur 
round speaker 108 shown in FIG. 1 is not placed at its rec 
ommended position 109 with the desired angle on the recom 
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14 
mended arrangement circle 130. Since the actual angles of the 
loudspeakers, such as the Surround loudspeaker 108, are now 
known and the per-speaker gains and delays have been appro 
priately compensated, the calibration engine 116 can now 
reformat the spatial information on the actual layout through 
passive or active up/down mixing. One way to achieve this is 
for the spatial calibrator 440 to regard each input channel as a 
phantom source between two physical loudspeakers and pair 
wise-panthese sources to the originally intended loudspeaker 
positions with the desired angle. 

There exists a variety of techniques for panning a Sound 
Source. Such as vector base amplitude palming (VBAP), dis 
tance-based amplitude panning (DBAP), and Ambisonics. In 
VBAP all the loudspeakers are assumed to be positioned 
approximately the same distance away from the listener. A 
Sound source is rendered using either two loudspeakers for 
two-dimensional panning, or three loudspeakers for three 
dimensional panning. On the other hand, DBAP has no 
restrictions on the number of loudspeakers and renders the 
Sound source based on the distances between the loudspeak 
ers and the sound source. The gain for each loudspeaker is 
calculated independent of the listener's position. If the listen 
ing position is known, the performance of DBAP can be 
improved by adjusting the delays so that the Sound from each 
loudspeaker arrives at the listener at the same time. 

In one embodiment, the spatial calibrator 440 applies spa 
tial correction to loudspeakers that are not placed at the right 
angles for channel-based audio content by using the Sound 
panning techniques to create virtual speakers (or phantom 
Sources) at recommended positions with the correct angles 
based off the actual speaker layout. For example, in the room 
environment shown in FIG. 1, spatial correction for the right 
surround speaker 108 can be achieved by panning the right 
surround channel at the recommended position 109. As 
another example, due to its size limitation, the front left and 
front right speakers inside the soundbar 110 are positioned 
much closer (e.g., 10 degrees) to the center plane than rec 
ommended (e.g., 30 degrees). As a result, the frontal image 
may sound very narrow even if the listener sits at the sweet 
spot 121. To mitigate the situation, the spatial calibrator 440 
can create a virtual front left speaker and a virtual front right 
speaker at 30 degrees position on the recommended arrange 
ment circle 130 with sound source panning. Test result has 
shown that the frontal Sound image is enlarged through 
VBAP-based spatial correction. Furthermore, spatial correc 
tion can also be used for rendering channel positions not 
present on the output layout, for example, rendering 7.1 on 
the currently assumed layout in the room environment 100. 

In one embodiment, the spatial calibrator 440 provides 
spatial correction for rendering object-based audio content 
based on the actual positions of the loudspeakers and the 
listener. Audio objects are created by associating Sound 
Sources with position information, such as location, Velocity 
and the like. Position and trajectory information of audio 
objects can be defined using two or three dimensional coor 
dinates. Using the actual positions of the loudspeaker and 
listener, the spatial calibrator 440 can determine which loud 
speaker or loudspeakers are used for playing back objects 
audio. 
When the listener 120 moves away from the sweet spot 

121, the calibration problem can be treated as if most loud 
speakers in the Surround sound system have moved away 
from the recommended positions. Obviously, the listening 
experience will be significantly degraded without applying 
any spatial calibration. For instance, when the soundbar 110 
is active, the listener 120 at his or her current position may 
think the signal only comes from the left element of the 
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speaker array 112 due to distance differences. The delays and 
gains from all the loudspeakers need to be adjusted. In one 
embodiment, when the listener 120 changes his or her posi 
tion, the spatial calibrator 440 uses the new listener position 
as the new Sweet spot, and applies the spatial correction based 
on each loudspeakers angular position. In addition to the 
spatial correction, the spatial calibrator 440 also readjusts the 
delays and gains for all the loudspeakers. 

Tests have been conducted in a listening room similar to the 
room environment 100 shown in FIG. 1 to evaluate the effec 
tiveness of the spatial correction when the listener moves 
away from the sweet spot. The spatial calibrator 440 imple 
ments the VBAP-based passive remix for spatial correction. 
In the tests, a single sound Source is panned around the lis 
tener based on a standard 5.1 speaker layout. The input sig 
nals for each loudspeaker are first processed by the spatial 
correction algorithms, and then passed through the delay and 
gain adjustments within the spatial calibration engine. One 
playback with the spatial calibration and one without are 
presented to five individual listeners, who have been asked to 
pick the playback with better effect of which the sound source 
moves continuously around the listener in a circle. All listen 
ers have identified the playback with the spatial correction 
and distance adjustments applied. 

After the spatial calibrator 440 performs the delay and gain 
adjustments and spatial correction, the positions and calibra 
tion information can be cached and/or recorded in the cali 
bration log 420 for further reference. For example, if a new 
calibration request 405 is received and the position estimator 
430 determines that the positions of the loudspeakers have not 
changed or the changes are below a predetermined threshold, 
the spatial calibrator 440 may simply update the calibration 
log 420 and skip the recalibration process in response to the 
insignificant position changes. If it is determined that any 
newly estimated positions match a previous calibration 
record, the spatial calibrator 440 can conveniently retrieves 
the previous record from the calibration log 420 and applies 
the same spatial calibration. In case a recalibration is indeed 
required, the spatial calibrator 440 may consult the calibra 
tion log 420 to determine whether to perform partial or incre 
mental adjustment or full recalibration depending on the cali 
bration history and/or significance of the changes. 

FIG. 7 is a flowchart illustrating an example process for 
providing Surround Sound system calibration including lis 
tener position estimation, according to one embodiment. It 
should be noted that FIG. 7 only demonstrates one of many 
ways in which the position estimations and calibration may be 
implemented. The method is performed by a calibration sys 
tem including a processor and a microphone array (e.g., 
microphone array 114) integrated in an anchoring compo 
nent. Such as a Soundbar (e.g., Soundbar 110), a front speaker, 
or an A/V receiver. The method begins when the calibration 
system receives 702 a request to calibrate the surround sound 
system. The calibration request may be sent from a remote 
control, selected from a setup menu, or triggered by a Voice 
command from the listener of the surround sound system. The 
calibration request may be invoked for initial system setup or 
for recalibration of the Surround sound system due to changes 
in System configuration, loudspeaker layout, and/or listener's 
position. 

Next, the calibration system determines 704 whether to 
estimate the positions of the loudspeakers in the Surround 
Sound system. In one embodiment, the calibration system 
may have a default configuration for this estimation require 
ment. For example, estimation is required for initial system 
setup and not required for recalibration. Alternatively or in 
addition, the received calibration request may explicitly 
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specify whether or not to perform position estimations to 
override the default configuration. The calibration request 
may optionally allow the listener to identify which loud 
speaker or loudspeakers have been repositioned, thus require 
position estimation. If so determined, the calibration system 
continues to perform position estimation for at least one loud 
speaker. 

For each of the one or more loudspeakers of which posi 
tions to be estimated, the calibration system plays 706 a test 
signal, and measures 708 the test signal through the integrated 
microphone array. Based on the measurement, the calibration 
system estimates 710 the distance and angle of the loud 
speaker relative to the microphone array. As described above, 
the test signal can be a chirp or a MLS signal, and the distance 
and angle can be estimated using a variety of existing algo 
rithms, such as TDOA and GCC. 

After each of the requested loudspeaker positions has been 
computed, or none estimation is required, the calibration 
system determines 710 whether to estimate the listener's 
position. Similarly, the listener position estimation may be 
required for initial setup and/or triggered by changes in the 
listening position. If the calibration system determines that 
listener position estimation is to be performed, it measures 
712 the sound received by the microphone array from the 
listener. The Sound for position estimation can be the same 
Voice command that invokes the listener position estimation 
or any other sound cues from the listener. The calibration 
system then estimates 714 the distance and angle of the lis 
tener position relative to the microphone array. Example esti 
mation methods include TDOA and SRP. 

After the listener's position has been computed, or no 
estimation of the listener position is required, the calibration 
system performs 716 spatial calibration based on updated or 
previously estimated position information of the loudspeak 
ers and the listener. The spatial calibrations include, but not 
limited to, adjusting the delay and gain of the signal for each 
loudspeaker, spatial correction, and accurate Sound panning. 

In conclusion, embodiments of the present invention pro 
vide a system and a method for spatial calibrating Surround 
Sound systems. The calibration system utilizes a microphone 
array integrated into a component of the Surround Sound 
system, Such as a center speaker or a soundbar. The integrated 
microphone array eliminates the need for a listener to manu 
ally position the microphone at the assumed listening posi 
tion. In addition, the calibration system is able to detect the 
listener's position through his or her voice input. Test results 
show that the calibration system is capable of detecting accu 
rately the positions of the loudspeakers and the listener. Based 
on the estimated loudspeaker positions, the system can render 
a sound Source position more accurately. For channel based 
input, the calibration system can also perform spatial correc 
tion to correct spatial errors due to imperfect loudspeaker 
setup. 
The particulars shown herein are by way of example and 

for purposes of illustrative discussion of the embodiments of 
the present invention only, and are presented in the case of 
providing what is believed to be the most useful and readily 
understood description of the principles and conceptual 
aspects of the present invention. In this regard, no attempt is 
made to show particulars of the present invention in more 
detail than necessary for the fundamental understanding of 
the present invention, the description taken with the drawings 
make apparent to those skilled in the art how the several forms 
of the present invention may be embodied in practice. 
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What is claimed is: 
1. A method for calibrating a multichannel Surround Sound 

system including a Soundbar and one or more Surround loud 
speakers, the method comprising: 

receiving, by microphone array integrated into the Sound 
bar, a test signal played at a Surround loudspeaker to be 
calibrated, the integrated microphone array comprising 
a plurality of microphones mounted in a relationship to 
the soundbar, 

estimating a position of the Surround loudspeaker relative 
to the integrated microphone array based on the received 
test signal at the plurality of microphones; 

receiving, by the microphone array, a Sound from a listener; 
estimating a position of the listener relative to the inte 

grated microphone array based on the received sound at 
the plurality of microphones; 

deriving a distance and an angle between the Surround 
loudspeaker and the listenerbased on the estimated posi 
tion of the surround loudspeaker relative to the inte 
grated microphone array and the estimated position of 
the listener relative to the integrated microphone array; 
and 

performing a spatial calibration to the Surround sound sys 
tem based at least on the derived distance and angle 
between the surround loudspeaker and the listener. 

2. The method of claim 1, wherein the integrated micro 
phone array is mounted on the front center of the soundbar. 

3. The method of claim 1, wherein the position of the 
Surround loudspeaker and the position of the listener each 
includes a distance and an angle relative to the microphone 
array. 

4. The method of claim 3, wherein the position of the 
loudspeaker is estimated based on a direct component of the 
received test signal. 

5. The method of claim 3, wherein the angle of the loud 
speaker is estimated using two or more microphones in the 
microphone array and based on a time difference of arrival 
(TDOA) of the test signal at the two or more microphones in 
the microphone array. 

6. The method of claim 1, wherein the sound from the 
listener includes the listener's voice or other sound cues made 
by the listener. 

7. The method of claim 1, wherein the position of the 
listener is estimated using three or more microphones in the 
microphone array. 

8. The method of claim 1, wherein performing the spatial 
calibration comprises: 

adjusting delay and gain of a sound channel for the Sur 
round loudspeaker based on the estimated position of the 
Surround loudspeaker and the listener; and 

correcting spatial position of the Sound channel by panning 
the Sound channel to a desired position based on the 
estimated positions of the Surround loudspeaker and the 
listener. 

9. The method of claim 1, wherein performing the spatial 
calibration comprises panning a sound object to a desired 
position based on the estimated positions of the Surround 
loudspeaker and the listener. 

10. A method comprising: 
receiving a request to calibrate a multichannel Surround 

Sound system including a soundbar with an integrated 
microphone array and one or more Surround loudspeak 
ers; 

responsive to the request including estimating a position of 
a Surround loudspeaker, playing a test signal at the Sur 
round loudspeaker, and 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

18 
estimating the position of the Surround loudspeaker rela 

tive to the integrated microphone array based on 
received test signal from the Surround loudspeaker at 
the integrated microphone array; 

responsive to the request including estimating a position 
of a listener, estimating the position of the listener 
relative to the integrated microphone array based on a 
received sound from the listener at the integrated 
microphone array; 

deriving a distance and an angle between the Surround 
loudspeaker and the listener based on the estimated 
position of the surround loudspeaker relative to the 
integrated microphone array and the estimated posi 
tion of the listener relative to the integrated micro 
phone array; and 

performing a spatial calibration to the Surround Sound 
system based at least on the derived distance and 
angle between the Surround loudspeaker and the lis 
tener. 

11. An apparatus for calibrating a multichannel Surround 
Sound system including one or more loudspeakers, the appa 
ratus comprising: 

a microphone array with two or more microphones inte 
grated in a front component of the Surround Sound sys 
tem, wherein the integrated microphone array is config 
ured for receiving a test signal played at a loudspeakerto 
be calibrated, and for receiving a sound from the lis 
tener, 

an estimation module configured for: 
estimating a position of the loudspeaker relative to the 

integrated microphone array based on the received 
test signal from the loudspeaker, and for estimating a 
position of the listener relative to the integrated 
microphone array based on the received sound from 
the listener; and 

deriving a distance and an angle between the Surround 
loudspeaker and the listener based on the estimated 
position of the surround loudspeaker relative to the 
integrated microphone array and the estimated posi 
tion of the listener relative to the integrated micro 
phone array; and 

a calibration module configured for performing a spatial 
calibration to the Surround sound system based at least 
on the derived distance and angle between the Surround 
loudspeaker and the listener. 

12. The apparatus of claim 11, wherein the front compo 
nent of the Surround sound system is one of a soundbar, a front 
loudspeaker and an A/V receiver. 

13. The apparatus of claim 11, wherein the position of the 
loudspeaker and the position of the listener each includes a 
distance and an angle relative to the microphone array. 

14. The apparatus of claim 13, wherein the position of the 
loudspeaker is estimated based on a direct component of the 
received test signal. 

15. The apparatus of claim 13, wherein the angle of the 
loudspeaker is estimated using two or more microphones in 
the microphone array and based on a time difference of arrival 
(TDOA) of the test signal at the two or more microphones in 
the microphone array. 

16. The apparatus of claim 11, wherein the position of the 
listener is estimated using three or more microphones in the 
microphone array. 

17. The apparatus of claim 11, wherein performing the 
spatial calibration comprises: 

adjusting delay and gain of a sound channel for the loud 
speaker based on the estimated position of the loud 
speaker and the listener; and 
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correcting spatial position of the sound channel by panning 
the sound channel to a desired position based on the 
estimated positions of the surround loudspeaker and the 
listener. 

18. The apparatus of claim 11, wherein performing the 
spatial calibration comprises panning a sound object to a 
desired position based on the estimated positions of the sur 
round loudspeaker and the listener. 

19. A system for calibrating a multichannel surround sound 
System including one or more loudspeakers, the system com 
prising: 

a microphone array with two or more microphones inte 
grated in a front component of the surround sound sys 
tem, wherein the microphone array is configured for 

10 

receiving a test signal played at a loudspeaker to be 15 
calibrated and for receiving a sound from the listener; 

an estimation module configured for: 
estimating a position of the loudspeaker relative to the 

integrated microphone array based on the received 
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test signal from the loudspeaker, and for estimating a 
position of the listener relative to the integrated 
microphone array based on the received sound from 
the listener; and 

deriving a distance and an angle between the surround 
loudspeaker and the listener based on the estimated 
position of the surround loudspeaker relative to the 
integrated microphone array and the estimated posi 
tion of the listener relative to the integrated micro 
phone array; and 

a calibration module configured for performing a spatial 
calibration to the surround sound system based at least 
on the derived distance and angle between the surround 
loudspeaker and the listener. 

20. The system of claim 19, wherein the front component 
of the surround sound system is one of a soundbar, a front 
loudspeaker and an A/V receiver. 
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