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1. 

IMAGE DISPLAY APPARATUS, METHOD OF 
DRIVING IMAGE DISPLAY APPARATUS, 

AND COMPUTER READABLE RECORDING 
MEDIUM 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application claims priority from Korean Patent Appli 
cation No. 10-2014-0001446, filed on Jan. 6, 2014, in the 
Korean Intellectual Property Office, the disclosure of which is 
incorporated herein by reference in its entirety. 

BACKGROUND 

1. Field 
Apparatuses and methods consistent with the embodi 

ments relate to an image display apparatus, a method of 
driving the image display apparatus, and a computer readable 
recording medium, and particularly, to an image display 
apparatus, a method of driving the image display apparatus, 
and a non-transitory computer readable recording medium, 
by which resources between televisions (TVs) are shared with 
each other in a user environment containing TVs with high 
specification and low specification to maximize a function. 

2. Description of the Related Art 
In general, an image display apparatus refers to an appa 

ratus for outputting information as an image through or on a 
screen. A representative example of a computer output appa 
ratus is a monitor. Output data is mostly expressed by a letter, 
a sign, a figure, an image, a Voice, etc. Among these, all data, 
except for voice, is detected by eyes. In this regard, an appa 
ratus for temporarily displaying the data except for Voice 
through a screen is an image display apparatus. 
A representative example of an image display apparatus is 

a cathode ray tube (CRT). According to a method using a 
general monitor or a television (TV) Braun tube, light beams 
are shot to a screen by an electron gun to hit fluorescent 
Substances on a Braun tub to display letters or images. In 
addition, examples of an image display apparatus includes a 
liquid crystal display (LCD), a thin film crystal display (TFT 
LCD), a plasma display (PDP), a flexible display, and a head 
mounted display (HMD). The HMD is a next-generation 
image display apparatus that is mounted on head like glasses 
to display an image via a large size display or is used for 
Surgery and diagnosis. Compared with other output appara 
tuses, such as a printer, etc., the HMD does not generate any 
noise during output and has high operating speed. Since the 
HMD does not use any sheet, information is obtained at low 
cost but is not stored in the form of a document. 

Such an image display apparatus is ordinarily installed in 
general home. In some homes, for example, an image display 
apparatus is installed in the form of TV and a computer or 2 to 
3 TVs are ordinarily installed. For example, frequently, in the 
case of two TVs, one is installed in a living room and the other 
one is installed in a bedroom. 

However, in recent days, as technologies of an image dis 
play apparatus. Such as an organic light emitting diode 
(OLED) display, have been developed, and Internet technolo 
gies have also been grafted onto TVs and TV-service related 
technologies have been remarkably developed, numerous TV 
users have been interested in a purchase of new image display 
apparatuses. However, in accordance with current trends, 
most users cannot readily determine to purchase new prod 
ucts due to cost issues. 

It is very expensive for users to replace a plurality of image 
display apparatuses and a new TV becomes rapidly outdated 
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2 
due to rapid development oftechnologies even if a plurality of 
image display apparatuses is replaced at one time. Accord 
ingly, there is an urgent need to satisfy the desire of users that 
have such complaints. 

SUMMARY 

Exemplary embodiments of the embodiments overcome 
the above disadvantages and other disadvantages not 
described above. Also, the embodiments are not required to 
overcome the disadvantages described above, and an exem 
plary embodiment may not overcome any of the problems 
described above. 
The embodiments provide an image display apparatus, a 

method of driving the image display apparatus, and a non 
transitory computer readable recording medium, by which 
resources between televisions (TVs) are shared with each 
other in a user environment containing TVs with high speci 
fication and low specification to maximize a function. 

According to an aspect of the embodiments, an image 
display apparatus for communicating with a peripheral 
device includes at least one operation executor is configured 
to perform a random operation, a communication interface is 
configured to request resource sharing with the peripheral 
device and to receive a result of the request in order to share 
resource of the peripheral device, and a controller is config 
ured to control the communication interface for the request 
and the reception and to control the operation executor to 
perform the operation according to the received result. 
The peripheral device may be a device for displaying an 

image. 
The controller may perform a pairing operation with the 

peripheral device in order to share a resource of the peripheral 
device and share information about the resource according to 
the pairing operation. 
The peripheral device may be a tuner, the controller may 

request a channel scan using the tuner of the peripheral 
device, receive a channel scan result according to the request, 
and display the channel scan result on the operation executor, 
and the operation executor may be a display. 
The peripheral device may perform a high resource func 

tion improved compared with the image display apparatus, 
and the controller may request the peripheral device to per 
form the high resource function, and operate the operation 
executor according to a reception result according to the 
request. 
The image display apparatus may display various contents 

that a user enjoys according to a category of a plurality of 
regions of one main image to perform the high resource 
function, based on the reception result. 
The operation executor may include a Voice recognizer for 

recognizing a voice, and the controller may transmit Voice 
information input to the peripheral device through the voice 
recognizer, receive an analysis result of the transmitted Voice 
information, and operate the operation executor according to 
the received analysis result. 
The operation executor may perform at least one operation 

of volume control, channel change, and power on/off accord 
ing to the analysis result. 
The image display apparatus may further include a 

resource sharing executor configured to store a program for 
execution of an operation for the resource sharing and to 
execute the stored program according to a user request under 
control of the controller. 
The controller may store a program for execution of an 

operation for the resource sharing and execute the stored 
program according to user request. 
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According to another aspect of the embodiments, a method 
of driving an image display apparatus includes requesting 
resource sharing with a peripheral device in order to share a 
resource of the peripheral device, receiving a result of the 
request from the peripheral device, and performing a random 
operation according to the received result. 
The method may further include performing a pairing 

operation with the peripheral device in order to share the 
resource of the peripheral device, and pre-storing information 
about the resource according to the pairing operation, 
wherein the requesting of the resource sharing includes 
requesting resource sharing associated with the pre-stored 
information. 
The requesting of the resource sharing may be a request for 

broadcast program channel Scan, and the performing of the 
random operation may include receiving a channel scan result 
according to the request and displaying the channel scan 
result on a screen. 
The requesting of the resource sharing may include 

requesting the peripheral device to perform a high resource 
improved function, and the performing of the operation may 
include displaying various contents that a user enjoys accord 
ing to a category of a plurality of regions of one main image, 
based on an execution result of the high resource improved 
function. 
The requesting of the resource sharing includes transmit 

ting Voice information input to the peripheral device through 
the Voice recognizer to request analysis, and the performing 
of the operation may include performing at least one opera 
tion of Volume control, channel change, and power on/off 
according to an analysis result of the Voice information. 

According to another aspect of the embodiments, a non 
transitory computer readable recording medium for execu 
tion of a method of driving an image display apparatus, 
wherein the method includes requesting resource sharing 
with a peripheral device in order to share a resource of the 
peripheral device, receiving a result of the request from the 
peripheral device, and performing a random operation 
according to the received result. 

Additional and/or other aspects and advantages of the 
embodiments will be set forth in part in the description which 
follows and, in part, will be obvious from the description, or 
may be learned by practice of the embodiments. 

BRIEF DESCRIPTION OF THE DRAWING 
FIGURES 

The above and/or other aspects of the embodiments will be 
more apparent by describing certain exemplary embodiments 
of the embodiments with reference to the accompanying 
drawings, in which: 

FIG. 1 is a diagram illustrating a resource sharing system 
according to an embodiment; 

FIG. 2 is a block diagram illustrating a detailed structure of 
an image display apparatus of FIG. 1; 

FIG. 3 is a diagram illustrating a resource sharing process 
according to a first embodiment; 

FIG. 4 is a schematic diagram of the process of FIG. 3; 
FIG. 5 is a diagram illustrating a resource sharing process 

according to a second embodiment; 
FIG. 6 is a schematic diagram of the process of FIG. 5; 
FIG. 7 is a diagram for explanation of a smart hub function 

of FIGS. 6; and 
FIG. 8 is a flowchart illustrating a driving process of an 

image display apparatus according to an embodiment. 
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4 
DETAILED DESCRIPTION OF THE 
EXEMPLARY EMBODIMENTS 

Certain exemplary embodiments will now be described in 
greater detail with reference to the accompanying drawings. 

FIG. 1 is a diagram illustrating a resource sharing system 
90 according to an embodiment. 
As illustrated in FIG. 1, the resource sharing system 90 

according to the present embodiment includes an image dis 
play apparatus 100, a peripheral device 110, a communication 
network 120, and a service providing device 130. 
The image display apparatus 100 according to the present 

embodiment includes a touchscreen type image display appa 
ratus, a self-light emitting display apparatus Such as an 
organic light emitting diode (OLED) display, or a non-emis 
sive display apparatus Such as a liquid crystal display (LCD) 
apparatus. Needless to say, the image display apparatus 100 
may also be a display apparatus Such as a computer or a 
cellular phone, not a television (TV). Here, the non-emissive 
display apparatus refers to an apparatus having a separate 
backlight unit providing light. In this case, the backlight unit 
may include an LED, or the like. 
The image display apparatus 100 may performan indepen 

dent operation to use services provided by the service provid 
ing device 130 through the communication network 120. 
However, in some embodiments, the image display apparatus 
100 may use services in conjunction with the peripheral 
device 110. For example, when the image display apparatus 
100 has resources with a new function, that is, a high speci 
fication, compared with the peripheral device 110, the image 
display apparatus 100 may use a rapid program search service 
using resources, such as tuner of the peripheral device 110. 
On the other hand, when the image display apparatus 100 has 
a low specification compared with the peripheral device 110. 
the image display apparatus 100 may operate like a high 
specification apparatus Such as the peripheral device 110. 
That is, the peripheral device 110 may operate as a cloud 
device of the image display apparatus 100. 

For example, when the image display apparatus 100 has a 
high specification but has only one tuner, the same effect as in 
a case using two tuners may be achieved using a tuner of the 
peripheral device 110. Needless to say, in this case, the image 
display apparatus 100 may have a program (or an application) 
for Supporting two tuners. When the image display apparatus 
100 has two tuners, the same effect as in a case using three 
tuners may be achieved. Furthermore, when the image dis 
play apparatus 100 has a low specification and includes a 
Voice recognizer, such as a microphone, but has no program 
for Supporting the Voice recognizer, the image display appa 
ratus 100 may transmit voice recognizing information to the 
peripheral device 110 and receive an analysis result about the 
voice recognizing information from the peripheral device 110 
to operate according to the analysis result. For example, in 
response to user change in channel through the Voice recog 
nizer of the image display apparatus 100 or Voice recognizing 
information indicating Volume up being provided to the 
peripheral device 110, the peripheral device 110 may analyze 
the information to provide a command for channel change or 
Volume up to the image display apparatus 100, and the image 
display apparatus 100 may perform a corresponding opera 
tion based on the received command. 

Thus far, a channel scan of a broadcast program or channel 
or a volume control has been exemplified. However, it may be 
possible to perform various other examples, such as power 
on/off. Accordingly, embodiments are not particularly lim 
ited to the above cases. In other words, the image display 
apparatus 100 may use software (S/W) such as analysis of 
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Voice recognizing information as well as physical hardware 
(H/W) resources of the peripheral device 110, such as a tuner. 

For this resource sharing, the image display apparatus 100 
may previously perform pairing with the peripheral device 
110. In other words, assuming that the image display appa 
ratus 100 performs a resource sharing operation via local area 
communication with the peripheral device 110, resource 
sharing may be performed only on a permitted apparatus for 
Smoothan operation. To this end, the image display apparatus 
100 needs to know information about the peripheral device 
110 and the peripheral device 110 needs to information about 
the image display apparatus 100. During this process, both 
the image display apparatus 100 and the peripheral device 
110 need to know resource information about an opposite 
side. In other words, only when an apparatus pre-stores infor 
mation about hardware and Software resources Supportable 
by the opposite apparatus, does the apparatus inform a user of 
information about a resource Supportable by an opposite 
apparatus and operate in conjunction with the opposite appa 
ratus according to user request based on the information. 

For example, when the peripheral device 110 supports a 
Smart hub function as a high resourcefunction compared with 
the image display apparatus 100, that is, a function of dis 
playing a plurality of icons on a plurality of icons of one main 
screen, the image display apparatus 100 may recognize that 
this Support is achieved via a pairing operation. Thus, in 
response to a user command being received from an external 
Source, the image display apparatus 100 may use the high 
resource function. 
The peripheral device 110 is the same type of the image 

display apparatus 100 and includes an apparatus for display 
ing an image. Needless to say, the peripheral device 110 does 
not have to display an image and may be any type of apparatus 
as long as the apparatus is disposed around the image display 
apparatus 100 and Supports resources contained in the periph 
eral device 110 and the image display apparatus 100 may 
perform a predetermined operation through the resources. 
However, according to an embodiment, when the image dis 
play apparatus 100 is a TV, the peripheral device 110 may be 
the same type of TV. Needless to say, even if the peripheral 
device 110 is not the same type of TV, the peripheral device 
110 may be a mobile flash module (MFM) having a TV 
function, such as a computer monitor. In this case, according 
to an embodiment, the peripheral device 110 may have a high 
specification or a low specification according to performance 
of the image display apparatus 100. In other words, according 
to embodiments, the image display apparatus 100 has a high 
specification and further requires resources of the peripheral 
device 110 with low specification, or the image display appa 
ratus 100 has low specification and uses a high resource 
function of the peripheral device 110 with low specification. 

According to an embodiment, the peripheral device 110 
may perform local area communication in order to performan 
operation resource share with the image display apparatus 
100. From this point of view, the peripheral device 110 
includes a local area communication module like the image 
display apparatus 100. Needless to say, even if two devices 
are capable of being connected via a cable, the devices may be 
connected via wireless communication in consideration of 
effective use of inner spaces. 
The communication network 120 includes a wired/wire 

less communication network. Here, the wire communication 
network includes the Internet, such as a cable network or a 
public switched telephone network (PSTN), and the wireless 
communication network includes code division multiple 
access (CDMA), wideband code division multiple access 
(WCDMA), global system for mobile communications 
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6 
(GSM), evolved packet core (EPC), long term evolution 
(LTE), a wibro network, etc. Thus, when the communication 
network 120 is a wired communication network, an access 
point may access a telephone exchange of a telephone com 
pany. When the communication network 120 is a wireless 
communication network, an access point may access a serv 
ing GPRS support node (SGSN) or gateway GPRS support 
node (GGSN) managed by a communication company to 
process data or access various relay stations such as base 
station transmission (BTS), NodeB, e-NodeB, etc. to process 
data. 
The communication network 120 includes a small station 

(AP). Such as a femto or pico station, that is ordinarily 
installed in a building. Here, according to classification as a 
Small station, the femto and pico stations are differentiated 
from each other according to the maximum number of image 
display apparatuses 100 and peripheral devices 110 that the 
station accesses. Needless to say, the AP includes a local area 
communication module for local area communication such as 
Zigbee, Wi-Fi, etc. with the image display apparatus 100 and 
the peripheral device 110. According to an embodimentlocal 
area communication may be performed according to various 
standards such as Bluetooth, Zigbee, infrared data association 
(IrDA), ultra high frequency (UHF), very high frequency 
(VHF), radio frequency (RF), ultra wideband (UWB), etc. as 
well as Wi-Fi. Accordingly, an AP extracts a position of a data 
packet, determines a best communication path of the 
extracted position, and transmits the data packet to a next 
apparatus, for example, the image display apparatus 100 and 
the peripheral device 110 along the determined communica 
tion path. 
The service providing device 130 includes, for example, a 

broadcast server managed by a broadcast station or a server of 
a portal service company as an Internet service provider. The 
service providing device 130 provides broadcast content, that 
is, a broadcast signal of a program of a broadcast channel 
selected by a user in the image display apparatus 100 and the 
peripheral device 110. In addition, in response to a request for 
a broadcasting schedule in the image display apparatus 100 
and the peripheral device 110 by a user, the service providing 
device 130 may provide additional information about the 
broadcasting schedule. Furthermore, the service providing 
device 130 may recommend content. In other words, the 
service providing device 130 may establish recommended 
content based on a watching history of a user of the image 
display apparatus 100 and provide the corresponding content. 
In this case, the recommended content may be displayed in 
the form of a thumbnail image. In addition, the service pro 
viding device 130 may provide an image for Supporting the 
aforementioned Smart hub function to generate the thumbnail 
image using an image received by the image display appara 
tus 100 and display the generated image on a screen. 

According to the aforementioned configuration, users may 
experience integrated TV functions in an old version TV or a 
non-updated TV by buying one newest TV or updating firm 
ware. In addition, since a user does not have to buy a plurality 
of TVs at one time, the user may conserve purchasing cost. 
The possibility that a consumer who already has a TV 

available from a specific company buys a product available 
from the company may be increased when he or she wants to 
further buy a TV, an MFM, etc. 
A TV and MFM available from a specific company are 

configured based on one platform, and thus, the TV and the 
MFM may use a system that selectively supports functions 
according to whether a function is Supportable by a shared 
apparatus. 
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An embodiment may provide a system that collects 
resources or functions of an idle TV or display apparatus of 
one home or office and uses the resources and the functions. 

FIG. 2 is a block diagram illustrating a detailed structure of 
the image display apparatus 100 of FIG. 1. 

Referring to FIG. 2 together with FIG. 1, the image display 
apparatus 100 according to the present embodiment includes 
all or some of a communication interface 200, a controller 
210, an operation executor 220, and a resource sharing execu 
tor 230. 

Here, the expression “includes all or some” means that 
Some components such as the resource sharing executor 230 
is integrated with other components, such as the controller 
210. However, to aid understanding, the case in which the 
image display apparatus 100 includes the all components will 
be described below. 

The communication interface 200 may perform communi 
cation with an AP in the communication network 120 accord 
ing to user request Such that a user uses services provided by 
the service providing device 130. In addition, when the user 
intends to share resources of the peripheral device 110, the 
communication interface 200 may perform an operation for 
this. For example, the image display apparatus 100 requests 
resource sharing with the peripheral device 110 through the 
communication interface 200 and receives a result of the 
request. During this process, the communication interface 
200 may also transmit information about a resource that is 
shared by the user. Here, the information is information about 
a resource supportable by the peripheral device 110. The 
resource may be substantially shared by performing a pairing 
operation when the image display apparatus 100 and the 
peripheral device 110 are installed. Likewise, information 
about Supportable resource is already known, and thus, a 
Smooth operation may be possible. 

For example, in response to a request, for use of a tuner of 
the peripheral device 110 with a low specification, being 
transmitted through the communication interface 200, while 
the tuner of the peripheral device 110 is being used, the 
communication interface 200 receives a response indicating 
that the use is impossible in response to the request. When it 
is possible to use the tuner of the peripheral device 110, in 
response to request for resource sharing and request for pro 
gram channel Scan, the peripheral device 110 may perform a 
channel scan through the tuner of the peripheral device 110 
and provide the scan result to the communication interface 
2OO. 

In addition, in response to a request, for operations of a 
Smart hub function and analysis of Voice recognizing infor 
mation, being transmitted from the image display apparatus 
100 with a low specification to the peripheral device 110 with 
a high specification, the communication interface 200 may 
receive a result of the request. In other words, in response to 
image data being obtained after the peripheral device 110 
performs a Smart hub function, the communication interface 
200 may receive the image data and transmit the image data to 
the controller 210. In addition, the communication interface 
200 may receive the analysis result of the voice recognizing 
information from the peripheral device 110 and transmit the 
analysis result to the controller 210. 
The controller 210 controls an overall operation of the 

communication interface 200, the operation executor 220, 
and the resource sharing executor 230. In other words, when 
a user requests resource sharing with the peripheral device 
110 or the image display apparatus 100 determines that 
resource of the peripheral device 110, for example, voice 
recognition needs to be shared, the controller 210 may control 
the components to perform the resource sharing. To this end, 
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8 
the controller 210 may operate the resource sharing executor 
230. In other words, when a separate program for resource 
sharing is stored in the resource sharing executor 230, the 
controller 210 may execute a program in the resource sharing 
executor 230. When the resource sharing executor 230 is 
integrated with the controller 210, the controller 210 may 
execute an internal program. 
The controller 210 may request resource sharing with the 

peripheral device 110, receive various results in response to 
the request, and operate the operation executor 220 according 
to the received results. For example, when the received result 
is a result of program channel Scan, the controller 210 dis 
plays this result on the operation executor 220. In this case, 
the operation executor 220 may be a display. In addition, 
when the received result is an analysis result of Voice recog 
nizing information for requesting selection of a specific chan 
nel, the controller 210 may control the operation executor 220 
to control the current channel to the change to corresponding 
channel according to the analysis result. 
The controller 210 may process various pieces of informa 

tion for resource sharing of the peripheral device 110. In 
addition, the controller 210 may perform various operations 
So as to Support an interface with a user, and for example, 
execute the resource sharing executor 230 to ask a user to 
share a resource. 
The operation executor 220 may include a display and 

functional blocks for performing various functions of adjust 
ing a channel or a Volume and powering on/off. According to 
an embodiment, the operation executor 220 may be any func 
tional block as long as the functional block performs an 
operation according to the received result based on the 
request for resource sharing. For example, the display may 
receive a result of a program channel scan and display the 
result, or may divide one main image into a plurality of 
regions to display various contents or icons. 
The resource sharing executor 230 may store a program for 

Smoothly performing a function for sharing resources with 
the peripheral device 110 and execute the program under 
control of the controller 210. The program may be set up 
when a user buys and initially installs a new version of the 
image display apparatus 100 or may be frequently provided in 
the form of a firmware upload via the Internet after the pro 
gram is set up. In addition, the resource sharing executor 230 
may support an interface operation with the user for resource 
sharing. For example, an operation for asking whether a spe 
cific function is to be performed is performed for the user. 

FIG. 3 is a diagram illustrating a resource sharing process 
according to a first embodiment of the present invention. FIG. 
4 is a schematic diagram of the process of FIG. 3. 

According to an embodiment, the peripheral device 110 
may include a TV 110 1 and an MFM 110 2. 

Referring to FIGS. 3 and 4, the image display apparatus 
100 according to an embodiment may automatically deter 
mine whether resource sharing is to be performed according 
to initially set-up information and execute a program for 
resource sharing in response to request, for resource sharing 
of the peripheral device 110, being transmitted from a user or 
even if a separate request is not transmitted from the user 
(S300). For example, when the image display apparatus 100 
is turned on, the image display apparatus 100 may determine 
whether the peripheral device 110 is in an idle state and may 
automatically display a main image as an initial image 
according to a Smart hub function. 

According to the execution of the program, the image 
display apparatus 100 may perform a pairing operation for 
resource sharing with the peripheral device 110 (S310). 
Needless to say, the pairing operation may be performed 
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during initial installation of the image display apparatus 100 
and the peripheral device 110 and may be executed according 
to a separate program that is separately produced from a 
program used for resource sharing. For the pairing operation, 
the image display apparatus 100 and the peripheral device 
110 may determine a client and a host. In other words, an 
apparatus that intends to use a resource and function that the 
apparatus does not have is a client, an apparatus having the 
corresponding resource and function is a host, and the appa 
ratuses may accept request according to whether the appara 
tuses are used. Here, in Some embodiments, the resource may 
be interpreted as including a function. 

The pairing operation may be performed to determine 
whether received information is information provided from 
authorized apparatus based on apparatus information 
between the image display apparatus 100 and the peripheral 
device 110. In addition, during the pairing operation, a client 
and a host may share (or recognize) a Supportable function 
and resource, and thus, the client may request only the 
resource supportable by the host. 

After the pairing operation is performed, the image display 
apparatus 100 may request a specific broadcast program to 
the service providing device 130 and receive program data 
about the specific broadcast program (S320). 

For example, during this process, in response to a request, 
for program channel Scan, being transmitted from the user, 
the image display apparatus 100 may determine whether the 
corresponding operation is performed, and when the corre 
sponding operation is impossible according to the determi 
nation result, the image display apparatus 100 may request 
resource sharing to the peripheral device 110 (S330). 

The peripheral device 110 may determine whether a 
resource is Supportable according to the request of the image 
display apparatus 100. In other words, when the peripheral 
device 110 has one tuner and Supports a current broadcast, 
service such that channel scan is impossible, the peripheral 
device 110 may inform the image display apparatus 100 of 
that channel scan is impossible. On the other hand, when 
resource is Supportable, the peripheral device 110 may access 
the service providing device 130 and perform program chan 
nel scan (S340). 

In addition, the peripheral device 110 provides a scan result 
to the image display apparatus 100 (S350). The scan result 
may be provided to the image display apparatus 100 in the 
form of for example, program schedule. 

For example, in response to information, about program 
schedule, being received as the scan result, the image display 
apparatus 100 may display corresponding program informa 
tion on a screen (S360). 

In FIG. 4, when a user watches a specific channel and 
simultaneously intends to Scan a channel containing specific 
content through a TV A 100' having 1-TUNER with high 
specification, the TV A 100' may request resource sharing to 
a TVB 110 1 or an MFM C 110' 2 as a peripheral apparatus 
and operate as a 3-TUNER. As a result, for example, the TV 
A 100" may rapidly obtain a result for channel scan, etc. 
Needless to say, when the TV B 110 1 and the MFM C 
110' 2 are not currently used, the TV A 100' may operate as a 
3-TUNER, but when one of the TV B 110' 1 and the MFMC 
110' 2 is used, the TV A 100' may operate as a 2-TUNER. 
When both the TVB 110' 1 and the MFM C 110' 2 are in an 
idle state, all channels may be divided in half and channels 
containing specific content may be scanned in response to 
request for channel scan, thereby increasing scan time. 

FIG. 5 is a diagram illustrating a resource sharing process 
according to a second embodiment. FIG. 6 is a schematic 
diagram of the process of FIG. 5. 
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Referring to FIG. 5, the peripheral device 110 may have a 

high resource improved function compared with the image 
display apparatus 100 and execute the function. Here, the 
high resource improved function may refer to, for example, 
software resource that is executed with difficulty in the image 
display apparatus 100 with a low specification, such as a 
Smart hub function. 

Referring to FIG. 5, the image display apparatus 100 
according to an embodiment may automatically determine 
whether resource sharing is to be performed according to 
initially set-up information and execute a program for 
resource sharing in response to request, for resource sharing 
of the peripheral device 110, being transmitted from a user or 
even if a separate request is not transmitted from the user 
(S500). 

Prior to this, the image display apparatus 100 may perform 
a pairing operation for resource sharing with the peripheral 
device 110 (S510). The pairing operation has been suffi 
ciently described with reference to FIG.3, and thus, a detailed 
description thereof will be omitted below. 

After the pairing operation is performed, the image display 
apparatus 100 may request a broadcast program from the 
service providing device 130 and become in a reception state 
according to user request. (S520). 

During this process, the image display apparatus 100 may 
request the peripheral device 110 to perform a high resource 
function (S530). Although the high resource function will be 
described with reference to FIG. 6, the high resource function 
may refer to a Smart hub function, a voice recognizing func 
tion, or the like that is not executed by the image display 
apparatus 100 with low specification. However, the Smart hub 
function may be executed during power on. Accordingly, in 
this case, operation S530 may be omitted. 

Then, the image display apparatus 100 receives an execu 
tion result of the high resource function from the peripheral 
device 110 (S540). For example, when the image display 
apparatus 100 includes a microphone for Voice recognition 
but has no program for Supporting the microphone, in 
response to a request, for analysis of recognized Voice infor 
mation, being transmitted to the peripheral device 110, the 
image display apparatus 100 may receive analysis result from 
the peripheral device 110. 

Then, the image display apparatus 100 may perform an 
operation according to the received execution result received 
from the peripheral device 110 (S550). Here, various opera 
tions may be present. For example, in response to a Smart hub 
function being requested, the image display apparatus 100 
may receive specific image data configured by the peripheral 
device 110 and display the image data on a screen, and in 
response to analysis, of voice recognizing information, being 
requested, the image display apparatus 100 may adjust Vol 
ume and change a channel according to the analysis result 
received from the peripheral device 110. Alternatively, power 
may be turned on/off. 

In FIG. 6, when a TVB 100' 1 that functions as the image 
display apparatus 100 of FIG. 5 intends to use a smart hub 
function that the TVB 100' 1 does not have, in response to a 
smart hub function being requested to a TV A 110' and an 
MFM C 100' 2, in particular, only to the TV A 110' as the 
peripheral device 110, the TV A 110' that is capable of Sup 
porting the Smart hub function and is currently in an idle State 
may support the Smart hub function for the TV B 100" 1 in 
response to the TV B 100' 1. On the other hand, when the 
MFMC 100" 2 that functions as the image display apparatus 
100 requests the TVA 110' and the TVB 100' 1, in particular, 
only to the TVA 110' as the peripheral device 110 to perform 
resource sharing, that is, a high resource function, the TV A 
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110' that is capable of supporting the high resource function 
and is currently in an idle state may indicate that the TVA 110' 
is capable of supporting the function in response to the MFM 
C 100' 2, receive and analyze voice input from the MFMC 
100' 2, and then provide a voice recognizing result to the 
MFMC 100' 2. As a result, the MFM C 100' 2 may perform 
operations such as channel change, Volume control, power 
on/off, etc. according to the Voice recognizing result. For 
example, for voice recognition in the MFM C 100' 2, the 
corresponding module needs to be in an enabled State. Fur 
thermore, in response to information being received from the 
MFMC100' 2, the TVA 110' may enable internal functional 
blocks to process voice recognizing information. 

FIG. 7 is a diagram for explanation of a smart hub function 
of FIG. 6. 

Referring to FIG. 7 together with FIG. 6, the TV B 100' 1 
according to an embodiment may not perform the Smart hub 
function of displaying an image illustrated in FIG. 7. For 
example, this is because a memory for performing the Smart 
hub function is not enough. For example, in this situation, 
when the TV B 100 1 is turned on, the TV B 100 1 may 
determine whether the TVA 110' is in an idle state, and when 
the it is determined that the TV A 110' is in an idle state, 
resource of the TVA 110' may be shared to embody an image 
based on the Smart hub function as illustrated in FIG. 7. FIG. 
7 illustrates a main image that is initially provided when the 
TVB 100" 1 is turned on, as an image displayed according to 
execution of the Smart hub function. As illustrated in FIG. 7, 
one main image may be divided into a plurality of regions and 
various contents or icons may be displayed in respective the 
regions. 

FIG. 8 is a flowchart illustrating a driving process of an 
image display apparatus according to an embodiment. 

Referring to FIG.8 together with FIG. 1 for convenience of 
description, the image display apparatus 100 according to an 
embodiment may request resource sharing to the peripheral 
device 110 for resource sharing with the peripheral device 
110 (S800). In this case, it is assumed that a pairing operation 
between the image display apparatus 100 and the peripheral 
device 110 is performed. 

Then, the image display apparatus 100 receives a request 
result from the peripheral device 110 (S810). Here, as 
described above, the received result may be image data 
obtained by executing the Smart hub function or an analysis 
result obtained by analyzing Voice recognizing information. 

In addition, the image display apparatus 100 performs an 
operation according to the received result (S820). Here, the 
operation may be an operation of displaying received image 
data on a screen, changing a channel according to an analysis 
result of Voice information, or controlling Volume. 

Even if cases in which all components according to 
embodiments are integrated or operate have been described, 
the embodiments are not limited thereto. That is, one or more 
of the all components may be selectively combined and may 
operate within the scope of the embodiments. In addition, the 
all components may each be embodied as independent hard 
ware, but all or some of the components may be selectively 
combined to be embodied as a computer program having a 
program module for execution of all or some of combined 
functions in one or more hardware. Codes and code segments 
of the computer program are easily induced by one of ordi 
nary skill in the art. The computer program may be stored in 
computer readable non-transitory computer readable media 
may be read by a computer to embody embodiments. 

Here, the non-transitory computer readable medium is a 
medium that semi-permanently stores data and from which 
data is readable by a device, but not a medium that stores data 
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for a short time, such as register, a cache, a memory, and the 
like. In detail, the aforementioned various applications or 
programs may be stored in the non-transitory computer read 
able medium, for example, a compact disc (CD), a digital 
versatile disc (DVD), a hard disc, a bluray disc, a universal 
serial bus (USB), a memory card, a read only memory 
(ROM), and the like, and may be provided. 
The foregoing exemplary embodiments and advantages are 

merely exemplary and are not to be construed as limiting the 
embodiments. The present teaching can be readily applied to 
other types of apparatuses. Also, the description of the exem 
plary embodiments is intended to be illustrative, and not to 
limit the scope of the claims, and many alternatives, modifi 
cations, and variations will be apparent to those skilled in the 
art. 

What is claimed is: 
1. An image display apparatus for communicating with a 

peripheral device, comprising: 
at least one operation executor configured to perform an 

operation; 
a communication interface configured to request resource 

sharing with the peripheral device and to receive a result 
of the request in order to share a resource of the periph 
eral device, the resource of the peripheral device being a 
tuner; and 

a controller configured to control the communication inter 
face for the request and a reception, and to control the 
operation executor to perform the operation according to 
the result received, 

wherein the controller requests a channel scan using the 
tuner of the peripheral device, receives a channel scan 
result, and displays the channel scan result on the opera 
tion executor. 

2. The image display apparatus as claimed in claim 1, 
wherein the peripheral device is a device for displaying an 
image. 

3. The image display apparatus as claimed in claim 1, 
wherein the controller performs a pairing operation with the 
peripheral device in order to share the resource of the periph 
eral device and shares information about the resource accord 
ing via the pairing operation. 

4. The image display apparatus as claimed in claim 1, 
wherein: 

the operation executor is a display. 
5. The image display apparatus as claimed in claim 1, 

wherein: 
the peripheral device performs a high resource function 

improved as compared with the image display appara 
tus; and 

the controller requests the peripheral device to perform the 
high resource function, and operates the operation 
executor according to a reception result. 

6. The image display apparatus as claimed in claim 5. 
wherein the image display apparatus displays various con 
tents that a user enjoys according to a category of a plurality 
of regions of one main screen to perform the high resource 
function, based on the reception result. 

7. An image display apparatus for communicating with a 
peripheral device, comprising: 

at least one operation executor configured to perform an 
operation; 

a communication interface configured to request resource 
sharing with the peripheral device and to receive a result 
of the request in order to share a resource of the periph 
eral device; and 
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a controller configured to control the communication inter 
face for the request and a reception, and to control the 
operation executor to perform the operation according to 
the result received, 

wherein the operation executor comprises a voice recog 
nizer for recognizing voice; and 

the controller transmits voice information input to the 
peripheral device through the voice recognizer, receives 
an analysis result of the voice information transmitted, 
and operates the operation executor according to the 
analysis result received. 

8. The image display apparatus as claimed in claim 7. 
wherein the operation executor performs at least one opera 
tion of Volume control, channel change, and power on/off 
according to the analysis result. 

9. The image display apparatus as claimed in claim 1, 
further comprising a resource sharing executor configured to 
Store a program for execution of an operation for the resource 
sharing and to execute the program stored according to user 
request under control of the controller. 

10. The image display apparatus as claimed in claim 1, 
wherein the controller stores a program for execution of an 
operation for the resource sharing and executes the program 
according to user request. 

11. A method of driving an image display apparatus, the 
method comprising: 

requesting resource sharing with a peripheral device in 
order to share a resource of the peripheral device, the 
resource of the peripheral device being a tuner; 

receiving a result of the request from the peripheral device; 
and 

performing an operation according to the result received, 
wherein the requesting resource sharing is a request for 

broadcast program channel scan, and 
the performing the operation comprises receiving a chan 

nel scan result according to the request and displaying 
the channel scan result on a screen. 

12. The method as claimed inclaim 11, further comprising: 
performing a pairing operation with the peripheral device 

in order to share the resource of the peripheral device: 
and 

pre-storing information about the resource according to the 
pairing operation, 
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wherein the requesting of the resource sharing comprises 

requesting resource sharing associated with the informa 
tion prestored. 

13. The method as claimed in claim 11, wherein: 
the requesting resource sharing comprises requesting the 

peripheral device to perform a high resource improved 
function; and 

the performing the operation comprises displaying various 
contents that a user enjoys according to a category of a 
plurality of regions of one main screen, based on an 
execution result of the high resource improved function. 

14. A method of driving an image display apparatus, the 
method comprising: 

requesting resource sharing with a peripheral device in 
order to share a resource of the peripheral device, the 
resource of the peripheral device being a tuner; 

receiving a result of the request from the peripheral device: 
and 

performing an operation according to the result received, 
wherein the requesting resource sharing comprises trans 

mitting voice information input to the peripheral device 
through a Voice recognizer to request analysis; and 

the performing the operation comprises performing an 
operation according to an analysis result of the voice 
information. 

15. A computer readable non-transitory recording medium 
for execution of a method of driving an image display appa 
ratus, wherein the method comprises: 

requesting resource sharing with a peripheral device in 
order to share a resource of the peripheral device, the 
resource of the peripheral device being a tuner; 

receiving a result of a request from the peripheral device; 
and 

performing an operation according to the result received, 
wherein the requesting resource sharing is a request for 

broadcast program channel scan, and 
the performing the operation comprises receiving a chan 

nel scan result according to the request and displaying 
the channel scan result on a screen. 

16. The method as claimed in claim 14, wherein the opera 
tion comprises at least one operation of volume control, chan 
nel change, and power on/off. 
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