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A team-oriented adaptive cruise control system, for use in
support of operations of a vehicle. The system includes
instructions that cause a processor to perform operations
including communicating, to a human user, via a vehicle-user
interface, a request to participate regularly, actively, and col-
laboratively as a member of a collaborative adaptive-cruise-
control (ACC) team, to include the system, in an ongoing
team relationship of cooperation regarding operating the
team-oriented ACC system over time. The operations further
include providing, to the user, a commitment communication
advising the user that the system will be dedicated to partici-
pating regularly, actively, and collaboratively as a team mem-
ber. The operations also include receiving, from the user, an
agreement communication to participate as a member of the
collaborative ACC team. And the operations include forming,
responsive to receiving the agreement communication, the
collaborative ACC team including the user and team-oriented
ACC system.
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TEAM-ORIENTED HUMAN-VEHICLE
INTERFACE FOR ADAPTIVE CRUISE
CONTROL SYSTEM AND METHODS FOR
USING SAME

TECHNICAL FIELD

[0001] The present disclosure relates generally to team-
oriented human-vehicle interfaces and system and, more par-
ticularly, to team-oriented human-vehicle interfaces of adap-
tive cruise control systems.

BACKGROUND

[0002] Automobiles are becoming increasingly automated.
Functions such as cruise control and anti-lock brakes are all
but standard on most modern vehicles.

[0003] Automated applications of these conventional
vehicles are not programmed to be aware of the user in the
control loops of the system, and so not to react to or consider
the user in a collaborative manner. The applications, rather,
operate according to a uni-directional, supervisory model,
wherein the human user is considered supervisor of the appli-
cation. The users enter their input to these applications and
then they run as standalone programs.

[0004] Research reveals numerous historical events and
every-day circumstances that would have been or would be
benefitted from a more-collaborative framework between
users and their vehicles. Some of these instances are safety-
related, and some relate more to convenience, utility, and
others.

[0005] In one event, an autopilot system of an aircraft was
programmed to release control to the pilots automatically and
immediately upon a determination that the aircraft steering
had changed by a certain amount. In the unexpected instance,
the autopilot system began auto-steering the craft to counter
effects of'ice developing on a wing of the aircraft. Because the
system was not designed with consideration to receiving
input from the pilots, or more importantly in this case, to
advising the pilots why actions were being taken and what
actions were planned, likely, and/or imminent, the flight crew
was not aware that the ice was forming, or that the autopilot
was adjusting increasingly craft steering in compensation.
[0006] When the pre-set amount was reached, the autopilot
system, accordingly to its programming, immediately and
without warning relinquished control. The flight crew, know-
ing that they were flying in rough conditions, and following
protocol, unexpectedly needed to deal with a sudden emer-
gency condition. An improved interface, promoting improved
user-vehicle communications, would avoid such problems.
[0007] On an every-day basis, people use newly-developed
in-vehicle automations. Research has shown that users are
adopting many automations slowly because the users, under-
standable, do not know how they work and/or are not com-
fortable giving up control to the automation.

[0008] Conventional vehicle automation does not go far, if
anywhere, to explain its behavior, and is generally inconsid-
erate of the human state. Therefore, it does not do much to
promote trust, or do well at predicting user behavior or react-
ing appropriately.

[0009] Inuni-directional interaction, the human also treats
the vehicle as a subordinate, disregarding its physical limita-
tions and computational needs and constraints.

[0010] There is aneed for vehicle systems that are aware of
the user, user desires or preferences, and user needs. The
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sought systems would also combine this data with situational
awareness to determine best courses of action and timing, and
assist the user in understanding system operations, trusting
the system, and feeling comfortable with the ongoing user-
system relationship.

[0011] The solution involves creating and implementing a
team-oriented, collaborative framework. The solution was
created in part with some consideration given to findings in a
variety of fields of thought, including social science (philoso-
phy, sociology, social psychology), computer science, artifi-
cial intelligence, and human factors.

SUMMARY

[0012] As referenced, conventional systems are not pro-
grammed to react or to consider their users in a collaborative
manner, but rather according to a supervisory model whereby
human users are considered application supervisors. The user
provides input to the applications, which then run as standa-
lone programs.

[0013] Collaborative applications, operating according to
computational algorithms, perform actions including making
decisions, making recommendations to the user, assisting the
user, acting as a resource for the user, allocating tasks, and
scheduling vehicle activities, with consideration given to the
user as a team member, or peer. The team, or peer group, in
one contemplated embodiment, includes, in addition to the
vehicle agent and user team member (e.g., human driver), one
or more other persons or devices, such as a parent or human
supervisor of the driver, a passenger of the vehicle, or a
remote system, such as remote customer-service center per-
sonnel and/or server, as described in more detail below.
[0014] Other aspects of the present invention will be in part
apparent and in part pointed out hereinafter.

DESCRIPTION OF THE DRAWINGS

[0015] FIG. 1 schematically illustrates an on-board com-
puter architecture, according to an embodiment of the present
disclosure.

[0016] FIG. 2 illustrates in more detail example memory
components of the computer architecture of FIG. 1.

[0017] FIG. 3 shows an exemplary method 300 for forming
a collaborative team, including a user team member account
or profile, and any ancillary accounts and sub-accounts,
according to embodiments of the present technology.

[0018] FIG. 4 shows an exemplary method 400 for deter-
mining present team members for a current vehicle operation
within the collaborative team framework, according to
embodiments of the present technology.

[0019] FIG. 5 shows an exemplary method 500 for per-
forming general functions of the collaborative team frame-
work, using the team determined in the method 400 illustrated
in FIG. 4, according to embodiments of the present technol-
ogy.

[0020] FIG. 6 shows an exemplary method 600 for per-
forming functions of the collaborative team framework in
connection with a particular, example, application, being an
adaptive cruise control system, according to embodiments of
the present technology.

[0021] FIG. 7 shows schematically a model of a collabora-
tive adaptive cruise control system and select functions asso-
ciated therewith called out for description below in connec-
tion with the algorithm of FIG. 6.
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[0022] FIG. 8 shows the model of FIG. 7 with the select and
other functions called out for further description below.

DETAILED DESCRIPTION

[0023] As required, detailed embodiments of the present
disclosure are disclosed herein. The disclosed embodiments
are merely examples that may be embodied in various and
alternative forms, and combinations thereof. As used herein,
for example, “exemplary,” and similar terms, refer expan-
sively to embodiments that serve as an illustration, specimen,
model or pattern.

[0024] The figures are not necessarily to scale and some
features may be exaggerated or minimized, such as to show
details of particular components.

[0025] In some instances, well-known components, sys-
tems, materials or methods have not been described in detail
in order to avoid obscuring the present disclosure. Specific
structural and functional details disclosed herein are therefore
not to be interpreted as limiting, but merely as a basis for the
claims and as a representative basis for teaching one skilled in
the art to employ the present disclosure.

1. OVERVIEW OF THE DISCLOSURE

[0026] In various embodiments, the present disclosure
describes a team-oriented, collaborative, solution for use in
an automotive context. More particularly, the technology is
directed to an improved autonomous or adaptive-cruise con-
trol (ACC) automotive system.

[0027] A team-oriented human-vehicle interactive system
is an automated system that acts as a team member, collabo-
rating with other team members toward joint goals. A simple
example goal is parking the vehicle or exiting a highway on
which the vehicle is driving. As described further below, in
addition to the human driver and vehicle agent as team mem-
bers, the team can include one or more other persons and/or
devices, such as a parent of the drive, a child of a driver, a
tourist (using, e.g., a rental car), a supervisor of the driver, a
passenger of a chauffeured car or other passenger, a remote
system, such as a person or server of a remote customer-
service center with which the vehicle agent team member
communicates, or an application (app), or another in-vehicle
or external system of an infrastructure or another vehicle.
[0028] An example remote customer-service center is the
control center of OnStar®. OnStar is a registered trademark
of the OnStar Corporation, which is a subsidiary of the Gen-
eral Motors Company.

[0029] And the vehicle agent team member collaborates
with the user team member. That is the team members work
jointly, according to pre-prescribed protocols, towards a joint,
or team, goal.

[0030] The system is computerized, including a processor
and a computer-readable medium having stored thereon com-
puter-executable instructions that, when executed by the pro-
cess, cause the processor to perform the operations of the
solution. The system can be a sub-system of the vehicle, and
the computerized aspects thereof can be, or be a part of, a
primary vehicle control unit—e.g., vehicle electronic control
unit (ECU). In one embodiment, the medium resides on a
remote server. Along with the instructions, or code, the
medium can include supporting data, as described further
herein.

[0031] The solution, which is largely software based,
defines a framework for collaborative human-vehicle inter-
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actions, between an automated system of the vehicle and the
human, user team member. Therein, the user team member
and vehicle team member interact repeatedly throughout an
ongoing team relationship.

[0032] The system, including the computer-executable
instructions/code, is configured so that the interactions pro-
mote perception, by both the user team member and the
vehicle team member, of the other as part of facilitating and
nurturing a long-term collaborative relationship. User team
members and automated applications are conceived as team
members and, as such, are aware of each other and committed
mutually to their collaborations and support of each other’s
needs and preferences.

[0033] To achieve the collaborative, team-based type of
relationship, the automated features provide a team-based
human-machine interface (HMI) and system framework. The
team-based HMI framework includes three modules. The
three modules include: 1. a team-oriented interface module;
2. a machine-and-user representation model module, includ-
ing four models relating to the machine and user; and 3. a
team-based computational module.

[0034] Adaptive cruise control (ACC) provides a specific,
automated, aid to driving. The aid is provided along a full
speed range (e.g., from low, traffic, city, or stop-and-go,
speeds to higher, highway speeds), and so can be referred to as
full speed range ACC, or FSR-ACC.

[0035] While the present technology can be applied to a
variety of vehicle sub-systems, the present application is
directed to application of the technology in support o ACC,
and more particularly, in some embodiments, in support of
FSR-ACC.

[0036] Other applications for the technology include
implementations with any of the following vehicle sub-sys-
tems: navigation, headlights, other lights, adaptive infotain-
ment (broadcast radio, satellite radio, digital radio, videos,
etc.), power management, dialogue systems, and parking
assist. The concepts can also be used to provide contextual
and personalized help functions (or, simply, contextual help),
including bi-directional communication supporting help
requests and feedback provision (e.g., help features: elec-
tronic user manual and other help functions, whether driving),
and automated driving features such as automated steering,
semi-autonomous driving functions, lane-centering (LC),
lane-changing (LX), and transfer of control (TOC).

[0037] Other example vehicle systems and sub-systems
into which the present collaborative framework can be imple-
mented include security (including cyber-security and lock/
start/remote interaction with the car by WIFI/internet/mobile;
implementation including team-oriented communications
will increase the trust of the user of the team and vehicle agent
and the vehicle agent will be sensitive to abnormal requests or
events, and communicate with user, etc. (e.g., police, parent,
or other authority), power management (including fuel effi-
ciency or other fuel-related considerations, battery state of
charge (SOC), environmental considerations, hybrid vehicle,
electric vehicle, or fuel-cell characteristics and consider-
ations, fuel cell, gear shifts, modes of drive; e.g., the system
can cooperate with the driver to optimize fuel economy and/
or battery state of charge based on user profile/preferences/
path, etc.), environmental considerations outside of power
management, navigation (e.g., based on GPS or other, e.g.,
social-media based, vehicle-to-vehicle (V2V) interaction,
relation to land marks such as cell stations or other infrastruc-
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ture (V21)), and management and user interaction with loca-
tion-based services (LBS; such regarding stores, services,
coupons).

[0038] Still other example implementations of the present
technology include with systems of sub-systems relating to
radio and other means of entertainment (including or distinct
from infotainment functions), web management (e.g., e-mail,
short-message system (SMS) messaging, social networking
and social interaction), learning systems (e.g., educational
system facilitating user learning about environment, muse-
ums, touristic information), vehicle health management sys-
tem (VHMS, which can provide, e.g., warnings, messages to
the driver or other interested parties or devices (e.g., server)),
phone, V2V connectivity, general interaction with vehicle
(e.g., relating to operation of windows, wipers, lights, head-
lights, tires, engine), radio or other audio-related settings or
preferences, and seat belt operation (driver and/or front or
back-seat passengers).

[0039] Ineach implementation (i.e., for any of the uses, or
applications, described herein above), the seven (7) team-
work features (or, collaboration features) of the cooperative
HMI described herein are applied.

[0040] The framework of the present technology includes
and uses certain types of information, including information
representing user-vehicle interactions, important to creating a
user-vehicle agent team for operation of a system, such as the
adaptive cruise control (ACC), or full speed range (FSR) ACC
system, of the vehicle over time.

[0041] While the present technology is described primarily
herein in connection with automobiles, the technology is not
limited by the focus. Rather, it will be appreciated that the
concepts, of a cooperative, team-oriented human-vehicle (or
human-machine, or the like) interface and system, and sup-
porting modules, models, and encompassing computer-ex-
ecutable instructions or code, can be extended to a wide
variety of applications. The applications include aircraft,
marine craft, manufacturing, education, home appliances,
entertainment, consumer electronics, the like, and other.

II. FIG. 1

On-Board Computing Architecture

[0042] Turning now to the figures, and more particularly
the first figure, FIG. 1 illustrates a computer 100, such as an
on-board computer (OBC) of a subject, or host vehicle 102,
according to an embodiment of the present disclosure. The
OBC 100 can be, or be a part of, a primary computing unit of
the vehicle 102, such as a primary electronic control unit
(ECU) of the vehicle 102.

[0043] The OBC 100 includes a computer-readable storage
medium, or memory 104 and a processor 106 in communica-
tion with the memory 104 by way of a data bus 108.

[0044] In various embodiments, the memory is any of a
volatile medium, a non-volatile medium, a removable
medium, and a non-removable medium.

[0045] The term computer-readable media and variants
thereof, as used in the specification and claims, refer to tan-
gible storage media. The media can be a device, and can be
non-transitory.

[0046] In some embodiments, the storage media includes
volatile and/or non-volatile, removable, and/or non-remov-
able media, such as, for example, random access memory
(RAM), read-only memory (ROM), electrically erasable pro-
grammable read-only memory (EEPROM), solid state
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memory or other memory technology, CD ROM, DVD, BLU-
RAY, or other optical disk storage, magnetic tape, magnetic
disk storage or other magnetic storage devices.

[0047] Thememory 104 includes one or more storage mod-
ules storing computer-readable instructions executable by the
processor 106 to perform the functions of the OBC 100
described herein.

[0048] For instance, the memory 104 includes team-based
vehicle-machine framework modules 110. The memory 104
in some embodiments also includes ancillary or supporting
components 112, such as additional software and/or data
supporting performance of the methods of the present disclo-
sure.

[0049] Thevehicle 102 also includes acommunication sub-
system 114 for communicating with external devices. The
communication sub-system 114 can include a wire-based
input/output (i/0) 116, at least one long-range wireless trans-
ceiver 118, and at least one short-range wireless transceiver
120. Two other ports 122, 124 are shown by way of example
to emphasize that the system can be configured to accommo-
date other types of wired or wireless communications.

[0050] The vehicle 102 also includes a sensor sub-system
126 comprising sensors providing information to the OBC
100 regarding items such as vehicle operations, vehicle posi-
tion, vehicle pose, and/or the environment about the vehicle
102. The vehicle 102 can be configured so that the OBC 100
communicates with, or at least receives signals from sensors
of'the sensor sub-system 122, via wired or short-range wire-
less communication links 116, 120.

[0051] In some embodiments, the sensor sub-system 126
includes at least one camera 128 and at least one range sensor
130, such as radar. The camera 128 may include a monocular
forward-looking camera, such as those used in lane-depar-
ture-warning (LDW) systems.

[0052] Such sensor sensing external conditions may be ori-
ented in any of a variety of directions without departing from
the scope of the present disclosure. For example, cameras 128
and radar 130 may be oriented at each, or a select, position of,
forexample: (i) facing forward froma front center point of the
vehicle 102, (ii) facing rearward from a rear center point of
the vehicle 102, and (iii) facing laterally of the vehicle from a
side position of the vehicle 102.

[0053] Accordingly, the descriptions below, made prima-
rily with respect to forward-facing sensors, may be applied
with respect to rearward and/or side facing sensors, indepen-
dently or in combination with forward-facing sensors.

[0054] The range sensor 130 may include a short-range
radar (SRR), an ultrasonic sensor, a long-range RADAR,
such as those used in autonomous or adaptive-cruise-control
(ACC) systems, or a Light Detection And Ranging (LiDAR)
sensor, for example.

[0055] Other sensor sub-systems include an inertial-mo-
mentum unit (IMU) 132, such as one having one or more
accelerometers, and/or other such dynamic vehicle sensors
134, such as a wheel sensor or a sensor associated with a
steering system (e.g., steering wheel) of the vehicle 102.
[0056] The long-range transceiver 118 is in some embodi-
ments configured to facilitate communications between the
OBC 100 and a satellite and/or a cellular telecommunications
network.

[0057] The short-range transceiver 120 is configured to
facilitate short-range communications, such as communica-
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tions with other vehicles, in vehicle-to-vehicle (V2V) com-
munications, and communications with transportation sys-
tem infrastructure (V2I).

[0058] To communicate V2V, V2I, or with other extra-ve-
hicle devices, such as local communication routers, etc., the
short-range communication transceiver 120 may be config-
ured to communicate by way of one or more short-range
communication protocols. Example protocols include Dedi-
cated Short-Range Communications (DSRC), WI-FI®,
BLUETOOTH®, infrared, infrared data association (IRDA),
near field communications (NFC), the like, or improvements
thereof (WI-F1is a registered trademark of WI-FI Alliance, of
Austin, Tex.; BLUETOOTH is a registered trademark of
Bluetooth SIG, Inc., of Bellevue, Wash.).

[0059] The extra-vehicle, or external, devices to which the
OBC 100 can communicate in execution of the functions of
the present technology, can include a remote control center.
An example control center is the control center of OnStar®,
having facilities for interacting with vehicle agent team mem-
bers and their user team members via long-range communi-
cations, such as satellite or cellular communications. As pro-
vided, OnStar is a registered trademark of the OnStar
Corporation, which is a subsidiary of the General Motors
Company.

1II. MEMORY COMPONENTS

FI1G.2

[0060] FIG. 2 shows in more detail the memory 104 of FIG.
1. The components of the memory 104 are now described
further with reference to the figure.

[0061] III.A. Memory Components

[0062] As provided above regarding FIG. 1, the memory
104 includes one or more team-based vehicle-machine
framework modules 110. And the memory may also include
ancillary components 112, such as additional software and/or
data supporting performance of the methods of the present
disclosure.

[0063] The ancillary components 112 can include, for
example, user and other team-member accounts and profiles,
and also pre-agreed terms of coordination for use, for
example, when the user is irresponsive. The components 112
can also include collaboration triggers for triggering entering
of a collaboration, team-oriented mode for the vehicle in
connection with one or more established collaboration appli-
cations (e.g., team-oriented adaptive cruise control (ACC)
system and team-oriented HVAC system). These and other
data components are described elsewhere, herein, including
below in connection with the methods 300, 400, 500, 600, of
operation.

[0064] As shown in FIG. 2, the modules 110 can include at
least three (3) modules 202, 204, 206, described further in the
next section. In one embodiment, the modules 110 include
one or more additional modules. Some instructions can be
part of more than one module, and functions described herein
can be performed by processor execution of the correspond-
ing more than on module. Functions described herein, but not
in connection expressly with one of the three modules 202,
204,206 can be a part of one of the three modules and/or a part
of an additional module 208. The supporting module(s) 208
can include, for example, a user-identification module and/or
a passenger-identification module.

[0065] The modules include a team-oriented interface
module 134, a machine-and-user-representation model mod-
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ule 136, and a team-based computational module 138. Each
of these modules is described in more detail next.

[0066] III.B. Team-Based Modules

[0067] As provided above, to achieve the collaborative,
team-based type of relationship, of the present automotive
technology the automated functions provide a team-oriented,
collaborative, framework. The team-based framework com-
ponents or modules include 1. a team-oriented interface 202
(FIG. 2), 2. a user-machine representation models module
204, including four models 210, 212, 214, 216, and 3. a
team-based computational module 206.

[0068] Themodules are related to the technology in any one
or more of a variety of ways. In one embodiment, one or more
of the modules are components of the computer-executable
code or instructions, described above in connection with the
computer or controller illustrated in FIGS. 1 and 2.

[0069] Inone embodiment, one or more of the modules are
used in configuring the algorithm outlining the functions and
operations described herein, including those of the method
described below in connection with FIG. 3. Any function or
operation described herein, for instance, is in some embodi-
ments configured based on one or more of these modules.
This foundational consideration is given by a designer or
maker of the system, by the user team member, and/or by the
vehicle system itself.

[0070] III.B.i. Team-Oriented Interface Module

[0071] The first module 202 (FIG. 2) of the three (3) team-
based or collaborative modules or components referenced
above is the team-oriented interface module. The team-ori-
ented interface (or TOI), includes any of a wide variety of
concepts and interaction protocols configured to promote
collaborative, efficient, and effective interactions between the
user team members (e.g., human driver of the vehicle and the
vehicle system).

[0072] The interactions are configured to allow the vehicle-
agent team member (or VATM) and the user team member
(UTM; or user agent team member (UATM), or the like) to
share information and learn from each other, so they can use
the shared information toward improved, collaborative, team-
based operation of the vehicle.

[0073] Example TOI features include or use audio, visual,
and tactile communication hardware, and the supporting pro-
tocols. The TOI hardware includes allows the vehicle agent
team member to communicate messages and inquiries to the
user team member, e.g., vehicle driver, and to receive com-
ments and inquiries from the user team member.

[0074] The hardware and supporting protocols include, for
instance, a speaker-microphone system, and underlying pro-
tocols, a display-input system, and underlying protocols, a
light-input system, and underlying protocols, a tactile-feed-
back system, and underlying protocols, the like, and other as
may be desired by a designer or maker of the system.

[0075] In a speaker-microphone arrangement, the com-
puter processor described above, executing computer-execut-
able code embodying algorithms of the present technology
(e.g., a speaker-microphone interface protocol and the deci-
sion-making algorithm), provides data and questions to the
vehicle user team member via a speaker of the vehicle.
[0076] The content and format of the data and questions are
determined based on operation of the other two primary (2)
modules and, in some embodiments, the additional technol-
ogy considerations, including the seven teamwork (7) fea-
tures (or commitment, or collaborative features), which can
be referred to in other ways—e.g., data features, algorithm
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features, components, data components, attributes, data
attributes, attribute data, feature data, etc., and which are
described further below.

[0077] The data and questions are configured, for instance,
to advise the user team member of vehicle agent team mem-
ber needs, initiatives, and goals, and possibly reasons for the
same. As described further herein below, the vehicle system
uses feedback received from the user team member via the
speaker-microphone system, and/or other communication
channels described herein (e.g., touch-sensitive display), in
determining which of the user team member and vehicle
agent team member will perform select tasks.

[0078] While the vehicle agent team member may deter-
mine initially that the vehicle agent team member should
control performance of an action automatically, for instance,
the vehicle may, based at least in part on user team member
input via the microphone, determine to allow the user team
member to self-control the action. The vehicle agent team
member would in some such cases provide an advance com-
munication to the user team member of such decision, possi-
bly advising the user team member of a change in plans based
on the user team member feedback.

[0079] Or, vice-versa—i.e., the vehicle agent team member
may determine initially that the user team member should
perform an action, and then, based at least in part on user team
member input via the microphone, determine that the vehicle
should perform the action automatically. Again, the vehicle
agent team member would in some cases provide an advance
communication to the user team member of such decision,
possibly advising the user team member of a change in plans
based on the user team member feedback.

[0080] Similarly, in the converse, the user team member
may initially determine that the user team member will per-
form an action, but based on vehicle communication provided
to the user team member via the speaker, determine that it is
better for, or for other reason allow, the vehicle to perform the
action. Again, the vehicle agent team member would in some
such cases provide an advance communication to the user
team member of system acquiescence to the user team mem-
ber decision, possibly advising the user team member that the
change in plans is based on the user feedback.

[0081] Completing these example scenarios, the user team
member may initially determine or understand that the
vehicle agent team member will perform an action, but based
on vehicle communication provided to the user team member
via the speaker, determine that it is better for, or for other
reason determine, that the user team member should or will
execute the action. And once again, the vehicle agent team
member would in some such cases provide an advance com-
munication to the user team member of system acquiescence
to the user team member decision, possibly advising the user
team member that the change in plans is based on the user
team member feedback.

[0082] An example action can include any of performing a
parking maneuver, (into or out of a parking place), other
possibly-autonomous driving functions, including switching
lanes, driving to a destination (e.g., home or office), the like or
other, including ACC maneuvers described herein.

[0083] As provided, another input/output configurations
can include a visual sub-system. The visual sub-system can
include a display, such as a display screen, holographic dis-
play, etc. The sub-system can also be configured to receive
user team member input, such as via the display being touch-
sensitive—e.g., a touch-sensitive display screen. The vehicle
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agent and user team members can interact via the visual
sub-system in generally the same manners described above in
connection with the speaker-microphone system.

[0084] As also provided, another input/output configura-
tions can include a light sub-system. The visual sub-system
can include one or more lights, such as light-emitting diodes
(LEDs). The sub-system can also be configured to receive
user team member input, such as via buttons, switches, etc.
The vehicle agent team member and user team member can
interact via the visual sub-system in generally the same man-
ners described above in connection with the speaker-micro-
phone system.

[0085] In one embodiment, the system includes or is in
communication with a selector (e.g., dial, switch, pull-down
menu, slider, etc. (hardware or displayed via hardware, such
as a touch-sensitive display)) by which the user can control a
level of control, or authority given to the user and/or the
vehicle agent team member. The system can have, for
instance, a default setting of 50/50, or a level of 65% user
authority, and the user can adjust the setting as desired.
[0086] The input/output configurations in one embodiment
include one or more tactile features, such as a tactile-commu-
nicating steering wheel or driver seat. In one example, the
vehicle and agent thereof are configured to provide to the user
team member a tactile signal, such as vibration or slight other
movement via the steering wheel, to advise the user team
member of a certain condition. As with all communications, a
tactile communication can be accompanied by one or more
other communications to the user team member, such as a
light indicator illuminating and/or synthetic voice or other
audible message provided to the user team member in com-
bination with the tactile communication.

[0087] As referenced, the vehicle and agent thereof can be
configured in any of a variety of ways in order to provide and
receive input to/from the human team member. The agent
may, for example, provide a visual inquiry to the user team
member, to which the human team member can reply by
voice. The vehicle or agent designer or maker can implement
any such channels of communication, and combinations
thereof for inter-team communications.

[0088] Inoperation, the team-oriented interface (TOI) gen-
erally acts as a buffer between the vehicle agent team member
and the user team member. In doing so, the TOI facilitates the
team, group process in practice.

[0089] III.B.ii. Models Module, Including Four (4) Models
[0090] The second module 204 (FIG. 2) of the three (3)
above-outlined modules can be referred to generally as a
behavior module. The module includes, or is based on, any of
four (4) supporting models 210, 212, 214, 216 (FIG. 2).
[0091] The behavior module, generally, defines, outlines,
and uses behavior models of both the vehicle agent and user
team members. The models are used in configuring commu-
nications to the user team member, interpreting feedback
from the user, and making decisions based on the algorithms
of the present technology in combination with the consider-
ation given to any user team member feedback and known
underlying user team member expectations and psychology.
[0092] As a general example, while the vehicle agent team
member may otherwise determine that it is best for the vehicle
to complete a maneuver of approaching a destination and
parking, based on user team member feedback and the col-
laborative principles of the algorithm, the agent may change
the determination to allow the user team member to perform
the task.
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[0093] The feedback may include, for example, the user
team member simply saying that the user would like to per-
form the maneuver, or the user team member providing more
details, such as explaining to the vehicle that the user team
member is not sure on how he/she wishes to approach the
destination, such as that they may want to see how long a line
is outside of a theater before actually parking, or may wish to,
before actually parking, see on a theater billboard what shows
are showing or whether a play is already sold out, what a price
of parking is, whether there is valet, whether an acquaintance
is noticed, etc.

[0094] As described further below, the vehicle system is
further configured to store aspects of such interactions with
the driver, and consider them in future situations. The next
time this or another theater is being approached (e.g., but not
necessarily, while the vehicle is in an autonomous mode), the
vehicle may, e.g., ask the driver whether they would like,
before parking, to ensure any of these aspects—e.g., the
shows playing, the price of parking, whether there is valet,
etc.

[0095] As another example, the vehicle agent team member
may determine initially that the driver should perform a
maneuver manually, such as exiting a crowded highway from
acentral lane. The agent may, subsequently, though, based on
user team member feedback and/or agent sensing of present
conditions in the vehicle, determine that the user team mem-
ber has commenced a phone call and that it is best for the
vehicle to autonomously perform the maneuver. Again, the
vehicle agent team member would in some such cases provide
an advance communication to the user team member of the
vehicle decision, and possibly reasons therefore.

[0096] In a follow-on example, the vehicle system may
receive input from the user advising that the user team mem-
ber wishes to perform the maneuver, and may provide sup-
porting details processed by the vehicle, such as that the user
team member phone call is ending immediately or that the
user team member is not actually on the phone, but rather
verbally speaking to a note-taking, transcribing program, or
that a passenger is in a phone call, not the driver.

[0097] These are just a few of a myriad of scenarios in
which the vehicle and user team member collaborate to deter-
mine and execute best actions.

[0098] III.B.ii.a. Machine Behavioral Model

[0099] The first model 210 (FIG. 2) of the four (4) models,
of'the second module 204 of the three (3) collaborative mod-
ules for the present framework, is the machine behavioral
model.

[0100] The machine, or behavioral model models the
physical machine and its control logic. The model serves as an
input to the algorithm, which uses it to make control decisions
and initiate automation actions.

[0101] III.B.ii.b. Interface Model

[0102] The second model 212 (FIG. 2) of the four (4) mod-
els, of the second module 204 of the three (3) collaborative
modules for the present framework, is the interface model.
[0103] The interface model relates to the projection, or
presentation, of the machine, as provided to the user team
member. The interface model, in other words, outlines how
the vehicle agent team member presents itself to the user team
member.

[0104] Theinterface model, or vehicle projection, is used as
a basis for user team member interaction and the associated
user interface(s).

Aug. 22,2013

[0105] The interface model relates to how the machine
explains itself, through the interface, to the user team mem-
ber, and presents the user with information about the machine
in an understandable manner.

[0106] The interface model is not the same as the interface
module (e.g., section III.B.i., herein). Generally, the model
relates to the representation, and the module, including a set
of algorithms and related methods (e.g., in the form of com-
puter-executable instructions or code) implements the model
(representation).

[0107] III.B.ii.c. User Team Member Model

[0108] The third model 214 (FIG. 2) of the four (4) models,
of'the second module 204 of the three (3) collaborative mod-
ules for the present framework, is user team member behav-
ioral model, or user model.

[0109] The user team member model is built, maintained,
and updated by the vehicle agent team member. The model is
then considered, e.g., presented to itself (the machine), in
order to best process user team member input and make
determinations with apt consideration given to the user team
member condition—e.g., user needs, initiatives, goals, feel-
ings, etc.

[0110] More particularly, the vehicle agent team member
builds the user team member model, about behavior of the
human user, to include data points such as user team member
characteristics. User team member characteristics include,
e.g., user gender and physical characteristics, such as user
height, weight, etc. The user team member characteristics can
also include user life characteristics, such as socio-economic
status, marital status, other demographics, the like and other.
Embodiments provide the user team member with control
over what user characteristics he/she would like to share with
the vehicle agent team member and would like the vehicle
agent team member to consider in operation of the relation-
ship.

[0111] Still other user team member characteristics that the
vehicle agent team member may include in the representation
of the user team member includes user preferences, moods,
and patterns of behaviors. The vehicle agent team member
may determine user team member preferences and moods,
like many other characteristics described herein, based on one
or more historic interactions with the user team member or
other input to the agent indicating user team member prefer-
ences, mood, pattern of behavior, etc.

[0112] Insome embodiments, the vehicle uses one or more
of the modules and models described herein in the building,
executing (using), or maintaining (e.g., updating or otherwise
adjusting) any of the other modules or models. In one
embodiment, for instance, the vehicle agent team member
uses the user team member model(s) to build the interface
module, described above under section I11.B.1.

[0113] The vehicle agent team member may in so doing,
build the interface module with consideration to ensuring that
the interface module is suitable to the user team member
preferences, needs, and desires. This type of custom building
of' the algorithm, or data, protocols, or other factors underly-
ing the algorithm, is provided with the understanding that
each vehicle user team member is different, and so is best
interacted with in a manner custom to them.

[0114] As another example of one module or model affect-
ing others, in one embodiment, the vehicle agent team mem-
ber, in building, executing (using), or maintaining (e.g.,
updating or otherwise adjusting) the computational module,
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described more below under Section II1.B.iii., the user team
member model of present section, II1.B.ii.c.

[0115] III.B.ii.d. Mental Model

[0116] The fourth model 216 (FIG. 2) of the four (4) mod-
els, of the second module 204 of the three (3) collaborative
modules for the present framework, is the mental model.
[0117] The mental model includes, for use by the vehicle
agent team member, a representation of the machine from a
perspective of the user team member. The mental model can
be viewed to codify an image, or operations (initiatives, goals,
functions, etc.) of the system, as the vehicle agent team mem-
ber understands the same to be viewed by the user team
member.

[0118] As with any of the other models and modules
described herein, the vehicle agent team member in some
embodiments builds, executes (e.g., uses), and/or maintains
(e.g., updates or otherwise adjusts) the mental model. And as
in those cases, formation, use, or maintenance of the user
team member model can be in part affected by user input. In
reply to the vehicle communicating an aspect of the to-them
configured user team member model, the user team member
can, for instance, advise the vehicle agent team member of a
misunderstanding or correction needed, and the vehicle agent
team member would amend the user team member model
accordingly.

[0119] III.B.iii. Team-Based Computational Module
[0120] The third module 206 (FIG. 2) of the three (3)
above-outlined modules can be referred to generally as the
computational module, or team-based computational mod-
ule.

[0121] In one embodiment, the team-based computational
module defines or controls how roles amongst team members
are allocated. This can be referred to as a role allocation
function. The module can prescribe, for instance, which roles
or tasks are to be performed by the vehicle agent team mem-
ber and which by the user team member.

[0122] For embodiments in which the team includes a
remote user or device, such as a remote customer service
system or computer server (e.g., OnStar®), the module pre-
scribes which roles are allocated to it. The system can be
configured, e.g., such that heavy, non-time-sensitive compu-
tations, are performed remote to the vehicle, with results
returned to the vehicle.

[0123] Similarly, in one embodiment, the team-based com-
putational module defines or controls how resource amongst
team members are allocated, used, accessed, and the like.
This can be referred to as a resource allocation function. The
module can prescribe, for instance, which resources are to be
maintained by the vehicle agent team member, and which by
a remote team member, such as a remote team member or
server—e.g., OnStar®.

[0124] The system can be configured, e.g., such that large,
cumbersome resources are kept in part or in full remote, and
accessible by or provided to the vehicle. Such provision can
be made according to a push and/or pull arrangement. In an
example push arrangement, the vehicle agent team member
receives resource data automatically, such as in response to a
source of the data (e.g., OnStar®) determining that a prede-
termined condition or trigger exists—e.g., weather-related,
date related, time-related, vehicle location-based. In an
example pull scenario, the vehicle agent team member
receives the resource data in response to a request from the
vehicle agent team member for the same (e.g., a pull sce-
nario).

Aug. 22,2013

[0125] Inthese ways, and/or inany one or more of'a number
of other ways, the decision making of the automated part-
ner—i.e., the vehicle agent team member, is based on col-
laboration principles. To the contrary, conventional auto-
mated systems are merely supervisory, whereby users only
activate the supervisory system, and may monitor behavior of
the system.

[0126] The team-based human-machine interface is based
rather on mutual commitment, support, and responsiveness of
each team member, human and automated. The collaborative
focus includes the vehicle agent team member being user-
aware—i.e., aware of user team member characteristics,
needs, desires, initiatives, preferences, etc.), the automated
system will be aware real-time of their needs and intentions.
Users and machines need a common grounding language and
the automated behavior is based on some human behavioral
model to consider the user in the control loop.

[0127] The modulein some embodiments includes an inter-
action protocol, or protocol of interaction. The protocol can
be generated and/or include default features, which can or
cannot be altered. The user team member can have input into
the formation or alteration of protocol features, such as select-
ing from amongst multiple protocol options presented to the
user team member.

[0128] The protocol can control, e.g., who communicates
when. As an example, in one embodiment, the protocol devel-
oped or selected, prescribes that the user team member can
communicate to the vehicle agent team member at any time,
and the vehicle agent team member communicates to the user
team member only when the user team member is not actively
communicating to the agent.

[0129] Other example protocol variables includes whether
the team members can communicate offline, whether explicit
orimplicit learning is enabled (e.g., whether the vehicle agent
team member is to develop a history and conclusions based on
explicit user team member input to the system and/or implicit
input, such as behaviors, user team member conditions (e.g.,
talking on the phone or drinking coffee while driving), etc.
[0130] The vehicle agent team member thus operates as a
team member, and views the user team member (e.g., driver)
as a team member as well. The team makes decisions, and all
or most all decisions are not made by a single member alone
without any consideration for the conditions of the other
member(s).

[0131] III.C. Additional Considerations for System Devel-
opment and Operation

[0132] The above-described computer-executable code or
instructions, including the three (3) modules described above
in section III.B., are in various embodiments configured to
consider in the algorithms and method of the present technol-
ogy, any of a wide variety of supporting concepts.

[0133] The concepts include, generally, the user team
member and the automated suite according to the present
technology working together as a team.

[0134] The concepts considered in the configuration of the
code or instructions include seven (7) teamwork or collabo-
ration attributes or features associated with developing a team
comprised of both a human and machine agent—i.e., the
vehicle. The attributes or features include 1. commitment, 2.
models and transparency, 3. common language, 4. coordina-
tion, 5. responsiveness, 6. intimacy, and 7. satisfaction.
[0135] Generally, the first, commitment attribute, or fea-
ture, relates to a mutual obligation, on behalf of the user and
vehicle team members, to engage and maintain joint activity
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toward a joint goal. The second, models-and-transparency,
feature relates to functions configured to promote under-
standings, on behalf of the vehicle and the user team mem-
bers, of beliefs, intentions, history, states, and actions of the
vehicle agent and the user team members.

[0136] The third, common-language, feature is configured
to best promote, maintain, and support effective and
grounded communications between the user and vehicle team
members. The fourth, coordination, feature, contributes to
joint-planning efforts, between the user and vehicle team
members, and synchronization of such efforts.

[0137] The fifth, responsiveness, feature promotes respect,
support, and positive reactions on behalf of each of the
vehicle and the user team members with regard to the other.
The sixth, intimacy, feature, further promotes ease and
elegance of communications between the team members
(user and vehicle) and more particularly toward goals of
increasing levels of trust and sensitivity of each member
regarding the other. And the seventh, satisfaction, feature
promotes eftective uses of the collaborative system by pro-
moting contentment, reward, celebration, joy, recognition,
and fulfillment in system usage.

[0138] The seven (7) collaboration features, or attributes,
are described in further detail below under the fourth section
(IV) of the present disclosure.

[0139] Considerations used in designing and operating the
computer-executable instructions, including the three (3) pri-
mary modules described above, also include components
related to commitments expected on behalf of the user and the
vehicle team members.

IV. SEVEN (7) TEAMWORK FEATURES

[0140] Thedisclosure now presents in more detail the seven
(7) attributes or features referenced above under section II1,
associated with developing a team comprised of at least the
human user team member and the vehicle agent team mem-
ber. The teamwork features, which can also be referred to by
other names, such as collaboration features, commitment fea-
tures, etc., cover characteristics determined important to the
framework toward meeting the goals of the present technol-
ogy.

[0141] Because the seven (7) features are also algorithm
and/or data based in implementation, they can be described as
algorithmic features, data features, algorithm and data fea-
tures, algorithm/data features, algorithm and/or data features,
the like, or other without departing from the scope of the
present disclosure.

[0142] While traditionally, authority has been singular,
with the human (supervisor), the present technology is con-
figured away from unilateral, supervisory, or slave-master
formats. The technology, rather, provides a framework by
which the human user and the vehicle agent are team mem-
bers, or peers. According to the framework, decisions as to
which team member (user or vehicle) will have authority over
and control any particular action, task, or activity incorporate
a team approach and can, e.g., emanate from a shared-deci-
sion making process.

[0143] IV.A. Mutual Obligation Feature

[0144] The first of the seven (7) features, associated with
developing a team comprised of at least the human user team
member and the vehicle agent team member, is mutual obli-
gation. This data feature prescribes mutual obligations and
commitments amongst respective team members to engage
together and work together toward a joint activity. As pro-
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vided an example activity is operating the vehicle, generally
or, more particularly, performing a specific maneuver such as
parking the vehicle or exiting a busy highway.

[0145] Inone embodiment, the vehicle agent team member
is configured to request, or at least receive, a confirmation or
obligation communication from the user team member indi-
cating that the user team member will participate in the team
relationship. The confirmation can in some embodiments be
an inherent acquiescence, such as by the user team member
interacting ongoingly with the vehicle agent team member. In
one embodiment, the confirmation is explicit, such as the use
team member providing a verbal or touch-screen ‘yes’
response to a request for confirmation from the vehicle agent
team member.

[0146] Inoneembodiment, the vehicle agent team member,
in response to determining that a user team member confir-
mation of participation exists, creates a team-member profile
for the user team member. The vehicle agent team member
populates the profile with data procured in any of a variety of
ways, including from the user team member explicitly, in
response to sensed user actions or behavior, according to
system defaults pre-programmed into the vehicle agent team
member, etc. The vehicle agent team member maintains the
profile over time, such as updating or otherwise adjusting the
profile.

[0147] The profile includes, for instance, any of personal
preferences of the user team member, and demographic infor-
mation about the user team member, such as age, gender,
weight, height. Example preferences include music genre
preferences, system operation preferences, such as how the
user team member would like the vehicle team member to act
or react in certain situations.

[0148] Inoneembodiment, the vehicle agent team member,
in response to determining that a user team member confir-
mation of participation exists, binds itself to acting jointly
with the user team member, i.e., to the joint activity. In some
embodiments, the vehicle agent team member communicates
to the user advising that the vehicle agent team member
considers itself so bound to the team and its joint activity.

[0149] Inoneembodiment, the vehicle agent team member,
in response to determining that a user team member confir-
mation of participation exists, considers the user team mem-
ber bound to acting jointly with the vehicle agent team mem-
ber. In some embodiments, the vehicle agent team member
communicates to the user team member advising that the
vehicle agent team member considers the user team member
so bound to the team and its joint activity.

[0150] Once the vehicle agent team member determines
thatitis engaged, i.e., engaged in the joint activity, the vehicle
agent team member therein commits to not exiting the ven-
ture, such as by quitting without warning.

[0151] In one embodiment, a level of such commitment is
communicated to the user team member by the vehicle agent
team member. Results of such communication include fos-
tering or increasing allegiance on behalf of the user to the
joint activities, fostering or increasing trust in the user team
member of the team, the team concept, and of the operations
of the vehicle agent team member toward the team goals.
[0152] As an example of the vehicle agent team member
commitment in operation, in response to the vehicle agent
team member determining that a limit of operation (e.g., a
predetermined vehicle speed, or other operational limit) is
reached, the vehicle agent team member will annunciate such
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determination, or a result of the determination (e.g., manual
control to be re-instituted imminently), to the user team mem-
ber in a timely manner.

[0153] The vehicle agent team member is in some cases
configured to, if the resulting action indeed includes the
vehicle agent team member relinquishing some control,
degrade from automatic vehicle control as gracefully as pos-
sible, and with the initial and any additional feedback or
parallel communications to the user agent team member
deemed appropriate by the vehicle agent team member.
[0154] The team can also be configured to address potential
safety concerns. As an example, and as another example of
potential transfer of control between the user and vehicle
agent team members, consider a situation in which the vehicle
agent team member determines that the user team member is
in a detrimental state, such as being under the influence of
alcohol or drugs, falling asleep, or having a sudden medical
attach. The vehicle agent team member is in some embodi-
ments configured to take any of a variety of actions in such
cases. The actions can include temporarily exiting the team
relationship, and taking supervisory control at that point, such
as to pull the vehicle over to a safe parking location, to a
hospital, etc.

[0155] Inone embodiment, the vehicle agent team member
is configured to perform the actions including communicat-
ing with one or more external entities or parties. The external
parties can include, e.g., a parent of the user team member,
authorities, such as the police, hospital, fire department, the
like, or other.

[0156] Inone embodiment, the vehicle agent team member
is configured to perform the actions including staying in the
team relationship, but taking at least one supervisory-type
action, with less or no consideration being given to the user
team member (e.g., for the safety of the user).

[0157] IV.B. Models and Transparency Feature

[0158] Thesecond of'the seven (7) features, associated with
developing a team comprised of at least the human user team
member and the vehicle agent team member, relates to mod-
els and transparency.

[0159] The models and transparency data feature includes
two primary aspects: (1) consideration to a need or desire on
behalf of each team member to understand and appreciate the
belief system of the other of the team members, and (2)
transparency and visibility of the states (or conditions), inten-
tions (or goals), and computations (or functions or thought
processes) of each team member to the other team member.
[0160] Regarding the first, (1) consideration to a need or
desire on behalf of each team member to understand and
appreciate the belief system of the other of the team member,
in one embodiment it is assumed by the vehicle agent team
member, based on the user team member having committed to
the joint activity, i.e., to the team framework, that the user
team member will continuously during vehicle operation, or
at least substantially or generally, be seeking when able to
understand the context from which the vehicle agent team
member operates. The context can include, e.g., the reasons
that the vehicle agent team member does what it does, goals
or initiatives of the vehicle agent team member, needs for
operation of the vehicle team member.

[0161] Moreover as part of the first item, regarding the
consideration toward a need to understand the belief system
of the other member, the vehicle agent team member builds
and maintains (e.g., updates or otherwise adjusts) a model of
a context of operation of the user team member. This model
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might be extended to include ontologies—e.g., more general
information about the world. Example user team member
context can include user preferences, user demographics
(age, gender, etc.), and historic user behavior (e.g., patterns of
user actions taken in the vehicle during or outside of the joint
operations). The ontology can include, e.g., weather condi-
tions, traffic conditions, mass or crowd activity or trends,
geographic location, local events (e.g., concert or sporting
event), local characteristics (e.g., topography), and general
human characteristics, such as an aversion to noises above a
certain decibel level, light above a certain level of brightness,
etc.

[0162] Regarding the second item, regarding transparency
and visibility of states, intentions, computations, activities,
etc., an underlying goal includes promoting trust and candor
within the team and its activities, thereby inhibiting hidden
agendas on behalf of any of the team members. In one
embodiment, the vehicle agent team member receives input
from the user team member about a belief system of the user
team member. The input can be express, or direct, or it can be
indirect, or inferred. As an example of indirect communica-
tion, the input can be inferred by the user giving to the vehicle
agent team member permission to be perceived by one or
more sensors, such as a camera, of the vehicle. As another
example of assumed approval, the vehicle agent team mem-
ber can infer a belief of the user team member in response to
the user team member reacting to the system, such as con-
tinuing to answer helpfully inquiries provided to the user
team member by the vehicle agent team member.

[0163] Further regarding the second item, regarding trans-
parency and visibility of states, intentions, computations,
activities, etc., with the underlying goal of promoting trust
and candor, in one embodiment, the vehicle agent team mem-
ber provides, to the user team member, information about the
configuration or operation of the vehicle team member. The
information can include, e.g., information about states of the
vehicle agent team member, intentions of the vehicle agent
team member, or explanations about how the vehicle makes
decisions, such as by an explanation about how the vehicle
agent team member will react in certain circumstances, or
why the vehicle agent team member has acted in a certain
manner recently or in the past.

[0164] It will be appreciated that sharing and processing
usefully information about team members is not a trivial task.
The task involves information abstraction, information inte-
gration, such as by integration tools or sub-processes of com-
puter-executable code, into existing data and algorithm com-
ponents, and subsequent interpretation, or understanding, of
the new data in combination with existing algorithms and
data.

[0165] IV.C. Common Ground Feature

[0166] The third of the seven (7) features, associated with
developing a team comprised of at least the human user team
member and the vehicle agent team member, relates to build-
ing, or building and maintaining (e.g., updating or otherwise
adjusting) a common or basic ground for communications,
and shared communication language.

[0167] In operation, the vehicle agent team member
receives from the user team member, with information indi-
cating how the user communicates. As an example, the user
may advise the vehicle expressly of a preferred language
(e.g., English, French, Spanish), or indirectly, such as by
speaking the language in communicating with the vehicle
agent team member.
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[0168] As for its output in this way, the vehicle agent team
member (VATM) communicates to the user team member
(UTM) information regarding preferences of the VATM. The
preferences include, e.g., data about a VATM optimization
scheme, including pre-programmed preferences. The VATM
thereafter communicates with the user team member in a way
that the VATM has determined that the UTM will comprehend
and feel comfortable with.

[0169] IV.D. Coordination Feature

[0170] The fourth of the seven (7) features, associated with
developing a team comprised of at least the human user team
member and the vehicle agent team member, relates to coor-
dinating plans and activities of the team members. The data
feature also includes establishing new automated behaviors.
[0171] Inone embodiment, the vehicle agent team member
(VATM) is configured to establish a new automated behavior
in any of a variety of circumstances. An example circum-
stance includes the VATM proposing an action (such as that
the vehicle automatically turn off bright headlight and/or turn
on fog lights, in response to determining that the vehicle is
driving in the fog), and the user team member (UTM) agree-
ing to the proposal. This feature includes the computational
process of arriving at the action, in addition to executing the
action itself. In one embodiment, the VATM is configured to
establish the new automated behavior in such situation if the
UTM does not express disagreement with the proposed
course of action.

[0172] Inone embodiment, the VATM is configured to pro-
vide to the UTM pre-generated advice for consideration by
the UTM. The advice may be generated by the VATM and
may be stored at the VATM. In one implementation, the
advice is received from a remote source, such as a remote
customer-service center, e.g., OnStar®. In operation, the
UTM may find such advice persuasive, and alter his/her
behavior, or be influenced to agree to or deny a related VATM-
suggested action. Such automated advice may be especially
informative or persuasive to the user, e.g., when time and/or
information is limited, or when a complexity of a decision
that the UTM is faced with is relatively high.

[0173] The VATM is also configured to take into account a
model and predicted behavior of the UTM. And the VATM is
further configured with data indicating that the UTM will
plan and act with consideration given, or appreciation of,
plans and goals of the VATM.

[0174] This mutual awareness, or coordination, of the team
members leads to a condition whereby partial plans and
activities can be meshed by one or both team members to
form sufficiently complete action decision. And the resulting
decision will be holistic, respectful of the context of the team
members

[0175] IV.E. Mutual-Responsiveness Feature

[0176] The fifth of the seven (7) features, associated with
developing a team comprised of at least the human user team
member and the vehicle agent team member, relates to a
mutual responsiveness between the user team member
(UTM), the vehicle agent team member (VATM), and any
other members.

[0177] The responsiveness includes, on behalf of each team
member, respect for, support of, and responsiveness to the
needs and goals of the other team member. For instance, the
VATM conducts its action while being supportive to the
activities and goals of the UTM. Similarly, the VATM is in
some embodiments configured in part based on an assump-
tion that the UTM will be conducting his/her actions while
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being supportive of the activities of the VATM and responsive
to the needs (e.g., information from the UTM) of the VATM.
[0178] Based on this data and these configurations, VATM
can recognize when the user may be having trouble acting or
responding. The VATM may notice such inconsistency, or
abnormalcy, in, e.g., a delay on the part of the UTM in
responding to a trigger or condition, or a failure of the UTM
to take an expected or needed action. The VATM is configured
to, in response to the recognizing the apparent trouble, take
appropriate action, such as communicate with the UTM
regarding the same, perform a supervisory function (e.g.,
taking control and parking the vehicle without user input), or
contact a parent or supervisor of the user, contact a hospital,
authorities, etc.

[0179] IV.F. Sensitivity Feature

[0180] The sixth of the seven (7) data features, associated
with developing a team comprised of at least the human user
team member and the vehicle agent team member, relates to
promoting a sensitivity among members of the team to the
other member(s) of the team.

[0181] The sensitivity can be referred to as a social sensi-
tivity, and the vehicle agent team member configured to con-
sider sensitivity toward promoting a sense of intimacy within
the team.

[0182] The VATM is in one embodiment configured to be
sensitive to subtleties of the condition or state of mind of the
UTM, whether that state is communicated to the VATM
directly, and the VATM is familiar with operations of the
UTM.

[0183] The VATM may use information about a mental
state of the UTM and/or about an interaction style of the UTM
toward engendering a comfortable atmosphere for the UTM.
[0184] TheVATM is in one embodiment configured with an
understanding that the UTM will be sensitive to subtleties of
the state of the VATM, whether that state is communicated to
the UTM directly, and that the UTM is familiar with opera-
tions of the VATM.

[0185] The framework is arranged in some embodiments
with an understanding that each team member will attempt to
understand and accommodate the needs and actions of the
other in a favorable and elegant manner. The goal is an over-
all, team behavior that is non-fragmented, harmonious, sym-
biotic, and holistic.

[0186] IV.G. Satisfaction Feature

[0187] The seventh of the seven (7) features, associated
with developing a team comprised of at least the human user
team member and the vehicle agent team member, relates to
promoting a sense of accomplishment.

[0188] The VATM is in one embodiment configured to pro-
vide feedback to the UTM about his/her performance so as to
encourage better, more social-like, interaction.

[0189] The VATM is in one embodiment configured to pro-
vide the feedback so as to encourage a healthy and long-terms
relationship amongst the team members.

[0190] The human acknowledges when the machine per-
forms satisfactorily, or not (and the machine can take this
feedback to update its model and adjust its behavior accord-

ingly).
V. METHODS OF OPERATION

FIGS. 3-6

[0191] FIG. 3 shows an exemplary method 300 for forming
a collaborative team, including a user team member account
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or profile, and any ancillary accounts and sub-accounts,
according to embodiments of the present technology.

[0192] FIG. 4 shows an exemplary method 400 for deter-
mining present team members for a current vehicle operation
within the collaborative team framework, according to
embodiments of the present technology.

[0193] FIG. 5 shows an exemplary method 500 for per-
forming general functions of the collaborative team frame-
work, using the team determined in the method 400 illustrated
in FIG. 4, according to embodiments of the present technol-
ogy.

[0194] FIG. 6 shows an exemplary method 600 for per-
forming functions of the collaborative team framework in
connection with a particular, example, application, being an
adaptive cruise control system, according to embodiments of
the present technology.

[0195] It should be understood that the steps, operations, or
functions of the methods 300, 400, 500, 600 are not neces-
sarily presented in any particular order and that performance
of'some or all the steps in an alternative order is possible and
is contemplated. The methods can also be combined or over-
lap, such as one or more steps of one of the methods being
performed in the other method.

[0196] The steps have been presented in the demonstrated
order for ease of description and illustration. Steps can be
added, omitted and/or performed simultaneously without
departing from the scope of the appended claims. It should
also be understood that the illustrated methods 300, 400, 500,
600 can be ended at any time.

[0197] In certain embodiments, some or all steps of the
processes 300, 400, 500, 600 and/or substantially equivalent
steps are performed by a processor, e.g., computer processor,
executing computer-executable instructions stored or
included on a computer-readable medium, such as the
memory 104 of the system 100 described above.

[0198] Some or all of the operations are in some embodi-
ments performed by a processor of a remote machine, such as
of another vehicle, or a remote control center system or
server, as referenced above. For instance, in one embodiment
the user team member account can be created or modified by
the user, or supervisor of the user (e.g., parent or boss), such
as via a separate computer (e.g., home computer) communi-
cating selectively with the vehicle agent team member and/or
a control center server and/or personnel, by such center or
server, etc.

[0199] Aspects of the methods described herein, including
rules or protocols that could underlie the various operations
presented, are in various embodiments configured with con-
sideration given to (e.g., based on, or relate to) the precepts
outlined herein, including, for example, any combination of
the data items described herein—e.g., any of the seven (7)
teamwork or collaboration features, any of the data outline in
connection with the four (4) team-oriented modules, includ-
ing the four (4) models therein, and/or any of the general
concepts described further below.

[0200] V.A. Establishing UTM and Related Accounts and
Profiles—FIG. 3

[0201] The method 300 begins 301 and flow proceeds to
block 302, whereat a processor, such as a processor of the
vehicle agent team member (VATM) and/or a processor of a
remote device (e.g., e.g., server of a remote customer-service
center), establishes a user team member (UTM) account.
[0202] The establishing can include creating or forming the
account, or building the account, selecting the account, such
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as by identifying a user of the vehicle to a remote machine
already having an account in connection with the user.
[0203] The UTM account can be stored in the local memory
104, in full or in part, and/or partially or fully at a remote
device, such as a server of a remote control center (e.g.,
OnStar®). In the local memory 104, the account or parts
thereof are in some embodiments stored in the supporting
data component, indicated by reference numeral 112 in FIGS.
1 and 2, and accessed selectively by the processor of the
vehicle agent team member (VATM)

[0204] In one embodiment, establishing the account
includes receiving user information from the user. The user
information can include a name, name of any other potential
drivers of the vehicle, and other personal information. The
user information can also include preference information,
such as about preferences for how the vehicle should oper-
ate—e.g., preferred highway speeds, in-vehicle temperature
(s), radio stations, etc.

[0205] The UTM account can include any of the data
described herein, including UTM feedback to the VATM. The
VATM uses the data in operation of the system, in perfor-
mance of operations in a collaborative manner, according to
the present technology, as described above and further below
herein.

[0206] Establishing the UTM account in some cases
includes establishing a UTM profile. The profile can include
any of the aforesaid information. In one embodiment, the
profile is one part of the account, and the account includes
other, non-profile, parts.

[0207] In some embodiments, the profile includes, for
example, identifying information (e.g., name, account num-
ber, e.g., identification for OnStar®) and preferences received
from the user, such as preferred highway cruise speed, radio
and temperature settings, etc., and the non-profile parts
include other data associated with the user, such as data
provided by the UTM to the VATM during operation of the
team framework in preparing to operate the vehicle and in
operating the vehicle.

[0208] The UTM account and/or profile can also include
identification data other than user name. The data can include
data for use in identifying the user when the user enters the
vehicle, such as data indicating fingerprint, weight in seat, eye
features (e.g., iris or retina), voice, breath, etc.

[0209] In one embodiment, the memory of, or used by, the
vehicle agent team member (VATM) includes a identification
module. Operation of the driver identification module is
described further below.

[0210] In establishing the UTM account, or thereafter, the
processor establishes the UTM as a member of a collabora-
tive, team-oriented/based/focused team including the vehicle
agent team member (VATM). The team formation is indicated
in FIG. 3 by reference numeral 304. The team formation 304
can precede or include the subsequent team-related functions.

[0211] Forming the team can include other functions,
including any of the related functions described herein. The
functions can include, e.g., requesting and receiving confir-
mation from the user of their commitment to participate in the
team framework, with at least the VATM, going forward for
operating the vehicle, or at least an aspect of such operation,
such as the adaptive cruise control, HVAC, navigation, radio,
etc. The functions can also include providing, to the user, a
like confirmation that the VATM will be dedicated or com-
mitted to the same.
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[0212] As with all aspects of the methods described herein,
the rules or protocols for this part, regarding obtaining and
providing commitments, are in various embodiments config-
ured with consideration given to (e,g., based on, or relate to)
the precepts outlined herein, including, for example, any
combination of the data items described herein—e.g., any of
the seven (7) teamwork or collaboration features, any of the
data outline in connection with the four (4) team-oriented
modules, including the four (4) models therein, and/or any of
the general concepts described further below.

[0213] Establishing commitments from team members, up
front or initially and again after initiation, has benefits includ-
ing the many described throughout the present disclosure.
Example benefits include promoting trust in the team concept
and members of the team, commitment to participate as
needed, etc.

[0214] In one contemplated embodiment, the algorithm
includes an operation 306 of establishing, as part of the UTM
account or profile, a sub-account, or sub-profiles identifying
likely passengers of the vehicle. In a particular embodiment,
one or more of the sub-accounts can be indicated and pro-
cessed as members of the team, and in another data associated
with one or more such sub-accounts is considered in perfor-
mance of the team framework without the sub-accounts being
considered as members of the team.

[0215] The sub-account/sub-profile can be built and main-
tained in many of the ways that the UTM account/profile for
a driver can be. The corresponding data can include, e.g.,
name, other personal and demographic data, preferred radio
stations, preferred radio volume, preferred temperature,
whether the passenger is likely to be a front-seat passenger
and/or rear-seat passenger, etc.

[0216] In aparticular embodiment, the VATM considers at
least one passenger as part of the team including the VATM
and the driver UTM, and so considers input from the passen-
ger. In another embodiment, the VATM does not consider the
passenger as a part of the collaborative team, but does con-
sider input from, or previously established datarelating to, the
passenger in making one or more VATM decisions.

[0217] For cases in which the passenger is to be considered
a part of the team, the processor takes appropriate team-
formation steps, such as any of the related functions described
herein. Example steps include, as provided, e.g., requesting
and receiving confirmation from the passenger of their com-
mitment to participate in the team framework for the vehicle,
with at least the VATM and UTM, going forward in connec-
tion with ongoing operations of the vehicle, or at least an
aspect of such operation, such as the adaptive cruise control,
HVAC, navigation, etc. The functions can also include pro-
viding, to the passenger to have a passenger team member
account associated with them in the system, a like confirma-
tion that the VATM will be dedicated or committed to the
same.

[0218] Again, establishing commitments from team mem-
bers, up front or initially and again after initiation, has ben-
efits including the many described throughout the present
disclosure. Example benefits include promoting trust in the
team concept and members of the team, commitment to par-
ticipate as needed, etc.

[0219] The memory of, or used by, the VATM in one
embodiment uses the same identification module referenced
above to identify a passenger, and in another the memory of,
or used by the VATM includes a separate passenger identifi-
cation module for use in identifying one or more passengers.
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[0220] In one embodiment, a second driver UTM account
or profile is maintained for a person other than that associated
with the first UTM. In some instances, a likely passenger is
also sometimes a second driver of the vehicle (e.g., a spouse).
For such cases, the VATM can be configured to link the
passenger account/profile associated, who is also sometimes
a driver, with a second UTM or profile for that person. Thus,
data of the passenger account for that person can be imported
or pulled from the passenger account in establishing, main-
taining, or using the second UTM, and vice versa—i.e., data
for the second UTM can be used in establishing, maintaining,
or using the corresponding passenger account.

[0221] Atoperation 308 of the algorithm 300, the processor
(e.g., VATM processor) establishes as a member of the team
one or more other parties. As described elsewhere herein, the
other team members can include, beyond passengers, a parent
of'the UTM driver, a supervisor of the UTM driver, a remote
device, or such as a remote customer service system or server
(e.g., OnStar®). The other team members can also include
authorities, such as police, transportation authorities, envi-
ronmental authorities (e.g., EPA), traffic-related entities,
weather-related service providers, etc. In some embodiments,
the VATM is configured to consider input from any of such
parties or entities, without considering the party or entity as a
part of the collaborative team.

[0222] For cases in which the additional party (e.g., parent)
or entity (e.g., traffic authority) is to be considered a part of
the team, the processor takes appropriate team-formation
steps, such as any of the related functions described herein.
Example steps include, as provided, e.g., requesting and
receiving confirmation from the party or entity of their com-
mitment to participate in the team framework for the vehicle,
with at least the VATM and UTM, going forward in connec-
tion with ongoing operations of the vehicle, or at least an
aspect of such operation, such as the adaptive cruise control,
HVAC, navigation, etc.

[0223] The functions can also include providing, to the
party or entity to have a party/entity team member account
associated therewith, a like confirmation that the VATM will
be dedicated or committed to the same. As referenced, estab-
lishing commitments from team members, up front or ini-
tially and again after initiation, has benefits including the
many described throughout the present disclosure. Example
benefits include promoting trust in the team concept and
members of the team, commitment to participate as needed,
etc.

[0224] In addition to obtaining commitments to the team,
and joint activity, from each team member, at operation 310,
the processor, in connection with each team member, further
establishes rapport and common ground with each member.

[0225] Establishing further rapport and common ground
includes, in some embodiments, establishing preferred com-
munication styles of the VATM, the UTM, and any other team
members or team contributors (e.g., weather or traffic server).
Establishing communication preferences or standards can
involve variables such as language, values, voice-type, vol-
ume, number of repetitions or reminders, timing of notifica-
tions, rate of communication (e.g., text or audio), the like, and
other.

[0226] Preferences canincludea UTM preference for chan-
nel or modality by which to receive notifications, such as via
a display screen, speaker, tactile seat or steering wheel, etc.
The preferences can identify one or more channels for some
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situations, e.g., types of communications, and one or more
other channels for other situations.

[0227] In establishing the rapport and common ground,
VATM default settings may have priority over a requested or
suggested UTM preference. The UTM may propose, for
instance, that the VATM provide an alertness test communi-
cation, to see if the driver is alert while driving, only via a
visual display; buta VATM default setting requiring, e.g., that
such alerts be provided by audible communication, or audible
and tactile communication, may take precedent for safety
reasons, to accommodate the possible scenarios in which the
alertness test may be needed.

[0228] The rules or protocols for this part, regarding estab-
lishing rapport and common ground, are in various embodi-
ments configured with consideration given to (e.g., based on,
or relate to) the precepts outlined herein, including, for
example, any combination of the data items described
herein—e.g., any of the seven (7) collaboration features, any
of the data outline in connection with the four (4) team-
oriented modules, including the four (4) models therein, and/
or any of the general concepts described further below.
[0229] The rules or protocols, here regarding building rap-
port and common ground, can be based or relate, for instance,
at least in part on the data items relating to efficiency and
effectiveness of communications, building confidence in the
team and the VATM, mutual respect, intimacy, satisfaction,
and healthy, effective, and efficient feedback loops.

[0230] The method 300 can be repeated or end 311.
[0231] V.B. Determination of Collaborative Team—FIG. 4
[0232] As provided, FIG. 4 shows a method 400 for per-

forming general functions of the collaborative team frame-
work, according to embodiments of the present technology.
[0233] The method 400 begins 401 and flow proceeds to
operation 402, whereat a processor, executing a driver iden-
tification module, identifies a driver who has entered the
vehicle. The identification can use any of a variety of vehicle
sensors, which may be considered a part of or in communi-
cation with the VATM, such as a camera, a proximity sensor,
a weight sensor, iris/retina scanner, breath sensor, etc.
[0234] Asdescribed above, driver identification can be per-
formed using data provided by the person, such as their name,
and perhaps also a password, pass code, or other authenticat-
ing data. The identification can also or instead be based on
driver physical characteristics such as voice, weight, iris or
retina characteristics, etc.

[0235] Flow of the algorithm proceeds to operation 404
whereat the processor accesses the user team member (UTM)
account and profile associated with the driver identified. As
provided above, the account and profile can reside in the
supporting data indicated by reference numeral 112 in FIGS.
1 and 2.

[0236] Flow ofthe algorithm proceeds to decision diamond
406 whereat the processor determines whether there are any
passengers in the vehicle. The determination can be based on
input from the UTM and/or from feedback from one or more
sensors. As provided, the sensors can include a weight sensor,
a voice sensor, a camera, an iris/retina scanner, etc.

[0237] In response to a positive determination at decision
406, i.e., a passenger is determined to be in the vehicle, flow
proceeds to operation 408 whereat the processor determines
whether a passenger account exists. If not, the method may
include inquiring of the UTM driver whether they would like
to establish a passenger account.
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[0238] Inestablishing the passenger account, the processor
can determine whether the passenger account is to be linked
to an existing other UTM account associated with the passen-
ger, and linking the two accounts if so, which can include the
functions of operation 306, referenced above in connection
with FIG. 3.

[0239] The operation 408 can further include determining
whether such passenger user account, whether pre-estab-
lished or presently established, is or should be stored in the
system as a team-member account. If not, data associated
with the passenger (e.g., radio volume preferences, tempera-
ture preferences), can still be considered in the collaborative
operation of the vehicle, though the passenger is not consid-
ered a team member. A distinction would be that the processor
(e.g., VATM processor) would not regularly, or as frequently,
consider the preferences, data, or needs about, of, or from the
passenger, provide information to the passenger, request or
receive input from the passenger regarding team-related func-
tions, and/or other.

[0240] Operations 406 and 408 are performed with respect
to each passenger.

[0241] Following operation 408, or in response to a nega-
tive determination at operation 406, flow of the algorithm
proceeds to decision diamond 410, whereat the processor
determines whether there are any other accounts associated
with the UTM. As referenced above, such other accounts can
include a present or non-present parent account, a supervisor
account, a governmental authority or agency, a remote service
center server (e.g., OnStar®), the like, or other. The other
accounts can thus include persons and/or automated devices.
[0242] The operations 410, 412 can include functions like
those of steps 406, 408, but with respect to the one or more
other accounts. The operations 410, 412 can include, e.g.,
determining whether the other account(s) is established or
should be established and linked to the UTM account, and
whether the account(s) is or should be considered as a mem-
ber ofthe UTM-VATM collaborative team. And even it is not,
the processor (e.g., VATM processor) can still consider input
from the associated entity/ies, whether requested or pushed to
the processor, in performance of the team functions.

[0243] As with non-team-member passenger accounts vis-
a-vis team-member passenger accounts, one difference,
between a non-team-member other-entity account and a
team-member other-entity account, would be that the proces-
sor (e.g., VATM processor) would not regularly, or as fre-
quently, consider preferences, data, or needs of, about, or
from the other entity, provide information to the other entity,
request or receive input from the other entity regarding team-
related functions, and/or other.

[0244] The method 400 can be repeated or end 413.
[0245] V.C. Operation of Collaborative System—FIG. 5
[0246] As provided, FIG. 5 shows an exemplary method

500 for performing general functions of the collaborative
team framework, using the team or participating team mem-
bers determined in the method 400 illustrated in FIG. 4,
according to embodiments of the present technology.

[0247] The method 500 begins 501 and flow proceeds to
decision diamond 502, whereat the processor determines
whether a collaboration trigger has occurred. The collabora-
tion trigger can include, for instance, determining that a driver
of the vehicle has indicated a desire to enter a collaboration
vehicle mode. As provided the driver may have already been
identified by the vehicle agent team member (VATM) as
being associated with a user-team member (UTM) account.
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[0248] The vehicle and VATM thereof can be configured to
receive such indication from the driver in any of a variety of
ways, such as via a collaboration, or team-function hard but-
ton or switch, via a voice detection and interpretation sub-
system (e.g., the microphone-speaker system), or a touch-
screen button or other indicator. Any of the triggering
interfaces (camera, microphone, button, switch, etc.), as with
any interface described herein, can be considered one of the
components linked to processor in the schematic illustration
of FIG. 1.

[0249] In one embodiment, the collaboration trigger
includes simply starting a motor or engine of the vehicle, or
just powering on the vehicle such as by turning the key to an
on position.

[0250] The collaboration trigger can be associated with all
team-based applications of the vehicle or just one or more
established team-based applications. The association can be
determined by the VATM in any of many ways, such as
according to a default rule, a preference pre-set by the user to
the VATM (e,g., always upon initial trigger (e.g., vehicle start,
or collaboration button press) launch collaboration mode for
all established team-based applications, or rather for just pre-
identified applications, such as just for a team-oriented adap-
tive cruise control (ACC) system and/or a team-oriented
HVAC system.

[0251] Another example collaboration trigger is a trigger-
ing signal received at the processor (e.g., VATM or remote
service center processor). The triggering signal can be
received, e.g., at the VATM processor from a server or other
computer of a remote service center (e.g., OnStar®), or from
computer or other automated system (E.g., phone system,
smart-phone application, etc.), such as from a parent or super-
visor of the driver associated with the UTM.

[0252] In one embodiment, the collaboration trigger
includes a triggering condition. An example triggering con-
dition is a location of the vehicle, such as the vehicle being
near home, away from a home area (e.g., home metropolitan
area), on the highway, in the city, etc.

[0253] Another example triggering condition is a vehicle-
operation condition. The vehicle-operation condition can be,
for instance, the vehicle being driven at a certain speed,
cruise-control being activated, HVAC being activated, the
radio being activated, the like, or other. In one embodiment,
the VATM is configured so that a certain vehicle-related con-
dition triggers activation of only a certain one or more team-
oriented applications.

[0254] The UTM activating cruise control can, for
example, be a vehicle-operation condition triggering the col-
laboration mode with respect to only the team-oriented ACC
system (or, TOACC system, or TOACCS) and a team-ori-
ented navigation system. Similarly, the UTM activating or
adjusting the vehicle HVAC can be a vehicle-operation con-
dition triggering the collaboration mode with respect to only
the team-oriented HVAC, or of the TOHVAC along with one
or more other team-oriented applications.

[0255] Responsive to a negative determination at decision
502, e.g., a collaborative trigger is not determined present at
the time, flow can return along path 503 to re-performing the
decision 502, or flow of the algorithm can hold at the step 502
until a trigger is determined present

[0256] Responsive to a positive determination at decision
502, the VATM at operation, or routine, 504 enters the col-
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laboration mode in connection with the one or more respec-
tive vehicle application associated with the trigger, as
described above.

[0257] In the collaboration mode, flow of the algorithm
proceeds to operation, or sub-routine 506 whereat the proces-
sor performs one or more collaborative functions, and related
pre- and post-communications and processing.

[0258] Itis noted, as an aside, that some collaborative func-
tions are not viewed as relating to a corresponding or analo-
gous non-collaboration function, while some collaborative
functions can be seen as related to a corresponding or analo-
gous non-collaboration function. For instance, a collabora-
tive function of determining whether and how much to accel-
erate the vehicle for a highway passing maneuver can be
viewed as related to a non-collaborative function performed
by conventional vehicles of accelerating in a passing maneu-
ver.

[0259] The non-collaborative passing maneuver can
include, e.g., the driver causing acceleration by pressing
harder on the gas or acceleration pedal, or pressing a cruise-
control acceleration button or switch. Performance of a col-
laborative function is generally different than performance.
For the most part, collaborative functions differ in one or
more ways from any non-collaborative analogy.

[0260] The operation or routine 506 of performing one or
more collaborative functions can include a plurality of sub-
operations or sub-routines. In various embodiments, the sub-
routines include any of the following six (6) sub-routines: (i)
pre-action-determination processing (508 in FIG. 5), (ii) pre-
action-determination communications (510), (iii) action
determination (512), (iv) action execution (514), (v) post-
action-execution communications (516), and (vi) post-action
execution processing (518). Each of these routines are
described further below in turn.

[0261] V.C.i. Pre-Action Determinations and Processing
[0262] As part of the operation 506 of performing one or
more collaborative functions, the processor performs an
operation 508 of collecting and using data need to identify
what action or actions should be taken, and how, in connec-
tion with the one or more applications for which the team
mode is activated.

[0263] The VATM is configured (e.g., computer-readable
code outlining aspects of the algorithm is such) to based on its
programming determine actions needed, and how the actions
should be performed, based on data such as UTM prefer-
ences, VATM preferences or defaults, UTM input, vehicle
conditions, vehicle location, and data related specifically to
the application(s) for which the vehicle is in team mode.
[0264] Relevant data can include historic data regarding
team performance. Historic data includes, e.g., previous deci-
sions made by the user in the same, similar, or related circum-
stances.

[0265] Relevant data can also include, for instance, a cur-
rent temperature of the vehicle and UTM-preferred tempera-
ture of the vehicle in connection with team-oriented HVAC.
Regarding team-oriented ACC, the relevant data can include,
e.g., an indication that the vehicle is on the highway with no
traffic (e.g., using location data, traffic data, vehicle proximity
sensors, inter-vehicle data, etc.), a current speed of the
vehicle, and a UTM preferred on-highway/no-traffic speed.
[0266] The VATM may according to its programming
determine that data is needed from the UTM or other team
member. The VATM requests such data or otherwise operates
to obtain the data needed. The VATM may, for instance,
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require or recognize as helpful (e.g., desire) data from the
driver, such as a target goal, whether the user would like to
pass a vehicle being approached in a center lane of the high-
way, whether the user would like the vehicle parked, etc. In
that case, the VATM would communicate a request for the
data to the user, such as via the vehicle speaker or display
system referenced above.

[0267] The required or desired data can also be that acces-
sible from another entity or party, such as a weather service,
atraffic authority, or a parent of the driver. As provided above,
such entity or party may or may not be a member of the team.
The processor proceeds to operate toward obtaining the
needed data.

[0268] The pre-action determinations and processing can
also include updating system data, such as user or system
preferences, or system models (e.g., user model, mental
model, etc.).

[0269] V.C.ii. Pre-Action Communications

[0270] As part of the operation 506 of performing one or
more collaborative functions, the processor performs an
operation 510 of performing pre-action communications.
[0271] Inaddition to any of the communications described
in the immediately preceding sub-section, the VATM here
may initiate or otherwise participate in communications with
one of the team members. Some communications can be
considered as falling under this pre-action communications
sub-routine and also under the previously-described pre-ac-
tion determinations sub-routine.

[0272] According to one embodiment, these communica-
tions are focused on providing polite advance notice to the
UTM of an action determined to be taken. The VATM may
determine tentatively an action to take or determine finally an
action to take. The VATM can communicate whether the
determination is tentative, e.g., a proposed or suggested
course of action, or supervisory.

[0273] As an example of a suggestion, the VATM may
propose to the UTM that the VATM cause the vehicle to
perform an action such as initiating passing of a vehicle being
approached, or advise that the VATM will do so (e.g., to
maintain generally a consistent set speed) unless the user
would prefer not to, etc.

[0274] As an example of a supervisory communication, the
VATM may advise the driver that the VATM is or will be
initiating a slowing and parking maneuver, such as may be
called for in an emergency situation within the vehicle, such
as based on a determination that the driver is inebriated or
experiencing a sudden medical episode.

[0275] The communications can include the processor
receiving an inquiry from the UTM. For example, the UTM
may enquire, “how do I get closer to the vehicle in front of
me?” Or advise, “in such turns, I would like to take manual
control.”

[0276] Or the VATM may enquire, e.g., “would you prefer
to take manual control in the next segment?” Or advise, “my
sensors are having some trouble, please continue manually.”
Or advise, “you are driving faster than your set speed; in case
you want to resume, please say or press resume.”

[0277] Insomeembodiments, the VATM is programmed to,
as part of pre-action communications, communicate with
entities or parties other than the driver. Example parties
include a passenger, a traffic authority, parent, police, hospital
or other medical entity, etc. As provided, such entities and
parties may or may not be members of the collaborative team.
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[0278] The VATM is further programmed so that, in com-
munications to the team members, the VATM uses rules or
protocols prescribing pre-sent manners of communication.
As provided herein, the VATM preferably communicates in
ways—e.g., timing, tone, and content—that is respectful,
socially pleasing or pleasant, intimate, rather than coarse, etc.
Therules or protocols are in some embodiments programmed
into the VATM by a designer or maker of the VATM system,
or vehicle on a whole.

[0279] As with all aspects of the methods described herein,
the rules or protocols for this part are in various embodiments
configured with consideration given to (e.g., based on, or
relate to) the precepts outlined herein, including, for example,
any combination of the data items described herein—e.g., any
of'the seven (7) collaboration features, any of the data outline
in connection with the four (4) team-oriented modules,
including the four (4) models therein, and/or any of the gen-
eral concepts described further below.

[0280] The rules or protocols, here regarding pre-action
communications can be based or relate, for instance, at least
in part on the data items relating to building trust, mutual
respect, transparency, responsiveness, established and
agreed-upon communication and language preferences and
protocols, and healthy, effective, and efficient feedback loops.
[0281] The rules or protocols here can call out timing, such
as providing information to the UTM relatively well in
advance of the action to be taken, or with as much time as
reasonable and possible to allow the UTM to provide feed-
back, such as a reply communication agreeing to or disagree-
ing with a VATM proposal or inquiry.

[0282] The rules or protocols, depending on the circum-
stances, can include one or more reasons explaining to the
UTM basis(es) for VATM determinations. The explanation
can include support for a presented proposal—e.g., “passing
the vehicle being approached on the right is proposed because
your exit is coming up in one mile.” Or the explanation can
relate to road conditions, weather, etc.

[0283] The rules or protocols, here regarding pre-action
communications can again be based or relate, for instance, at
least in part on the data items relating to building trust, mutual
respect, transparency, responsiveness, intimacy, satisfaction,
and healthy, effective, and efficient feedback loops.

[0284] The rules or protocols also can prescribe that the
VATM communicate with the UTM in an appropriate tone.
The tone in some embodiments, is preferably generally or
usually gentle or gentile, but can be more direct based on the
circumstances, such as if determined needed to gain the atten-
tion of a driver who is apparently drowsy or experiencing
some sort of medical episode resulting in delayed UTM
response.

[0285] V.C.ii. Action Determination

[0286] As part of the operation 506 of performing one or
more collaborative functions, the processor performs an
operation 512 of determining the action. The determination
512 is based on the data collected in the pre-action determi-
nations and communications, the processor (e.g., VATM or
other processor) determines how to perform one or more
pre-determined actions. Some computation may be done off
line and some online.

[0287] The VATM may in this operation 512 consider feed-
back from the UTM, other members, or other parties or enti-
ties, in determining whether an initial or preliminary action,
whether presented to any such parties, should be a final
action. For instance, the VATM may in the first sub-routine
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508 determine to propose to the UTM to pass another vehicle
being approached on the right of the vehicle, in the second
sub-routine 510 communicate the proposal to the UTM and
receive a disagreeing reply, or counter instruction or sugges-
tion, from the UTM indicating that the user would like to pass
onthe right. Here in the action determination sub-routine 512,
the processor thus considers the feedback and supporting data
(e.g., vehicle spacing, navigation data indicating the
approaching exit, etc.) and determines how to pass or even
whether to pass.

[0288] As with all aspects of the methods described herein,
the rules or protocols for this part, regarding action or func-
tion determination, are in various embodiments configured
with consideration given to (e.g., based on, or relate to) the
precepts outlined herein, including, for example, any combi-
nation of the data items described herein—e.g., any of the
seven (7) collaboration features, any of the data outline in
connection with the four (4) team-oriented modules, includ-
ing the four (4) models therein, and/or any of the general
concepts described further below.

[0289] The rules or protocols, here regarding action or
function determination can be based, for instance, at least in
part on the data items relating to building trust, mutual
respect, and shared authority. The decision is of course also
based on safety considerations when appropriate.

[0290] The VATM can, in any event, explain the final deci-
sion in the post-action communication sub-routine 516,
described further below.

[0291] V.C.iv. Action Execution

[0292] As part of the operation 506 of performing one or
more collaborative functions, the processor performs an
operation 514 of executing or performing the action, or func-
tion.

[0293] As referenced above, the processor can determine
that more than one collaborative function or action should be
performed sequentially or in parallel, or some sequentially
and some in parallel or generally simultaneously.

[0294] V.C.v. Post-Action Communications

[0295] As part of the operation 506 of performing one or
more collaborative functions, the processor performs an
operation 516 of participating in post-action communica-
tions.

[0296] As provided, the VATM is programmed to, in cir-
cumstances that are deemed appropriate according to the
algorithm, user-preferences, or other basis, to communicate
with the UTM or other entities at any time, including during
or after action performance.

[0297] The communication can explain to the UTM, for
instance, a level of success of the action (e.g., “because that
vehicle unexpectedly braked, we ended up closer than desired
to them in the passing maneuver”), proposals for the future
(e.g., “nexttime we’ll be more conservative”), inquiries of the
UTM (e.g., “was that a pleasant maneuver for you” or “did
you like the way we performed that (xyz) maneuver?”), etc.
[0298] The communications can include, e.g., the VATM
advising the UTM, “you approached the car in front of us too
quickly.”

[0299] The VATM can also provide communications to
appropriate entities or other parties, whether team members,
such as a parent, a school, a traffic authority, etc. (e.g., advis-
ing a parent that a high school student’s vehicle has been
parked at school, advising a hospital that a vehicle of a UTM
having a medical emergency has been pulled over and parked,
and where, or is on its way to the nearest hospital, etc.)
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[0300] The communications can include the VATM receiv-
ing feedback, instructions, or inquiries from the UTM, or
other party or entity, and responding accordingly.

[0301] The rules or protocols for this part, regarding post-
action communications, are in various embodiments config-
ured with consideration given to (e.g., based on, or relate to)
the precepts outlined herein, including, for example, any
combination of the data items described herein—e.g., any of
the seven (7) collaboration features, any of the data outline in
connection with the four (4) team-oriented modules, includ-
ing the four (4) models therein, and/or any of the general
concepts described further below. The rules or protocols, here
regarding post-action communications can be based or relate,
for instance, at least in part on the data items relating to
building trust, mutual respect, transparency, responsiveness,
intimacy, satisfaction, established and agreed-upon commu-
nication and language preferences and protocols, and healthy,
effective, and efficient feedback loops.

[0302] The rules or protocols also can prescribe that the
VATM communicate with the UTM in an appropriate tone.
The tone in some embodiments, is preferably generally or
usually gentle or gentile, but can be more direct based on the
circumstances, such as if determined needed to gain the atten-
tion of a driver who is apparently drowsy or experiencing
some sort of medical episode resulting in delayed UTM
response.

[0303] V.C.vi. Post-Action Processing

[0304] As part of the operation 506 of performing one or
more collaborative functions, the processor performs an
operation 518 of performing processing after the determined
collaboration function or action is taken.

[0305] The processing in one embodiment includes estab-
lishing a user decision or instruction for future use in like
circumstances. If the user, for instance, suggested, requested,
or agreed to perform a certain action, such as parking back-
ward in a parking place, the VATM will remember the maneu-
ver as a preference for parking. The preference may be quali-
fied, such as by a location, a time, relation to an event, etc.—
for example, the vehicle may be a police vehicle and the
UTM, the office, and the maneuver remembered as a prefer-
ence being to park backward when parking at the police
station in the morning or during the day.

[0306] Inoneembodiment, the VATM advises the UTM of
some or all such new preferences being or having been stored.
In a particular embodiment, the VATM advises the UTM that
the new preference will be stored unless the UTM disagrees.
Making new preferences, or amending a preference, as such
can be referred to as adapting, or an adaptation function.
[0307] This arrangement, whereby new proposed prefer-
ence presented by the VATM will become a stored new pref-
erence unless the UTM communicates disagreement, can also
be a system default. In this case, the VATM would not need to
remind the UTM in connection with each new preference
being stored that the user can provide a veto. Such default
setting can be communicated to a user with other commit-
ments, communication bases, etc.

[0308] The rules or protocols for this part, regarding post-
action processing, are in various embodiments configured
with consideration given to (e.g., based on, or relate to) the
precepts outlined herein, including, for example, any combi-
nation of the data items described herein—e.g., any of the
seven (7) collaboration features, any of the data outline in
connection with the four (4) team-oriented modules, includ-
ing the four (4) models therein, and/or any of the general
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concepts described further below. The rules or protocols, here
regarding post-action communications can be based or relate,
for instance, at least in part on the data items relating to
building trust, mutual respect, transparency, intimacy, satis-
faction, and healthy, effective, and efficient feedback loops.

[0309] The post-action processing can also include updat-
ing system data, such as user or system preferences, or system
models (e.g., user model, mental model, etc.).

[0310] Flow of the algorithm proceeds to repeat acts, as
indicated by arrow 520, or proceeds to repeat the entire
method or to end 521.

[0311] V.D. Operation of Collaborative ACC System—
FIG. 6
[0312] As provided, FIG. 6 shows a method 600 for per-

forming functions of the collaborative team framework in
connection with a particular, example, application, being an
adaptive cruise control system, according to embodiments of
the present technology.

[0313] Before describing the method in detail, some gen-
eral aspects of the method are described. As provided adap-
tive cruise control (ACC) provides a specific, automated, aid
to driving. The aid is provided along a full speed range (e.g.,
from low, traffic, city, or stop-and-go, speeds to higher, high-
way speeds), and so can be referred to as full speed range
ACC, or FSR-ACC.

[0314] Conventional ACC systems are not aware of’its user,
do not react to road conditions, traffic, and do not alert the user
based on real-time situations and personal driving patterns of
the user. Conventional ACC has a constant behavior pattern,
reacting to all users and settings in the same way. These
characteristics lead to user confusion, uncertainty, and
reduced use of ACC.

[0315] The team-oriented ACC on the other hand is col-
laborative. Collaboration is achieved by allowing and pro-
moting bi-directional communications between at least the
driver (UTM) and the VATM. The collaboration is promoted
by transparency of critical values between the team members,
and by adapting team-oriented ACC behavior to repetitive
patterns of driver behavior.

[0316] The collaboration also includes adaptation. Adapta-
tion is achieved by collecting information on UTM settings
and situational conditions—e.g., road conditions, location,
weather. Particular to team-oriented ACC also include pro-
cessing gap settings and speed values, which can be adjusted
to keep the user driving without disengaging the system. A
gap setting is a setting indicating a preferred, desired, or
required gap distance between the subject vehicle and nearby
vehicles—e.g., a leading vehicle or a trailing vehicle. These
and related aspects are described further below.

[0317] The VATM maintains a model of constraints it
encounters, e.g., as a result of traffic, road conditions and the
speed and gap values set by the driver. The VATM system
behavior is configured to be responsive to UTM requests and
other feedback, e.g., regarding speed or gap, with apt consid-
eration to VATM constraints.

[0318] The VATM plans and coordinates, given the con-
straints and UTM requests and other feedback, and is config-
ured to communicate opportunities to the UTM—e.g., pro-
vide advice to the UTM regarding certain roads or fuel
economy given these constraints—e.g. when the system
needs to drive slower than the user set speed.

[0319] The VATM may also communicate reasons for its
actions, e.g., why it cannot drive at a UTM-set speed, and can
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communicate a corrected or new target speed. In such ways,
the VATM behaves responsively by showing its intentions and
plans to its user.

[0320] Inanother example implementation, if current road
conditions and team-oriented ACC parameters might cause a
risky maneuver, the VATM advises the UTM of the conflict
ahead of time.

[0321] Inanother example, if vehicle sensors are not work-
ing, the VATM automatically transfers control to manual as
gracefully as possible, within safe range, and communicates
the transfer to the UTM.

[0322] As another example, if user becomes irresponsive,
the VATM takes control autonomously, and may communi-
cate the same to the UTM and any other members, parties, or
entities deemed appropriate.

[0323] The VATM can also extend ACC to include adapta-
tion e.g., modifying system operation based on present or
current operations and conditions. For instance, as provided
above in connection with the method of FIG. 4, the VATM
may establish as a new system setting or preference, a present
decision or pattern of decisions made by the UTM, for use in
similar future situations. The decision or pattern can include,
e.g., conditions under which the UTM engages or disengages
the team-oriented ACC, or certain settings that the UTM sets
the team-oriented ACC to.

[0324] As further example of a noticed behavior or pattern,
the VATM may recognize that by decreasing the speed, the
UTM will tend to remain engaged (e.g., maintain team inter-
actions and/or continue TOACC driving) for longer periods,
drive safer, etc.

[0325] In one embodiment, as referenced above in a few
places, the VATM can, in response to suggesting to the UTM
achange—e.g., change in speed and the user replying approv-
ing the change, or not responding negatively, store the behav-
ior for use in a like future situation automatically.

[0326] The method 600 of FIG. 6 is described below with
reference to the illustration of FIG. 7. FIG. 7 shows schemati-
cally a model 700 of a collaborative adaptive cruise control
system and functions associated therewith.

[0327] FIG. 8 shows the same model 700 of FIG. 7, but
separately in order to identify features of the model 700 in
support of the description of the method 600 of FIG. 6 and
references to FIG. 7. As shown in FIG. 8, the model 700
includes:

[0328] Engine status item 802

[0329] An ignition-off reference 804

[0330] An ignition-on reference 806

[0331] An FSR-ACC-off reference 808

[0332] An FSR-ACC-status item 810

[0333] An FSR-ACC-on reference 812

[0334] An FSR-ACC-on portion 814

[0335] A disengaged (manual) section 816

[0336] A standby item 818

[0337] A canceled item 820

[0338] A first “set”-selected reference 822

[0339] A standby/“resume’-selected reference 824
[0340] A canceled/‘resume”-selected reference 826
[0341] A brake-pressed or canceled reference 828
[0342] An engaged (automatic) section 830

[0343] A speed sub-section 832

[0344] A gap-setting sub-section 834

[0345] An active sub-part 836

[0346] A current-speed reference 837

[0347] A trend reference 838
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[0348] A capture-current-speed item 839

[0349] A stored-speed-setting item 840

[0350] A store-current-speed reference 842

[0351] A decrease-speed reference 844

[0352] An increase-speed reference 846

[0353] A vehicle-stop item 848

[0354] A manual-override item 850

[0355] A gas-pedal-selected/elec-hand-brake-released

reference 852

[0356] A vehicle-halt reference 854
[0357] A gas-pedal-released reference 856
[0358] A second “set”-selected reference 858
[0359] Gap stage items (e.g., sequential distance set-
tings) 860
[0360] A decrease-gap reference 862
[0361] An increase-gap reference 864
[0362] A brake g reference 866
[0363] An on item 868
[0364] An off item 870
[0365] These and other features of the model 700 are

described further below with reference to FIG. 7 and the
method 600 of FIG. 6.

[0366] With continued reference to FIG. 6, the method 600
begins 601 and flow proceeds to operation 602, whereat the
processor receives an indication from the user to initiate col-
laborative activity. In one embodiment the indication includes
the UTM pressing an on button 702 of the ACC, or more
particularly, in some cases, a team or collaboration button.
[0367] In one embodiment, the indication is meant and
interpreted by the VATM to communicate UTM intention to
be bound into collaborative team operations. The VATM can
in response consider the UTM and VATM to have entered into
an agreement, or contract, to the team relationship. The con-
tact may be actual, communicated to the UTM, and include,
e.g., clauses providing that, should the UTM become insuf-
ficiently responsive and respectful of the relationship (e.g.,
not responding to or ever accepting VATM inquiries or rec-
ommendations, or e.g., in an emergency situation), the VATM
will either quit the relationship altogether or take full autono-
mous control of the operations.

[0368] Inone embodiment, these such consequences of the
agreement are made explicit—e.g., if the UTM is having a
heart attack the VATM takes fully automatic control until it
reaches a safe stopping spot and the car may also contact
emergency services.

[0369] Ifthe UTM has stated that he does not desire such a
close contract with the VATM, the VATM may operate under
looser standards, but may still quit if the UTM does not
respond sufficiently under the looser standards of the agree-
ment. The commitment described is indicated in FIG. 7 by
reference numeral 704.

[0370] Following activation of the system at step 602, the
team-oriented cruise control system can at block 604 operate
in a STANDBY mode. In this state, the UTM manually con-
trols vehicle speed, e.g., via the throttle. However, the protec-
tions discussed above are, if system settings call for it, still in
place. For example, when in STANDBY, and the UTM is
having a medical emergency, the VATM will take control of
the speed, etc., toward safely parking the vehicle or directing
the vehicle to a hospital, etc.

[0371] Flow of the algorithm proceeds to block 606,
whereat the VATM transitions from the STANDBY mode to
an ACTIVE mode.
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[0372] Atblock 608, the VATM in this portion provides one
or more of variety of communications. The VAT may, e.g.,
communicate (e.g., displays) tothe UTM a current state of the
VATM—i.e., ACTIVE. In one embodiment, while in
STANDBY and/or ACTIVE modes, the VATM communi-
cates consequences of engagement of the collaborative ACC
operations, such as settings for speed, ACC gap, speed limit
(upper bound), etc.

[0373] If the VATM has a-priori information about UTM
behavior or preferences—e.g., a UTM gap setting preference,
this information could be presented to the UTM as well. Such
information share promotes transparency, common ground,
and other advantages of collaboration outlined herein.
[0374] At block 610, the VATM processes other settings,
preferences, or conditions that may affect team-oriented ACC
operation. The VATM, e.g., may consider any history of inter-
actions and operation in the team, between the VATM and
UTM, and any related conditions. The VATM can also con-
sider any relevant attributes of the team agreement.

[0375] The VATM may also here process any information
on hand or otherwise available related to recommendations
already provided to the UTM and/or to other drivers, perhaps
in like circumstances. Regarding providing advice regarding
other drivers, the VATM can also communicate to the UTM
any relevant similarities between the UTM and the other
driver(s) and between a present condition (e.g., weather, loca-
tion) and the similar other conditions.

[0376] All information can be considered part of the model
of the team-oriented ACC system.

[0377] At block 612, the VATM determines whether any
predetermined settings or courses of action should be modi-
fied based on present conditions. The conditions may include,
e.g., environmental conditions (e.g., rainy day).

[0378] An example modification is changing a previously
determined setting or recommendation for team-oriented
gap.

[0379] At block 614, the VATM communicates any modi-
fication made to the UTM, in the interest of transparence,
responsiveness, team-commitment, promoting trust, and any
other related team-based attributes described herein. The
communications, as all communications to team members,
are provided in the pre-determined common language and
modalities preferred, as described above in connection with
other communications (e.g., in connection with the method
500 of FIG. 5).

[0380] The potential and opportunity for the VATM to pro-
vide advice and recommendations to the UTM as to the acti-
vation of the team-oriented system, for instance, is depicted in
FIG. 7 by reference numerals 706" °. The interactions can be
referred to as coordination. A similar circle is indicated in
FIG. 7, at a transition from system OFF to ON, by reference
numeral 708, which can be referred to as a fulfillment.
[0381] At block 616, the VATM receives indication from
the UTM of a desire speed. In the interest of transparency and
other collaborative properties, the VATM at block 618 com-
municates the desired speed(s) set to the UTM. In this way,
the UTM is confided, more confident, knowing that the
VATM received, stored, and acknowledged the limit set by the
UTM.

[0382] Atblock 618, if the VATM needs to for some reason
drive at a different, e.g., slower, speed, the UTM should
understand why, and/or the VATM will communicate to the
user the reason and that the VATM when return to the UTM set
speed when appropriate and, perhaps, what that appropriate
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condition is. The VATM may also in the interim advise the
UTM what the interim settings are—e.g., temporary lowered
speed setting.

[0383] The VATM at block 620 notes any further or new
appropriate constraint(s) it identifies or encounters, for
example, as aresult of traffic, road conditions, and determines
how they may affect UTM settings, e.g., UTM speed and gap
values. The VATM can also communicate any further
changes, and underlying reasons to the UTM.

[0384] At block 622, the VATM is responsive to any UTM
requests, such as regarding speed and gap settings or tempo-
rary modifications thereto based, e.g., on constraints cur-
rently determined relevant by the VATM. Responsiveness
promotes collaboration concepts including those described
herein, including transparency, responsiveness, generally,
trust, etc.

[0385] Atblock 624, the VATM communicates any recom-
mendations or opportunities to change a setting to the UTM.
An example is providing the UTM with advice regarding
speed and fuel economy. This transparency is indicated at two
places in FIG. 7 by reference numeral 710" 2, indicating
relevant states of the VATM.

[0386] Relevant speed responsiveness is indicated by ref-
erence numeral 712.

[0387] And relevant collaborative communications are
indicated in FIG. 7 by reference numeral 714, referencing a
speed trend, e.g., at 714 adjacent indication 706*.

[0388] Atblock 626, the VATM processes and learns, based
on the afore-mentioned information, about the UTM and
UTM preferences, such as regarding speed, gap settings,
engagement and disengagement patterns demonstrated, etc.
The VATM, e.g., determines based on the learning how to
better utilize the team-oriented ACC effectively and effi-
ciently, including ways to keep the TOACC engaged for
longer periods of time, toward goals such as promoting safer
and more economical driving.

[0389] Insome embodiments, the collaborative team (e.g.,
VATM, etc.) considers in its determination and actions,
vehicle battery state (e.g., charge level), fuel consumption
(e.g., rates of use (e.g., fuel economy), levels, etc.) to improve
vehicle operation or life, such as by improving fuel economy,
management, and/or extending batter range or life.

[0390] Insome embodiments, the collaborative team (e.g.,
VATM and/or UTM, etc.) considers in its determination and
actions, vehicle battery state (e.g., charge level), fuel con-
sumption (e.g., rates of use (e.g., fuel economy), levels, etc.)
to improve vehicle operation or life, such as by improving
fuel economy, management, and/or extending batter range or
life.

[0391] The VATM, based on such learning, which can con-
sider various environmental conditions (e.g., traffic and road
conditions), determines and provides advice to the UTM
regarding TOACC, such as regarding changes to the gap and
speed values that are called for in certain future situations to
coordinate and plan safer and better trips.

[0392] An override function is now described. At block
628, while in the ACTIVE mode, the VATM receives indica-
tion that the UTM has pressed the acceleration pedal. The
UTM action typically indicates that the UTM desires to take
manual control. In one embodiment of the team-oriented
ACC, though, the VATM remains in the ACTIVE mode, none-
theless, in the background. By being active only in a back-
ground manner, the VATM does not actively attempt to regu-
late speed, while remaining attentive and ready to take control
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under certain conditions that may arrive. An example condi-
tion is the UTM removing his/her foot from the accelerator.
The VATM can then, e.g., return the vehicle to the previously
set and agreed-upon speed.

[0393] Protocol controlling such function can be pre-com-
municated to the UTM and/or communicated at the time to
the UTM, as indicated in FIG. 7 by reference numeral 716.
The understood grounds are important especially in cases
involving a shift in control, whether to that VATM from the
UTM, or vice versa.

[0394] At block 630, the VATM advises against such an
action (e.g., against the VATM taking control at this point), as
indicated in FIG. 7 by a circle and reference numeral 718.

[0395] Manual override is indicated in FIG. 7 by reference
numeral 719.
[0396] Operation of the team-oriented ACC framework

with respect to full-speed range is now described. At block
632, while driving under team-oriented FSACC, the VATM
brings the vehicle to a complete stop, such as due to traffic
conditions—for example, the speed is decreased to zero to
maintain a safe gap from the vehicle ahead.

[0397] At block 634, the VATM, in the described collabo-
rative interests including transparency, makes its dynamics,
including reasons for changing vehicle operations, clear to
the UTM.

[0398] Inoneembodiment, the vehicle or VATM in particu-
lar includes a dedicated button or action (e.g., a quick kick of
the gas pedal) by which the UTM commands the VATM to
continue driving (i.e., to “go”). The VATM receiving such
communication from the UTM is indicated by block 636.
[0399] Atblock 638, the VATM, based on its programming,
determines to use the brakes in order to keep a safe gap
distance from a preceding car and, in the case of full-speed
range capability, can also slow to a stop if appropriate (e.g.,
approaching stopped traffic).

[0400] At block 640, the VATM, as in all conditions,
respects the importance of communicating VATM operations
under the team framework to the UTM. The communication
is indicated in FIG. 7 by an intra or self loop and reference
numeral 720.

[0401] The VATM may also use ancillary automated
vehicle driving systems or sub-systems. At block 642, in
addition to the use of brakes for collaborative ACC and col-
laborative FSR-ACC adaptive cruise, the VATM may engage
another active safety system, such as an automatic braking
system, such as to avoid an accident. As with all interactions,
the VATM and UTM will have pre-agreed, e.g., in established
commitments, to such VATM function and/or the VATM may
communicate with the UTM in-line regarding the function(s)
being taken and reasons therefor.

[0402] The team-oriented ACC, or team-oriented FSR-
ACC, is also configured with protocols or processes regarding
disengagement of the system. At block 644, the VATM
receives indication that the UTM has pressed the brakes or a
cancel or off button. The VATM disengages the team-oriented
ACC in response and, again, remains ON in the background.
Gap and speed information, which remains set in the VATM,
in some embodiments still needs to be made transparent to the
UTM in an appropriate manner (e.g., timing, modality, etc.).
In this state, the VATM can still monitor UTM actions, in
connection with related conditions (e.g., weather, location,
traffic, etc.), and store the monitored actions and conditions
for future use in team operations.

[0403] The method 600 can be repeated or end 645.
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VI. ADDITIONAL CONCEPTS

[0404] The disclosure now re-states principles and con-
cepts described above on which the team-oriented automated
system is based and can operate, and describes some related
ancillary principles and concepts.

[0405] The collaborative human-machine-interface (HMI)
concepts described herein can be applied to any one or more
of numerous systems. While the technology is not limited to
use in connection with automobiles, or even vehicles, gener-
ally, as referenced above, example vehicle systems and sub-
systems into which the present collaborative framework can
be implemented include ACC, HVAC, navigation, security
(including cyber-security and lock/start/remote interaction
with the car by WIFI/internet/mobile), power management
(including fuel efficiency or other fuel-related considerations,
battery state of charge (SOC), environmental considerations,
hybrid, fuel cell, gear shifts, modes of drive), environmental
considerations outside of power management, navigation
(e.g., based on GPS or other, e.g., social-media based,
vehicle-to-vehicle (V2V) interaction, relation to land marks
such as cell stations or other infrastructure (V2I)), manage-
ment and user interaction with location-based services (LBS;
such regarding stores, services, coupons), help (e.g., elec-
tronic user manual and additional help functions while driv-
ing), radio and other means of entertainment, web manage-
ment (e.g., e-mail, short-message system (SMS) messaging,
social networking and social interaction), learning systems
(e.g., educational system facilitating user learning about envi-
ronment, museums, touristic information), vehicle health
management system (VHMS), phone, V2V connectivity,
automation features such as ACC, lane centering (LC), lane
change (LX), automated steering related to semi-autonomous
driving, general interaction with vehicle (e.g., relating to
operation of windows, wipers, lights, headlights, tires,
engine), radio or other audio-related settings or preferences,
and seat belt operation (driver and/or front or back-seat pas-
sengers).

[0406] Ineach implementation (i.e., for any of the uses, or
applications, described herein above), the seven (7) team-
work, or collaboration, features of the cooperative HMI
described herein are applied. More particularly, for example,
the cooperative system can in each instance be initiated by
means of a contract between the automated system, or vehicle
agent team member (VATM), and the user team member
(UTM), which relates the first of the seven (7) teamwork
features.

[0407] In addition, the VATM and resulting teams will be
built upon the three (3) modules, including the four (4)
described models, including of user, of machine, of machine
as seen by user, and of the interface. Further, in some embodi-
ments some information is considered essential, or domain
specific, and must be shared appropriately to promote trans-
parency, relating to the second feature of the seven (7) team-
work or collaboration features—models and transparency
data feature.

[0408] Moreover, the collaborative, or cooperative, HMI is
based on a common communication language and protocol
enabling bi-directional communication, relating to the third
feature of the seven (7) teamwork features.

[0409] The automated behavior of the system will follow
coordination algorithms, referenced in the fourth feature of
the seven (7) teamwork features, which assume existence ofa
model of the UTM and compute actions or decisions of the
system (e.g. VATM) accordingly.
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[0410] Further, the systems according to the present tech-
nology can be designed to be responsive to the needs, prefer-
ences, etc, of the UTM, toward being supportive of the UTM,
such as when the UTM has input to be considered, an enquiry,
or other need calling for explanation or other information,
help, or assistance. This relates to the fifth feature of the seven
(7) teamwork features.

[0411] The design of the systems will promote sensitivity
between the UTM and the machine to create a sense of inti-
macy between the two, relating to the sixth feature of the
teamwork features. For example, system pitch, intonation,
and use of collaborative terminology or wording, such as
“we” and “our” instead of “I” and “you,” will be designed to
create a team feeling, or collaborative environment.

[0412] And relating to the seventh teamwork features, the
system interacts with the user to promote acknowledgement
and feedback about joint performance.

[0413] As provided, the above-described computer-execut-
able code or instructions are in various embodiments config-
ured to consider, in forming and executing the algorithms and
method of the present technology, any of a wide variety of
these principles and concepts.

[0414] The concepts includes considerations originating in
one or more of a variety of fields of thought, including social
science (philosophy, sociology, social psychology), com-
puter science, artificial intelligence, and human factors. The
framework incorporates determinations of what defines a
team, generally and essentially, and, more particularly, cor-
responding understandings of what defines good team inter-
action.

[0415] The concepts include data items corresponding to
team properties, such as mutual support, mutual commit-
ment, VATM transparency (e.g., as to machine state, behavior,
control), user transparency (again regarding, e.g., state,
intent, action), and responsiveness.

[0416] The team-based human-machine interface (e.g.,
human-vehicle interface (HVI)) facilitates provision and
request of feedback and help when it is desired by team
member. The interface promotes the interaction being trans-
parent, which allows the UTM to understand what the VATM
is doing and why, and what the VATM may need, etc., and
allows the VATM to sense UTM state, determine user prefer-
ences, etc.

[0417] The team-oriented interface is configured based in
part on the UTM model, the VATM model, and VATM behav-
ioral modules. Creating, updating, and maintaining models of
the VATM and the UTM has at least a twofold purpose. The
VATM is enabled to act best with relevant information about
how the UTM behaves and thinks, such as by using data
representing the model that the VATM has developed in work-
ing with the UTM. And the VATM can explain itself to its
UTM, providing recommendations, inquiries, and reasons for
actions, e.g., using a model of itself (VATM model) that can
be interpreted easily by the human user team member (UTM).
In these and other ways, the VATM can coordinate an effec-
tive team framework, as compared with the conventional
automated framework involving supervisory models. And, in
these ways, the team members (at least VATM and UTM) can
together invested in achieving success in the cooperative mis-
sion, and in a smooth and efficient manner.

[0418] Considering differences in how machines and
humans process data and function, a successful collaborative
team including an automated machine agent and a human
user agent, the team-oriented framework is configured to
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bring the team members together, on common ground, for
working together toward shared team goals. It should not be
assumed in the design or operation of the automated team
member that the human user agent will operate like the auto-
mated team member, and the user agent cannot assume that
the machine member will operate based on the same belief
and behavior system that the user operates from.

[0419] As referenced, the collaborative framework is con-
figured so that each team member will be attentive and
responsive to group activity, the actions of the other team
member(s), group processes for selecting a recipe, and
assigning agents, or members, to constituent actions. And
team members should be mutually directable. That is, poli-
cies can be enforced on teams to dynamically regulate behav-
ior of the system in an external manner. Specifically, e.g.,
using such policies, the human agent team member can
enforce bounds on the behavior of the automated agent. Feed-
back and attention can also be used to point respective mem-
bers toward important signals, activities, changes, etc. Team
members should also contribute to lowering a cost of coordi-
nating their activities—e.g., the team members acting in the
team framework improve efficiency of team operation.
[0420] Another important aspect of human-automation
interaction is trust. For teams to work together there should be
mutual trust between the human team member(s) and the
machine agent team member.

VII. OUTCOMES, ADVANTAGES, AND
BENEFITS

[0421] Automated agent and human user teamwork
reduces overall workload, due in large part to increased trans-
parency, maintains high levels of situational awareness, due
in large part to the collaborative interface approach, keeps the
user agent in the control loop, especially due to the commu-
nication channels enabled by the team-oriented interface, and
attains trust, due mostly to a reduction in uncertainty as a
result of improved communications.

[0422] The present technology results in a variety of posi-
tive outcomes. The outcomes include a transparency of the
vehicle agent team member to the user team member.

[0423] Another outcome is awareness of the existence,
state, and actions of all team members.

[0424] Another outcome is an ability of the VATM to pro-
vide proactive, contextual, machine help to the UTM.
[0425] As another outcome, the framework facilitates bi-
directional communication amongst team members and,
thereby, promotes free sharing, requesting and provisioning,
of information.

[0426] Advantages of the present technology include pro-
vision of a paradigm shift in the way vehicle agent team
members interact with the users.

[0427] Another advantage ofthe technology is an enhanced
user experience in working with the vehicle, reducing user
annoyance and disorientation through the team experience.
[0428] Another advantage of the technology is an improve-
ment of user-vehicle interactions by maintaining transpar-
ency and enabling proactive and reactive assistance.

[0429] Benefits of the present technology include enhanc-
ing user experience by maintaining long term relationships
between a human user and the different automated systems in
the car resulting from considering both systems and users as
team members.
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[0430] Benefits also include reducing user annoyance and
confusion by supporting the user as an automated team mem-
ber with the VATM that is aware of the user, and his/her needs
and preferences.

[0431] The benefits also include improving vehicle system
effectiveness via coordinated relationships with the user in
order to increase user satisfaction and possibly increased use
of the vehicle automation.

[0432] The benefits also include improving a vehicle-user
interface and an integrated user experience.

[0433] The benefits also include improved vehicle effec-
tiveness by increasing the usage of the systems and the satis-
faction level of the user.

[0434] The benefits also include a graceful accommodation
of users to a more natural interaction with the automation.

VIII. CONCLUSION

[0435] Various embodiments of the present disclosure are
disclosed herein. The disclosed embodiments are merely
examples that may be embodied in various and alternative
forms, and combinations thereof.
[0436] The law does not require and it is economically
prohibitive to illustrate and teach every possible embodiment
of the present technology. Hence, the above-described
embodiments are merely exemplary illustrations of imple-
mentations set forth for a clear understanding of the prin-
ciples of the disclosure.
[0437] Variations, modifications, and combinations may be
made to the above-described embodiments without departing
from the scope of the claims. All such variations, modifica-
tions, and combinations are included herein by the scope of
this disclosure and the following claims.
What is claimed is:
1. A team-oriented adaptive cruise control system, for use
in support of operations of a vehicle, comprising:
a computer processor; and
a computer-readable medium comprising supporting infor-
mation and computer-executable instructions that, when
executed by the processor, cause the processor to per-
form operations comprising:
communicating, to a human user being a driver of the
vehicle, via a vehicle-user interface, a request to par-
ticipate regularly, actively, and collaboratively as a
member of a collaborative adaptive-cruise-control
(ACC) team, to include the team-oriented ACC sys-
tem, in an ongoing relationship of cooperation regard-
ing operating the team-oriented ACC system over
time;
providing, to the human user, via the vehicle-user inter-
face, a commitment communication advising the user
that the team-oriented ACC system would be dedi-
cated to participating regularly, actively, and collabo-
ratively as a team member should the collaborative
ACC team be formed;
receiving, from the human user, via the human-user
interface, an agreement communication by which the
human user commits to participating regularly,
actively, and collaboratively as a member of the col-
laborative ACC team; and
forming, responsive to receiving the agreement commu-
nication, the collaborative ACC team including the
human user and the team-oriented ACC system.
2. The team-oriented adaptive cruise control system of
claim 1, wherein the request is a contract including multiple
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clauses to be agreed to, including clauses referring to regular,
active, and collaborative participation in activities of the col-
laborative ACC team.

3. The team-oriented adaptive cruise control system of
claim 1, wherein forming the collaborative ACC team
includes establishing at least one model selected from a group
consisting of:

auser model, the user model being a representation, stored
at the team-oriented ACC system, representing the
human user, for use by the system in performing col-
laborative functions of the team;

a machine model, the machine model being a representa-
tion, stored at the team-oriented ACC system, represent-
ing the system and its control logic, foruse by the system
in performing collaborative functions of the team;

an interface model, the interface model, being stored at the
team-oriented ACC system, relating to presentation of
the system to the user team member, for use by the
system in performing collaborative functions of the
team; and

a mental model, the mental model being a representation,
stored at the team-oriented ACC system, representing a
perspective of the machine from a perspective of the
human user team member, for use by the system in
performing collaborative functions of the team.

4. The team-oriented adaptive cruise control system of
claim 1, wherein the operations further comprise establish-
ing, subsequent to forming the collaborative team, data items
for use as inputs to an algorithm of the system in making
team-based determinations during operation of the vehicle.

5. The team-oriented adaptive cruise control system of
claim 4, wherein the data items include user preferences.

6. The team-oriented adaptive cruise control system of
claim 5, wherein at least one of the user preferences is com-
municated expressly to the system by the user and at least one
of the user preferences is derived by the processor based on
user behavior.

7. The team-oriented adaptive cruise control system of
claim 1, wherein the operations further comprise:

determining that a person has entered the vehicle;

identifying, using feedback from a vehicle sensor, the per-
son as the human user team member;

receiving a trigger, following identification of the user
team member, triggering activation of at least one team-
based ACC function; and

activating, responsive to the trigger, the team-based ACC
function.

8. The team-oriented adaptive cruise control system of
claim 1, wherein the team-based ACC function includes pre-
action determination processing, comprising collecting rel-
evant data needed for making a determination on what ACC
action to take and/or how to perform the ACC action.

9. The team-oriented adaptive cruise control system of
claim 1, wherein:

the team-based ACC function includes making a pre-ac-
tion-determination communication, comprising com-
municating with the human user team member; and

the pre-action-determination communication is directed to
an entity selected from a group consisting of:
the human user team member;

a passenger of the vehicle;
a remote party; and
a remote automated device.
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10. The team-oriented adaptive cruise control system of
claim 9, wherein the processor, executing the computer-ex-
ecutable instructions, forms the pre-action-determination
communication based on at least one characteristic selected
from a group consisting of:

a timing at which the pre-action-determination communi-

cation is provided;

a tone in which the pre-action-determination is provided;

and

a substance of the pre-action-determination communica-

tion.

11. The team-oriented adaptive cruise control system of
claim 1, wherein the team-based ACC function includes
determining the action based on data collected in pre-action
determination processing and/or pre-action determination
communications, wherein the determining is performed
according to one or more computational-decision-making
algorithms embodied in the instructions.

12. The team-oriented adaptive cruise control system of
claim 11, wherein:

the operations further comprise performing the action

determined;

the action comprises transferring control of an ACC task,

either from automatic system control to user manual
control, or from user manual control to automatic system
control; and

the computer-executable instructions are configured to

cause the processor to transfer the control in a predeter-
mined manner based on at least one characteristic
selected from a group consisting of:

a timing at which the control is transferred; and

a manner by which the control is transferred.

13. The team-oriented adaptive cruise control system of
claim 11, wherein:

the team-based ACC function further includes performing

post-action processing; and

the post-action processing includes establishing, in

response to express or inferred concurrence to a deter-
mination basis, the determination basis as a rule for
automatic future use in a similar situation.

14. The team-oriented adaptive cruise control system of
claim 11, wherein:

the team-based ACC function further includes making a

post-action communication; and

the post-action communication is directed to an entity

selected from a group consisting of:
the human user team member;

a passenger of the vehicle;

a remote party; and

a remote automated device.

15. The team-oriented adaptive cruise control system of
claim 14, wherein the processor, executing the computer-
executable instructions, forms the post-action communica-
tion based on at least one characteristic selected from a group
consisting of:

a timing at which the post-action communication is pro-

vided;

atone in which the post-action communication is provided;

and

a substance of the post-action communication.

16. The team-oriented adaptive cruise control system of
claim 1, wherein:

the request is a first request and the agreement communi-

cation is a first agreement communication;
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the operations further comprise:

communicating, to an other entity, a second request to
participate regularly, actively, and collaboratively as a
member of the collaborative ACC team, to include the
team-oriented ACC system and the human user mem-
ber, in an ongoing team relationship of cooperation
regarding operating the team-oriented ACC system
over time;

providing, to the other entity, the commitment commu-
nication advising the other entity that the team-ori-
ented ACC system is dedicated to participating regu-
larly, actively, and collaboratively as a member of the
collaborative ACC team; and

receiving, from the other entity, a second agreement
communication by which the human user commits to
participating regularly, actively, and collaboratively
as a member of the collaborative ACC team; and

the operation of forming the collaborative ACC team com-

prises establishing, responsive to receiving the second
agreement communication, the other entity as a member
of the team.

17. The team-oriented adaptive cruise control system of
claim 1, wherein:

the system maintains a pre-determined level of system

control vis-a-vis user team member control; and

the system includes or is in communication with a selector

by which the user team member can control the level.

18. The team-oriented adaptive cruise control system of
claim 1, wherein the system is part of a computer device
remote to the vehicle.

19. A tangible computer-readable storage device, for use in
team-oriented adaptive cruise control system in support of
operations of a vehicle, comprising computer-executable
instructions that, when executed by a processor, cause the
processor to perform operations comprising:

communicating, to a human user being a driver of the

vehicle, via a vehicle-user interface, a request to partici-
pate regularly, actively, and collaboratively as a member
of a collaborative adaptive-cruise-control (ACC) team,
to include the team-oriented ACC system, in an ongoing
team relationship of cooperation regarding operating the
team-oriented ACC system over time;

providing, to the human user, via the vehicle-user interface,

acommitment communication advising the user that the
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team-oriented ACC system would be dedicated to par-
ticipating regularly, actively, and collaboratively as a
team member should the collaborative ACC team be
formed;

receiving, from the human user, via the human-user inter-
face, an agreement communication by which the human
user commits to participating regularly, actively, and
collaboratively as a member of the collaborative ACC
team; and

forming, responsive to receiving the agreement communi-
cation, the collaborative ACC team including the human
user and the team-oriented ACC system.

20. A method, for supporting team-oriented adaptive cruise
control operations of a vehicle, comprising:

communicating, by a processor of a tangible automated
team-oriented adaptive cruise control system, to a
human user being a driver of the vehicle, via a vehicle-
user interface, a request to participate regularly, actively,
and collaboratively as a member of a collaborative adap-
tive-cruise-control (ACC) team, to include the team-
oriented ACC system, in an ongoing team relationship of
cooperation regarding operating the team-oriented ACC
system over time;

providing, by the processor of a tangible automated team-
oriented ACC system, to the human user, via the vehicle-
user interface, a commitment communication advising
the user that the team-oriented ACC system would be
dedicated to participating regularly, actively, and col-
laboratively as a team member should the collaborative
ACC team be formed;

receiving, by the processor of a tangible automated team-
oriented ACC system, from the human user, via the
human-user interface, an agreement communication by
which the human user commits to participating regu-
larly, actively, and collaboratively as a member of the
collaborative ACC team; and

forming, by the processor of a tangible automated team-
oriented ACC system, responsive to receiving the agree-
ment communication, the collaborative ACC team
including the human user and the team-oriented ACC
system.



